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Department of Computer Science (BS-SE)
IQRA NATIONAL UNIVERSITY PESHAWAR
Sessional (Summer- 2020)

Natural Language Processing
    
  Deadline: 20th September 2020    





  Total Marks:  20
  Instructor: Aasma Khan                                                                                                             Date: 27th August, 2020
 
Note: Attempt all Questions. 

Question No. 1:                                          







      (15)

a) Explain Part of Speech Tagging (POS) and explain POS tag ambiguity with two examples.                                                                                                                               (03)     
b) State difference between open vs. closed classes.                                                        (02)
c) Apply Viterbi Algorithm on the below given bigram and lexical probabilities;         (10)

	Lexical Probabilities

	
	O1=time 
	O2=flies
	O3=like
	O4=an
	O5=arrow

	Noun
	1\5
	1\5
	0
	0
	1\5

	Verb
	1\5
	2\5
	1\5
	0
	0

	Other
	0
	0
	1\5
	2\5
	0


Question No. 2:                                                                                                                              (05)                                                            
Apply Bayesian theorem over the below given string:

^John got many NLP books. ^He found them all very interesting.

Where for lexical probabilities assume John=0.5, got=0.3, many=0.2, NLP=0.1 and books=0.

Good Luck (
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