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Topic 1

Operations Research (OP)/Mathematical Programming (MP):
An introduction
Linear programming (LP): A ‘furniture manufacturer’s resource allocation problem’ example

Practical example - I (Adopted from Wu, Nesa and Richard Coppins. Linear Programming and Extensions. McGraw-Hill. 1981, pp.36-39)
A furniture manufacturer produces tables and chairs. Each table requires 5 board-feet of oak, 2 baord-feet of pine and 4 labour-hours. Each chair requires 2 board-feet of oak, 3 board-feet of pine and 2 labour-hours. The manufacturer is not free of constraints; he has on his disposal only 150 board-feet of oak, 100 board-feet of pine and 80 hours of labour. The manufacturer sells table and chair at profit of US$12 and US$8 per table and per chair, respectively.
Manufacturer’s problem: This is a typical ‘resource allocation’ problem, wherein manufacturer requires to allocate his scarce resources (oak, pine and labour) in optimal quantities to maximize his profits from optimal production of two outputs (table and chair); Practical question is: how much each of the two products should he produce to maximize his profit?
Mathematical formulation of the problem (Setting Objective function subject to Constraints)
Objective function

Max Z = f(X)
=
12x1 + 8x2 





(1)

Constraints
s.t.   
 G(X)
=
5x1 + 2x2 ≤ 150




(2a)
2x1 + 3x2 ≤ 100




(2b)


4x1 + 2x2 ≤   80




(2c)



  xi ≥     0




(3)
Solutions: There are at least three ways to solve this resource allocation problem, namely:

(a) Algebraic solution (Wait till we reach appropriate section (s))
(b) Graphical analysis (will be covered in Topic 2)
(c) Use of Simplex Algorithm 
(i) By hand (will be covered in Topic 2)

(ii) Using computer software (We are using computer software TORA, provided with Taha’s Operations Research, for an immediate discussion on Results & Interpretations.
Estimation of ‘resource allocation problem’ using TORA Software
Open TORA, input the data given in Model (1 – 3), estimate the model and report the results in proper form, provided in the next section. (Printout of the LP output is attached; page 3)
Reporting of results


Solution set:


Primal solution




X* = (x1, x2) = (5, 30)




Z* = 300 ($)



Slack variables




S1 = 65 (board-feet of Oak left un-used)



S2 =   0 (board-feet of Pine un-used)
S3 =   0 (labourers left un-used)


Dual solution




Y1 =   0 (shadow price of Oak)



Y2 =   1 (shadow price of Pine)
Y3 =   2.5 (shadow price labour)
Interpretation of results
The results provided in aforementioned Solution set suggest that:
1. Furniture manufacturer must produced and sell 5 tables and 30 chairs (x1, x2) for a maximum (optimal) profit of $300 (Z*).
2. In doing so (x1= 5, x2 = 30), all available pine and labour would be utilized, and 65 board-feet of oak left un-used).

3. Shadow prices (to the furniture manufacturer) of oak, pine and labour are, respectively, zero, 1 and 2.5.

4. The above Solution set (X*, Z*) is optimal for the given product prices (Px1 = $12, Px1 = $8).
5. Interpretation of Shadow prices are:
(a) Shadow price of an input represents contribution of that input towards Objective function (Z*), that is, it causes in increase or decrease in Z-value.
(b) Y1 = 0, Y2 = 1 and Y3 =  2.5 mean that one unit increase (or decrease) of input oak would have no positive or negative effect on Objective function value, while one unit increase (or decrease) of input pine and labour would increase Objective function value, respectively, by $1 and $2.5.  
(c) The Optimal solution remains Optimal for a certain range of Decision variables (x1, x2) and/or constrains bi (RHS); TORA output provides such ranges. Interpretation and analysis of such ranges will be covered in one of the incoming topics (Sensitivity & Post-Optimality Analysis).
Other forms of the LP problem

Not all LP problems correspond to the above form; other legitimate representations of LP models are:

1. Objectives which involves minimize instead of maximize, that is:
Minimize Z = c1x1 + c2x2 + ... + cnxn
2. Constraints which are "greater than or equal to" instead of "less than or equal to", that is:
ai1x1 + ai2x2 + ... + ainxn ≥ $1 billion
3. Constraints which are strict equalities, that is:
ai1x1 + ai2x2 + ... + ainxn = $1 billion

4. Variables without non-negativity restriction, that is, xj can be unrestricted in sign:
      <

xj   --
0
      >   
5. Variables required to be non-positive, that is:

xj ≤ 0
Other forms of the Operations Research (OR)/Mathematical Programming (MP) model
Taha (2008, Section 1.2 of Chapter 1) mentions that there is no a single general technique in OR to solve all mathematical models; instead the type and complexity of the mathematical model dictate the nature of the solution method. The most prominent OR technique is Linear programming, which is designed for models with linear objective and constraint function. Other techniques include:


Integer programming – where variables assume integer values 


Dynamic programming – where original model is decomposed into more manageable

Subproblems.


Network programming – where the problem is modeled as a network
Nonlinear programming – where the functions of the model are nonlinear 
Groebner and Shannon (1992, pp.3), in their first chapter titled ‘Introduction to Management Science Techniques and Decision Models’, bifurcate different techniques into five groups, namely:


Linear programming techniques



Simplex methods


Transportation models



Assignment methods


Probabilistic techniques



Forecasting


Queuing methods



Decision analysis



Simulation

Network techniques 

PERT/CPM

Shortest-Route model


Minimum-Spaning model


Maximum flow

Inventory techniques

Deterministic models


Probabilistic model

Other techniques


Dynamic model 

Markov process model
Properties/Assumptions of linear programming (LP) 

LP problems embody seven important assumptions relative to the problem being modeled. The

first three deal with the appropriateness of the formulation; the last four deal with the mathematical relationships within the model. The assumptions are summarized below, while details are available in McCarl and Spreen and Taha (Section 2.4 of Chapter 2).
A) Appropriateness of the problem formulation 

1. Objective Function Appropriateness

2. Decision Variable Appropriateness

3. Constraint Appropriateness
B) Appropriateness of mathematical relationship
4. Proportionality

5. Additivity

6. Divisibility

7. Certainty
Take-home Assignment - 1
