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Note: Attempt all Questions. 

Question No. 1:                                                                                                                            (5)
Explain objectives of NLP? Write the name of 2 Applications of NLP with example? Write the name of 2 Challenges of NLP with example?     
ANS:

Objective:

The objective of nlp is to evaluate is to measure one or more qualities of an algorithm or a system in order to determine wheter or to what extent the system answers the goals of its designers or meets the requirements of its users.Research in nlp has received considerable attention because the definition of proper problem going beyond the vagueness of tasks defined as he only as language understanding or language generation.The Ultimate objective of NLP is to read decipher understand and make sense of the human language in a manner that is valuable.       
Applications :

1) Machine Translation
2) Speech Recognition
Challenges:     
1) Setting the context

2) Breaking the sentence
Question No. 2:                                                                                



                (5)
  

Specify the text strings using the below regular expressions:    


a. /a(bc)
· Given string: ab  abc  ac  acb a0b a2b a42c A87d
         ANS:

 
ab abc ac acb a0b a2b a42c a87d

b. /[abc]

· Given string: ab  abc  ac  acb a0b a2b a42c A87d
                      ANS:

                               ab        abc     ac    acb    a0b   a2b   a42c A87d
c. /abc+     

·  Given string: ab  abc  abcc  babc  

ANS:

ab   abc   abcc   babc  

d.  /abc*

· Given string: ab  abc  abcc  babc  

ANS:
               ab   abc   abcc   babc  

e. /[^a-z A-Z 0-9]       
· Given string: a89  opx   cfff  $1!
        ANS:

                                             a89  opx   cfff  $1!
Question No. 3:   









      (10)
a) Design an NFA over an alphabet ∑= {a, b} such that every string accepted must end with a string --ba. Identify its tuples and also convert it into DFA.                                          (05)    
ANS: a.b
                            B                                          a                                                    
         

     ∑
Q

                   a                  b

        q 0          q 0           q 0 ,q 1

        q 1            q 2            0

        q 2              0                0

             Q      ∑            a                    b

                  q 0            q 0             {q 0,q 1}
{q 0,q 1}               {q 0,q 2}            {q 0,q 1}
{q 0,q 2}                  q 0                 {q 0,q 1}
                                                     b

                a

                                 b                                   a

                                     a                                b
b) Design an NFA for the regular expression : a* b(a+b)*                                                  (05)
ANS:

NFA:                a                                                             a,b

Question No. 4:                                          







      (15)

a) Explain Part of Speech Tagging (POS) and explain POS tag ambiguity with two examples.    
Ans:    Part Of Speech Tagging:

             The process of assigning a part of speech to each word in a sentence.

Words 



Tags

Heat



V

Water



N

In




P

A




DET

Large



ADJ

Vessel



N

POS TAG AMBIGUITY:

The main problem of POS taggind is  ambiguity in English the most words are common and words have multiple meanings and that’s why multiple POS.The work pos tagger is to resolve this ambiguity accurately based on the context of use,e.g the word shot can be noun or a verb when used as verb it could be in past tense or past participle.

Example:

The_DT first_JJ time_NN he_PRP was_VBD shot_VBN in_IN the__DT hand_NN as_IN he_PRP chased_VBD the_DT robbers_NNS outside_RB

2) People Jump high

People    Noun/verb

Jump       Noun/verb

High        Noun/Adjective                                                                                                                                                                                                                           
b) State difference between open vs. closed classes in POS tagging.                              (02)  
ANS:

The difference between open and close classes are that the word clsses maybe describe as open or closed the open classes like the nouns verbs and adjective acquire new members constantly and while the closed classes like pronouns and conjuctions acquire the new members infrequently if at all.

c) Apply Viterbi Algorithm on the below given bigram and lexical probabilities;         (10)

	Lexical Probabilities

	
	O1=time 
	O2=flies
	O3=like
	O4=an
	O5=arrow

	Noun
	1\5
	1\5
	0
	0
	1\5

	Verb
	1\5
	2\5
	1\5
	0
	0

	Other
	0
	0
	1\5
	2\5
	0


ANS:

    hi                  P1(h1)             P2(h2)            P3(h3)               P4(h4)           P5(h5)    

	
	
	
	
	
	

	Noun
	1/3 . 1/5
	¼.1/5.1/3.1/5
	0=0
	0
	1/5.1/3.1/75

	Verb
	0
	¼.2/5.1/3.1/5
	¼.1/5.1/3.1/5
	0
	0

	Other
	0
	0
	1/5.1/3
	(1/150.1/75)
	0


Time                  Flies                    Like                      an                       arow


N

V

O

O 

N

Question No. 5:          








 (15)

a) Apply Bayesian theorem over the below given string:

^John got many NLP books. ^He found them all very interesting.

Where for lexical probabilities assume John=0.5, got=0.3, many=0.2, NLP=0.1 and books=0.

Ans:

P(T)=PWIT)=tt(ti/ti-1)-P(wi)tiP1(ti/ti-1)=P(Wi/ti)

Le corpus :^ John got many NLP books found all very interesting

POS tagged

^N V N N.^N V N A R A

Recording numbers




^               N                        V                      A                         R                      .

	^
	0
	2
	0
	0
	0
	0

	N
	0
	1
	2
	1
	0
	1

	V
	0
	1
	0
	1
	0
	0

	A
	0
	1
	0
	0
	1
	1

	R
	0
	0
	0
	1
	0
	0

	.
	1
	0
	0
	0
	0
	0


Bigram Probabilties






P(N/V)=# (^=N)/#^

  
                     ^                 N                        V                      A                         R                      .

	^
	0
	1
	0
	0
	0
	0

	N
	0
	1/5
	2/5
	1/5
	0
	1/5

	V
	0
	1/2
	0
	1/5
	0
	0

	A
	0
	1/3
	0
	0
	1/3
	1/3

	R
	0
	0
	0
	1
	0
	0

	.
	1
	0
	0
	0
	0
	0


Lexical probability

                      John


Got

  Many


 NLP
              books

	^
	0.5
	0.3
	0.2
	0.1
	0

	N
	0.5
	0.3
	0.2
	-
	-

	V
	0.5
	0.3
	0.2
	-
	-

	A
	0.5
	-
	-
	-
	-

	R
	0.5
	-
	-
	-
	-

	.
	
	
	
	
	


P(John/^) = P(Wi=John/ti=^)

=# (John,^)/ #^

# (m y,^)/#^                                              =  0.5x2/2 = 0.5

=0.2x2/2                                                      = # (got ,^)/ # ^

=0.2                                                               = 0.3x2/2 =0.3

=(NLP,^)/^

=0.1x2/2                                                     = <John,N)/N

=0.1                                                              =0.5x5/5=0

    # (book,^)/^          

=0x2=0.

     b)  Find the CFG of the string “abaabaa” using the production rules
S(a, S(aAS, A(bS
ANS:

S      a   (Rule:1)

S      aAS (Rule:2)

A     bS    (Rule:3)

Compute the string w = “abaabaa” with the left most derivation.

S        aAS           (Rule:2)
 abS             (Rule:3)

abaAS    (Rule:1)

abaabSS    (Rule:2)

abaabaS    (Rule:3)

abaabaa    (Rule:3)      

Left most derivation tree is to be obtained the string “w” as follows




S


    a



A
                                                                                                      S                                                                                                                                           
                                     b              S 






a




                                                        a







         A

  S


b




                                                                      S                 a
                   a

Good Luck (
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