Data Mining 
Assignment No 2
By M Zoraiz Ali 
ID: 14413

Q1: Summary and overview of the Machine learning course by Andrew Ng on Coursera
Summary:
In this course we learned about Machine Learning, often called Artificial Intelligence or AI, which is one of the most exciting areas of technology at the moment. Machine Learning technology is set to revolutionize almost any area of human life and work, and so will affect all our lives.
Machine Learning has a reputation for being one of the most complex areas of computer science, requiring advanced mathematics and engineering skills to understand it. While it is true that working as a Machine Learning engineer does involve a lot of mathematics and programming, I believe that anyone can understand the basic concepts of Machine Learning, and given the importance of this technology, everyone should. The big AI breakthroughs sound like science fiction, but they come down to a simple idea: the use of data to train statistical algorithms. In this course we learned to understand the basic idea of machine learning, this course is designed to introduce us to Machine Learning without needing any programming. That means that we didn't cover the programming-based machine learning tools like python and TensorFlow.
Overview:
Week 1:
Introduction to Machine learning:
Machine learning defined by Arthur Samuel “the field of study 
that gives computers the ability to learn without being explicitly programmed.
Definition by Tom Mitchell “A well-posed learning problem is defined as follows. 
He says, a computer program is said to learn from experience E with respect to 
some task T and some performance measure P, if its performance on T, as measured by P, improves with experience E.
Supervised Learning:
In supervised learning, we are given a data set and already know what our correct output should look like, having the idea that there is a relationship between the input and the output.
Categorized into:
1.Regression: In a regression problem, we are trying to predict results within a continuous output, meaning that we are trying to map input variables to some continuous function.
2.Classification: In a classification problem, we are instead trying to predict results in a discrete output. In other words, we are trying to map input variables into discrete categories.
Unsupervised Learning:
Unsupervised learning allows us to approach problems with little or no idea what our results should look like. We can derive structure from data where we don't necessarily know the effect of the variables.
We can derive this structure by clustering the data based on relationships among the variables in the data. With unsupervised learning there is no feedback based on the prediction results.
Linear Regression:
Linear regression predicts a real-valued output based on an input value. We discussed the application of linear regression to housing price prediction, present the notion of a cost function, and introduced the gradient descent method for learning.
Week 2:
1.Accessing MATLAB online trial
2.Installing Octave on windows
3. Octave/MATLAB tutorial
Multivariate linear regression:
Linear regression with multiple variables is known as "multivariate linear regression".
	x(i)jx(i)mn=value of feature j in the ith training example=the input (features) of the ith training example=the number of training examples=the number of features 


The multivariable form of the hypothesis function accommodating these multiple features is as follows:
hθ(x)=θ0+θ1x1+θ2x2+θ3x3+⋯+θnxnh_\theta (x) = \theta_0 + \theta_1 x_1 + \theta_2 x_2 + \theta_3 x_3 + \cdots + \theta_n x_nhθ​(x)=θ0​+θ1​x1​+θ2​x2​+θ3​x3​+⋯+θn​xn​
In order to develop intuition about this function, we can think about θ0\theta_0θ0​ as the basic price of a house, θ1\theta_1θ1​ as the price per square meter, θ2\theta_2θ2​ as the price per floor, etc. x1x_1x1​ will be the number of square meters in the house, x2x_2x2​ the number of floors, etc.

Week 3:
Logistic Regression:
Logistic regression is a method for classifying data into discrete outcomes. For example, we might use logistic regression to classify an email as spam or not spam.
Classification:
The classification problem is just like the regression problem, except that the values we now want to predict take on only a small number of discrete values. For now, we will focus on the binary classification problem in which y can take on only two values, 0 and 1. (Most of what we say here will also generalize to the multiple-class case.) For instance, if we are trying to build a spam classifier for email, then x(i)x^{(i)}x(i) may be some features of a piece of email, and y may be 1 if it is a piece of spam mail, and 0 otherwise. Hence, y∈{0,1}. 0 is also called the negative class, and 1 the positive class, and they are sometimes also denoted by the symbols “-” and “+.” Given x(i)x^{(i)}x(i), the corresponding y(i)y^{(i)}y(i) is also called the label for the training example.
Logistic Regression Model:
1.Cost function Model
2.Simplified Cost Function
3.Gradient Descent

Week 4:
Neural Networks:
Neural network is a model inspired by how the brain works. It is widely used today in many applications: when your phone interprets and understand your voice commands, it is likely that a neural network is helping to understand your speech.
Representation:
Visually, a simplistic representation looks like:
	[x0x1x2]→[   ]→hθ(x)



Applications:
Examples and Intuitions 
A simple example of applying neural networks is by predicting x1x_1x1​ AND x2x_2x2​, which is the logical 'and' operator and is only true if both x1x_1x1​ and x2x_2x2​ are 1.
The graph of our functions will look like:
	⎡⎣x0x1x2⎤⎦→[g(z(2))]→hΘ(x)





Week 5:
Neural Network: Learning

The Neural Network is one of the most powerful learning algorithms.
It is a model inspired by how the brain works.
Applications:
Autonomous Driving:
neural network trained with backpropagation learning to drive a car somewhat well than a human being.

Backpropagation Algorithm:

"Backpropagation" is neural-network terminology for minimizing our cost function, just like what we were doing with gradient descent in logistic and linear regression. 
Week 6:
Evaluating a Hypothesis:
Once we have done some trouble shooting for errors in our predictions by: 
· Getting more training examples
· Trying smaller sets of features
· Trying additional features
· Trying polynomial features
· Increasing or decreasing λ
We can move on to evaluate our new hypothesis. 
A hypothesis may have a low error for the training examples but still be inaccurate (because of overfitting). Thus, to evaluate a hypothesis, given a dataset of training examples, we can split up the data into two sets: a training set and a test set. Typically, the training set consists of 70 % of your data and the test set is the remaining 30 %. 
Diagnosing Bias vs. Variance
In this section we examine the relationship between the degree of the polynomial d and the underfitting or overfitting of our hypothesis.
· We need to distinguish whether bias or variance is the problem contributing to bad predictions.
· High bias is underfitting and high variance is overfitting. Ideally, we need to find a golden mean between these two.
The training error will tend to decrease as we increase the degree d of the polynomial.
At the same time, the cross-validation error will tend to decrease as we increase d up to a point, and then it will increase as d is increased, forming a convex curve.
High bias (underfitting): both Jtrain(Θ)J_{train}(\Theta)Jtrain​(Θ) and JCV(Θ)J_{CV}(\Theta)JCV​(Θ) will be high. Also, JCV(Θ)≈Jtrain(Θ)J_{CV}(\Theta) \approx J_{train}(\Theta)JCV​(Θ)≈Jtrain​(Θ).
High variance (overfitting): Jtrain(Θ)J_{train}(\Theta)Jtrain​(Θ) will be low and JCV(Θ)J_{CV}(\Theta)JCV​(Θ) will be much greater than Jtrain(Θ)J_{train}(\Theta)Jtrain​(Θ).
Week 7:
Support Vector Machines:
the support vector machine (SVM) algorithms are considered by many to be the most powerful 'black box' learning algorithm, and by posing a cleverly-chosen optimization objective, one of the most widely used learning algorithms today.
Applications:
->Kernels, Large Margin Classification.
Week 8:
Unsupervised Learning:
While supervised learning algorithms need labeled examples (x,y), unsupervised learning algorithms need only the input (x). We learned about clustering—which is used for market segmentation, text summarization, among many other applications.
Clustering:
K-Means Algorithm:
The K Means algorithm is by far the most popular and the most widely used clustering algorithms. K Means is an iterative algorithm and it does two things. First is a cluster assignment step, and second is a move centroid step. 

Optimization Objective:
Most of the supervised learning algorithms we've seen, things like linear regression, logistic regression, and so on, all of those algorithms have an optimization objective or some cost function that the algorithm was trying to minimize. It turns out that k-means also has an optimization objective or a cost function that it's trying to minimize.

Week 9:

Anomaly Detection:
Anomaly detection is widely used in fraud detection (e.g. ‘has this credit card been stolen?’). Given a large number of data points, we may sometimes want to figure out which ones vary significantly from the average. For example, in manufacturing, we may want to detect defects or anomalies. We show how a dataset can be modeled using a Gaussian distribution, and how the model can be used for anomaly detection.


Gaussian Distribution:
Gaussian distribution which is also called the normal distribution.
Let's say x is a row value's random variable, so x is a row number. 
If the probability distribution of x is Gaussian with mean mu and 
variance sigma squared. Then, we'll write this as x, the random variable. 


Building an Anomaly Detection system:
->Developing the system
->Evaluating the system
->Anomaly detection

Week 10:
Large scale machine learning:
Machine learning works best when there is an abundance of data to leverage for training. With the amount data that many websites/companies are gathering today, knowing how to handle ‘big data’ is one of the most sought after skills in Silicon Valley.

Gradient Descent with large data sets:
->Learning
->Stochastic Gradient Descent
->Mini Batch Gradient Descent
->Stochastic Gradient Descent Convergence

Week 11:
Application Example: Photo OCR
It is a complex, end-to-end application of machine learning, to the application of Photo OCR. Identifying and recognizing objects, words, and digits in an image
Photo OCR stands for Photo Optical Character Recognition. The photo OCR problem focuses 
on how to get computers to read the text to the purest in images that we take.  it does this in several steps. First, given the picture it has to look through the image and detect where there is text in the picture. 


Photo OCR:
->Sliding windows
->Getting lots of Data and artificial data
->Ceiling Analysis
Photo OCR Applications:
->Text detection
->Character segmentation
->Character classification
->Pedestrian Detection
->Sliding Window detection
->Character Recognition
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