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Q1 ) Distinguish between Classification and Regression with the help of relevant scenarios.? 

                                        Classification vs Regression  

Ans)  Classification is a data mining 

function  that assigns itms in a collection to target 

categories 

 or classes.The goal of classification is to accurately 

 predict the target class for each case in the data. 

Regression Testing is defined as a type of 

software testing to confirm that a recent 

program or code change has not 

adversely affected existing features. 

Example of Regression: 

Predictive percentage of precipitation . 

Predictiion of diabetic patients.  

Astronomy prediction. 

Example of classification: 

Who will voters vote for? 

Who will win most matches? 

Hidden Patterns. 



Q2)Perform Naïve Bayes or Decision tree classification for new instance where (SSN = 123-46-

4455, Test1= 85, Test2= 31 and Final= 30) Find Grade. 

Ans) Decision tree: predict the class label – Bayesian classifier: statistical classifier; predict class 

membership probabilities. 

Naïve Bayesian classifier:  

– Simple classifier that assumes attribute independence  

– Efficient when applied to large databases  

– Comparable in performance to decision trees 

                                                           P(Hi | X) = P(X|Hi) P(Hi) 

                                                                                     P(X) 

 

 

 

Q3 

 

Ans) 

Opening File 

Adding filter (Numeric to Nominal) so Naïve Bayes could be applied. 



 

 

 
 

 

 

 

 

 

 

 

Applying Naïve Bayes 



 

 

 

 

 

 



Naïve Bayes summary 

 

Applying Decision Tree 

 We are going to select classifier and choose REPTree  (which is also Decision Tree). 

 

Decision Tree summary: 
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SVM: 



 

SVM summary: 

 

 

 

 



Comparing the results: 

Naïve Bayes: 

Precision Recall Mare MMRE 

1.000 1.000 1.000 1.000 

0.900 0.947 0.923 0.876 

0.938 0.882 0.909 0.867 

0.942 0.941 0.941 0.909 

 

Decision tree: 

Precision Recall Mare MMRE 

1.000 1.000 1.000 1.000 

1.000 0.789 0.882 0.838 

0.810 1.000 0.895 0.845 

0.937 0.922 0.921 0.888 

 

NVM: 

Precision Recall Mare MMRE 

1.000 1.000 1.000 1.000 

0.959 0.940 0.949 0.925 

0.941 0.960 0.950 0.925 

0.967 0.967 0.967 0.950 
 

 


