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    Department of Computer Science (BS-SE)
             IQRA NATIONAL UNIVERSITY PESHAWAR

 
                               Final Examination (Spring- 2020)

                           Natural Language Processing
    
Semester: 5th
  Time: 6 Hours    9 AM-3 PM





                    Total Marks:  50
  Instructor: Aasma Khan     
  Name: Abid Hussain    
  I.D# 12929                                                                                                        Date: 22nd June, 2020
 
Note: Attempt all Questions. 

Question No. 1:                                                                                                                            (5)
Explain objectives of NLP? Write the name of 2 Applications of NLP with example? Write the name of 2 Challenges of NLP with example? 
ANS:

Following are the objectives of NLP:

1. Read 
2. Decipher
3. Understand and make sense of the human languages in a manner that is valuable  
Here are the applications of NLP:   
1. Machine Translation: We translate information from one language into another and we develop machine algorithms through Machine translation. The best-known application is probably Google Translate.
2. Speech Recognition: speech recognition software allows us to decode the human voice. This technology is used to replace other methods of input like typing or selecting text in any other way. Examples are Cortana, Google Assistant, Siri etc
Following are the challenges of NLP: 

1. Setting the context: One of the important and challenging tasks in NLP process is to train a machine to derive context from a discussion within a document. Following are Examples: 

 I enjoy working in a bank.
 I enjoy working near a river bank.
2. Tagging the parts of speech (POS): Those POS tags can be further processed to create meaningful single or compound vocabulary terms.
Examples:
Ice  NN(POS TAG)  
Question No. 2:                                                                                



                (5)
  

Specify the text strings using the below regular expressions:    


a. /a(bc)
· Given string: ab  abc  ac  acb a0b a2b a42c A87d
                              ANS:  ab   abc   ac   acb   a0b   a2b   a42c   A87d

b. /[abc]

· Given string: ab  abc  ac  acb a0b a2b a42c A87d

                              ANS: a b   a b c    a c   a c b   a0b   a2b   a42c   A87d

c. /abc+     

· Given string: ab  abc  abcc  babc   

                             ANS:  ab   abc   abcc    babc
d.  /abc*

· Given string: ab  abc  abcc  babc  

                              ANS: ab   abc   abcc    babc
e. /[^a-z A-Z 0-9]       
· Given string: a89  opx   cfff  $1!
                             ANS: a89   opx   cfff    $1!
Question No. 3:   









      (10)
a) Design an NFA over an alphabet ∑= {a, b} such that every string accepted must end with a string --ba. Identify its tuples and also convert it into DFA.   (05)                                                    
ANS:  [image: image3.jpg]


 
b) Design an NFA for the regular expression : a* b(a+b)*                                                  (05)
ANS:

[image: image2.jpg]



Question No. 4:                                          







      (15)

a) Explain Part of Speech Tagging (POS) and explain POS tag ambiguity with two examples.   (03)     
        ANS:    Process of assigning parts of speech.

· Heat           V

· Water        N 
· Large         ADJ

                     POS tag ambiguity: The problem of POS tag ambiguity is that in English most words are common and have multiple meanings that’s why multiple POS the work POS tagger is to resolve this ambiguity accurately. Example I bank on the bank2 on the river bank3 for transaction. Bank2 is verb and other banks are nouns                                       
b) State difference between open vs. closed classes in POS tagging.  (02)
        ANS:  In open classes like Noun, Verbs and Adjective acquire new members constantly and in closed classes like pronouns and conjunctions acquire the new members infrequently.

c) Apply Viterbi Algorithm on the below given bigram and lexical probabilities;      (10)

	Lexical Probabilities

	
	O1=time 
	O2=flies
	O3=like
	O4=an
	O5=arrow

	Noun
	1\5
	1\5
	0
	0
	1\5

	Verb
	1\5
	2\5
	1\5
	0
	0

	Other
	0
	0
	1\5
	2\5
	0


ANS: 

	Lexical Probabilities

	
	O1=time 
	O2=flies
	O3=like
	O4=an
	O5=arrow

	Noun
	1\5
	1\5
	0
	0
	1\5

	Verb
	1\5
	2\5
	1\5
	0
	0

	Other
	0
	0
	1\5
	2\5
	0


ANS:

    hi                  P1(h1)             P2(h2)            P3(h3)               P4(h4)           P5(h5)    

	
	
	
	
	
	

	Noun
	1/3 . 1/5
	¼.1/5.1/3.1/5
	0=0
	0
	1/5.1/3.1/75

	Verb
	0
	¼.2/5.1/3.1/5
	¼.1/5.1/3.1/5
	0
	0

	Other
	0
	0
	1/5.1/3
	(1/150.1/75)
	0


Question No. 5:          








 (15)

a) Apply Bayesian theorem over the below given string:

^John got many NLP books. ^He found them all very interesting.

Where for lexical probabilities assume John=0.5, got=0.3, many=0.2, NLP=0.1 and books=0.
ANS: ^John got many NLP books. ^He found them all very interesting.

Where for lexical probabilities assume John=0.5, got=0.3, many=0.2, NLP=0.1 and books=0.

Ans:

P(T)=PWIT)=tt(ti/ti-1)-P(wi)tiP1(ti/ti-1)=P(Wi/ti)

Le corpus :^ John got many NLP books found all very interesting

POS tagged

^N V N N.^N V N A R A

Recording numbers




^               N                        V                      A                         R                      .

	^
	0
	2
	0
	0
	0
	0

	N
	0
	1
	2
	1
	0
	1

	V
	0
	1
	0
	1
	0
	0

	A
	0
	1
	0
	0
	1
	1

	R
	0
	0
	0
	1
	0
	0

	.
	1
	0
	0
	0
	0
	0


Bigram Probabilties






P(N/V)=# (^=N)/#^

  
                     ^                 N                        V                      A                         R                      .

	^
	0
	1
	0
	0
	0
	0

	N
	0
	1/5
	2/5
	1/5
	0
	1/5

	V
	0
	1/2
	0
	1/5
	0
	0

	A
	0
	1/3
	0
	0
	1/3
	1/3

	R
	0
	0
	0
	1
	0
	0

	.
	1
	0
	0
	0
	0
	0


Lexical probability

                      John


Got

  Many


 NLP
              books

	^
	0.5
	0.3
	0.2
	0.1
	0

	N
	0.5
	0.3
	0.2
	-
	-

	V
	0.5
	0.3
	0.2
	-
	-

	A
	0.5
	-
	-
	-
	-

	R
	0.5
	-
	-
	-
	-

	.
	
	
	
	
	


P(John/^) = P(Wi=John/ti=^)

=# (John,^)/ #^

# (m y,^)/#^                                              =  0.5x2/2 = 0.5

=0.2x2/2                                                      = # (got ,^)/ # ^

=0.2                                                               = 0.3x2/2 =0.3

=(NLP,^)/^

=0.1x2/2                                                     = <John,N)/N

=0.1                                                              =0.5x5/5=0

    # (book,^)/^          

=0x2=0.

     b)  Find the CFG of the string “abaabaa” using the production rules
S(a, S(aAS, A(bS

ANS: 

 (Rule:1)     S     a   

 (Rule:2)  S     aAS 

 (Rule:3)  A     bS    

Compute the string w = “abaabaa” with the left most derivation.

     S        aAS            (Rule:2)

    abS                       (Rule:3)

    abaAS                  (Rule:1)

    abaabSS                  (Rule:2)

    abaabaS                  (Rule:3)

    abaabaa                  (Rule:3)      

Good Luck (
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