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Dedicated in loving memory of Irwin L. Goldstein, a luminary of our field who 
dedicated his life to education and taught so many so much. Most importantly he 
taught me what it meant to be a loving father. To paraphrase the dedication he 
wrote to our family in his own book so many years ago: you knew what support 

was and specialized in love. Thanks Dad.
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Foreword

As I write this, the Journal of Applied Psychology, the flagship for the field of industrial and 
organizational psychology, is completing its 100th year of publication. In the first empirical 
article in the first issue of the journal of 1917, Lewis Terman and colleagues presented 
a  study they labelled ‘perhaps the first of its kind to be made in this, or any, country.’ 
It  involved administering a set of psychological tests to a group of job candidates and 
analysing whether their test scores were related to occupational attainment. Here we see 
the introduction of the scientific method to personnel selection. Hiring has a long history 
of being done subjectively, based on hunches and intuition, but Terman suggested 
e mpirically testing theories which attributes predict future job success.

For the last century the systematic evaluation of selection and other employment 
p ractices has become a central activity of the field of industrial and organizational 
p sychology. Viewed through a modern lens, Terman’s work now seems quaint and naïve. 
His sample included only 30 individuals; but since then we have learned much about the 
need for much larger samples in order to produce credible results. He studied a narrow 
range of tests; we have since broadened our focus to include a wide range of individual 
attributes relevant to work behaviour. He examined a single outcome variable, namely, 
salary; we have broadened our focus to encompass a wide range of work outcomes, includ-
ing task performance, organizational citizenship, counterproductive work behaviour and 
attrition, to name just a few. Nevertheless, the animating sprit of scientific inquiry behind 
Terman’s effort drives the field to this day.

I have spent the last 40 years or so immersed studying these issues. Along with a large 
number of scientist‐practitioners we have built a large base of theoretical and empirical 
work addressing what attracts people to organizations, the attributes that contribute to 
individuals’ effectiveness in a given organization, and what causes some to stay with the 
organization and others to leave. Often these are compartmentalized as different fields of 
study and we see free‐standing works on recruitment, selection and attrition. This hand-
book is animated by the interrelationship among these domains, as laid out in Benjamin 
Schneider’s seminal Attraction‐Selection‐Attribution framework, and thus is an integrative 
approach.
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I had the privilege of receiving advance copies of all of the chapters. I am impressed with 
the breadth of coverage, the inclusion of cutting‐edge topics and the thoughtful selection 
of contributors to represent a truly global perspective on the field. I trust you will find it 
as useful as I have.

Paul Sackett
University of Minnesota



Series Preface

Welcome to this seventh book in the Wiley Blackwell Industrial and Organizational 
Psychology series. This title focuses on recruitment, selection and retention, and builds on 
the previous six titles in the series on leadership and change, coaching and mentoring, 
training and development, health and safety, positive psychology and teams and collabora-
tive processes

Attracting the best talent, selecting those who will fit the culture and retaining the 
best performers are challenges every business faces, whether it’s a global, billion‐dollar 
m anufacturer or a local shop in the mall. In a competitive world, the best organizations, 
who aim to compete on quality, service or design, need to secure the very best in their 
industry. This volume examines the latest research on employee recruitment, selection and 
retention and provides an insight into this continuing developing area of psychological 
practice for researchers and science practitioners.

This volume is, however, just one of eight books in this series totalling over 2 million 
words on industrial and organizational psychology. We believe this series differs in four 
ways from other titles in the field:

First, the focus is aimed at the academic researcher and student, as opposed to the 
practitioner, although scholar practitioners may also find this an interesting read. The aim 
of this book is to offer comprehensive coverage of the main topics of inquiry within the 
domain, and in each of these to offer a comprehensive, critical literature review of the main 
topic areas. Each chapter is an attempt to gather together the key papers, book c hapters 
and ideas, and to present these as a starting point for research in the key topics of I‐O psy-
chology. Therefore, the book aims to operate as a focused, 10,000 word starting point for 
any in‐depth inquiry into the field.

Second, while many books take a UK/European or a US/North American approach 
with contributors drawn predominantly from one continent or the other, in this series we 
have made strenuous efforts to create an international approach. For each title in the series 
we have drawn contributors from across the globe and encouraged them to take an inter-
national, as opposed to national or regional, focus. Such an approach creates challenges in 
terms of language and spelling, but also in the way ideas and concepts are applied in each 
country or region. We have encouraged our contributors to highlight such differences and 
we encourage you as the reader to reflect on these to better understand how and why these 
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differences have emerged and what implications there are for your research and our deeper 
understanding of the psychological constructs that underpin these ideas.

Third, the chapters avoid a single perspective based on the ideas of a single contributor. 
Instead, we have invited leading writers in the field to critically review the literature in their 
areas of expertise. The chapters thus offer a unique insight into the literature in each of 
these areas, with leading scholars sharing their interpretation of the literature in their area.

Finally, as series editor I have invited contributors and editors to donate their royalties to 
a charity. Given the international feel for the title we selected an international c harity – The 
Railway Children – which supports run‐away and abandoned children across the world. 
This means up to 10% of the cover price has been donated to charity. In this way we col-
lectively are making a small contribution to making the world a slightly better place.

With any publication of this kind there are errors, and as editors we apologies in advance 
for these.

Jonathan Passmore
Series Editor, I‐O Psychology



Railway Children

Railway Children supports children alone and at risk on the streets of India, East Africa 
and in the Unitd Kingdom. Children migrate to the streets for many reasons, but once 
there they experience physical and sexual abuse, exploitation, drugs and even death. 
We focus on early intervention, getting to the street kids before the street gets to them; 
where possible we reunite them with their families and communities.

In addressing the issue we work through our three‐step change agenda to

 • Meet the immediate needs of children on the streets – we work with local organizations 
to provide shelter, education or vocational training, counselling, and if possible, 
r eintegration in family life.

 • Shift perception in the local context – we work with local stakeholders to ensure that 
street children are not viewed as commodities to be abused and exploited, but as 
c hildren in need of care and protection.

 • Hold governments to account – if we are to see a long‐term, sustainable change for the 
children with whom we work, we must influence key decision makers, ensuring that 
provisions for safeguarding children are made within their policies and budgets.

In 2013 we reached over 27,000 children. Of these 14,690 were in India where we reunited 
2,820 with their families. In the UK we launched our research, ‘Off the Radar’ which 
revealed the experiences of over 100 of the most detached children. Many of these children 
received no intervention either before leaving home or once they were on the streets. We 
have made recommendations that include emergency refuge for under 16 s and a wrap‐
round of other services, such as Misper schemes, local helplines, o utreach and family liaison 
to allow children and young people to access interventions in a variety of ways.

To find out more about our work or to help us support more vulnerable children, please go 
to www.railwaychildren.org.uk or call 00 44 1270 757596.
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Introduction

The people make the place. With this simple, direct statement, Professor Benjamin Schneider 
opened his presidential address to the Society of Industrial and Organizational at the 
annual meeting in 1985. These words, which also served as the title of his landmark article 
published in Personnel Psychology, capture the very nature of organizations and the central 
role that people play in how they form, behave and perform (Schneider, 1987). In other 
words, an organization is a reflection of its people and the success of the organization 
depends on the quality of the talent employed by the organization.

At the time of his speech this was a dramatic shift in how organizations were conceptu-
alized. Typically, organizations focused on strategy, structure and process without much 
consideration for the people needed to execute the strategy, fill the structure and operate 
the process. However, a change was occurring in which organizations recognized the 
importance of people in the equation and that the human resources of an organization 
could be conceptualized as a critical, competitive advantage for an organization. By the 
1990s, organizations were placing greater emphasis on personnel, and even the l anguage 
was changing as people were referred to as human capital  –  with the term ‘capital’ 
s ignifying something of value to the organization.

In the late 1990s a landmark study conducted by McKinsey and Company entitled 
The War for Talent focused on personnel talent as the most important corporate resource 
for organizations (Michaels, Hadfield‐Jones & Axelrod, 2001). As noted by researchers 
Jermoe Rosow and John Hickey,

most other major components of competitiveness are universally available: natural resources 
can be bought, capital can be borrowed, and technology can be copied. Only the people in the 
workforce, with their skills and commitment, and how they are organized, are left to make the 
difference between economic success and failure. (1994: 1)
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As organizations now place a premium on human capital, a critical question centres on 
how people become part of an organization. That is, what causes an organization to have 
the personnel talent that it has? Schneider’s Attraction‐Selection‐Attrition (ASA) theory 
pinpoints three primary forces that determine the people that make up an organization. 
His theory describes how three interrelated, dynamic processes determine the kinds of 
people in an organization and consequently defines the nature of the organization and 
how it behaves and performs. The first force – Attraction – notes that of the total range of 
possible organizations that exist, individuals only select certain organizations to which 
they apply for employment. That is, people find organizations differentially attractive, 
based on numerous factors; and their perceived congruence or fit with that organization 
determines whether or not they apply for employment. The second force – Selection – notes 
that an organization determines who they want to hire for employment, based on an 
assessment of the characteristics and capabilities of the people who apply. That is, organi-
zations select whom to employ based on a perceived fit between the makeup of the person 
and the needs of the organization. The third force – Attrition – notes that people will 
choose to leave an organization if they do not fit. That is, an organization will retain 
people who are congruent with its characteristics and makeup while people who do not 
mesh with the qualities of the organization will turn over. Thus, according to the model, 
the forces of attraction, selection and attrition greatly contribute to the people that makeup 
an organization.

These three forces serve as the fundamental pillars on which this book focuses, with 
each force aligning with a primary section of this work. The first section covering 
r ecruitment discusses how people are attracted to an organization; the next, on selection, 
examines how people are selected for employment by an organization; and the final 
s ection, on retention, explores how people are retained to work in an organization.

The goal of this handbook is to summarize the current psychological research and 
f indings pertaining to these central forces of recruitment, selection and retention so that 
we better understand the people that make the place the way it is and impact how the 
organization behaves and performs. The handbook takes an international perspective by 
examining research that has been conducted around the world in order to provide a glob-
al view of this literature. In addition, authors representing many parts of the world have 
been recruited to contribute to this volume in order to provide a more diverse perspective 
on this area of science. While the handbook has sections to reflect the three key areas of 
focus – recruitment, selection and retention – it is worth noting that some chapters span 
multiple areas given the interrelated nature of some topics. Thus, Chapter 4 on applicant 
reactions is in the recruitment section but reviews literature that is also pertinent to the 
selection section; while Chapter 6 on ethics is in the recruitment section but also discusses 
issues relevant to selection and retention. All the contributors focus on providing a review 
of the latest theoretical and empirical research in a given area while also discussing practical 
applications, as would be expected given the scientist‐practitioner model of this field of 
inquiry. We now provide an overview of the sections and summarize each chapter to give 
the reader an idea of what the handbook will cover.

Section 1: Recruitment

Section 1 focuses on the recruitment of people to work in an organization. Recruitment 
in general was an area characterized by a lighter level of scientific psychological research 
when compared to areas of inquiry like selection. However, as highlighted in the depth 
and breadth of the chapters in this handbook, the level of rigour when studying recruiting 
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has grown over time in concert with technological advances in communicating with and 
tracking potential hires as well as the shift from a local to a global recruiting model. All 
these changes have made the area of recruiting highly dynamic in terms of psychological 
research, something that is captured by the wide range of chapters on the topic presented 
in this handbook.

In Chapter 2, James A. Breaugh leads the recruitment section of the handbook exactly 
where all personnel processes should begin: the job analysis. While job analysis is often the 
starting point when discussing the design of selection systems, Breaugh points out the 
importance of job analysis for gathering the critical information required for developing a 
strong recruitment process. Instead of focusing on typical details regarding the job analy-
sis process, which have been covered in many volumes over the years, he pinpoints how to 
structure a job analysis to obtain the specific information needed for recruitment. Breaugh 
discusses how a typical job analysis will be deficient when it comes to gathering the 
information needed for recruiting and then specifies how to supplement the job analysis 
so it successfully yields the required information. He specifically guides the reader on how 
to conduct a job analysis that will answer critical questions of the recruitment process, such 
as whom to target and how to properly convey the recruitment message.

In Chapter 3, Jean M. Phillips and Stanley M. Gully discuss global recruiting, which 
aligns closely with the international perspective of this handbook. The authors focus on 
how talent management practices are evolving to meet the challenges of recruiting human 
capital for global organizations and how this area has shifted from a local to a global 
p erspective. They discuss how to transform the basic recruiting model to tackle the global 
nature of organizations. This includes how to identify individuals that fit the organiza-
tion’s global strategic priorities as well as how to recruit individuals who will be successful 
in various national contexts. The authors provide an in‐depth review of the literature 
c overing a wide range of topics, including issues impacting both the internal and external 
sourcing of talent in a global organization and the implications of using newer techniques, 
such as offshoring, to place individuals in jobs.

In Chapter 4, Donald M. Truxillo, Talya N. Bauer and Alexa M. Garcia focus on 
candidate reactions to hiring procedures and the implications of applicants’ opinions on 
the staffing process for the organization. As these authors note, the reactions of candidates 
to selection systems was initially largely neglected in the literature but as recognition 
emerged regarding the importance of this factor and as technological advances that foster 
communication between the applicant and the organization have emerged, this area of 
research has greatly expanded. The authors discuss core theoretical models of the impact 
that candidate reactions have on both the applicant and the organization. The authors also 
delve into the literature to explore research findings on important antecedents and out-
comes of job applicant reactions to characteristics of the staffing system.

In Chapter 5, Adrian Furnham and Kat Palaiou explore the heart of the attraction 
process by examining the forces that impact organization and job choice. The authors 
summarize both the organizational characteristics and the candidates’ individual differ-
ences that have been found to impact the attraction process. The authors draw from the 
traditional vocational job choice perspective to form a foundation for their review and then 
expand to newer concepts of employer branding in order to gain a fuller understanding of 
what attracts talent to a particular job as well as to a specific organization.

In Chapter  6, the final chapter of this section, Nuno Rebelo dos Santos and 
c olleagues examine the role of ethics in the hiring process. The authors cover a wide range 
of issues which demonstrate the fundamental role that ethics plays in recruiting and select-
ing individuals to work in an organization. The chapter examines topics such as the use 
of values and their accompanying ethical dimensions in the recruitment and selection of 
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candidates, the ethical and fair treatment of candidates applying for jobs and the ethical 
implications of using various types of techniques when recruiting individuals. The authors 
conclude by touching on the evolving complexity of these ethical issues as technology 
expands and changes the way we interact, the data we have access to and the differential 
access that various groups have to the technology.

Section 2: Selection

Section 2 focuses on selection, an area with a rich history of rigorous scientific research. 
People possess a wide array of characteristics and capabilities – often referred to as individual 
differences – which have a direct impact on their job performance in organizations. These 
individual differences include a large taxonomy of cognitive, interpersonal and physical 
competences. Organizations select the ‘right’ people to hire, place and promote by 
measuring these job‐relevant individual differences.

While this area of selection has a long history, it is still evolving in exciting ways as 
measurement, statistical and technological advances drive the field forward. We have seen 
the great progress and expansion in this area of research, which is reflected in the range 
and number of topics covered in this section of the handbook. The first six chapters focus 
on well‐established techniques used to assess people for selection and promotion. The 
techniques covered include standardized tests (intelligence, ability, personality, biodata 
and situational judgment tests [SJTs]), as well as more interactive, higher fidelity 
approaches, such as interviews and simulations. This is followed by two chapters that look 
at modern technological advances and their impact on selection, covering online testing 
and gamification approaches to assessment. Next, the section turns to new challenges in 
designing selection systems, such as their use for selecting individuals to regular as well as 
virtual teams. There is also a chapter on using selection to facilitate leadership development. 
The section ends by touching on diversity, a central topic in the study of selection, and 
includes chapters on gender findings, race, ethnicity, national culture findings and legal 
issues in general.

In Chapter 7, Jesús F. Salgado begins by focusing on the selection method with the 
l ongest research history: ability testing. The roots of ability testing can be found in the 
study of intelligence, which can be traced to the end of the nineteenth century. The author 
discusses the history of general and specific cognitive ability testing, covering topics that 
include construct definitions and structures as well as various models of intelligence. 
S algado goes on to discuss validity evidence in terms of the use of ability tests in predicting 
job performance and furthermore touches on important topics such as validity generaliza-
tion. The author examines this research by surveying a wide range of predicted outcomes, 
including task, non‐task and training performance. Salgado also discusses the implications 
for subgroup differences and applicant reactions to these types of measures.

In Chapter 8, David J. Hughes and Mark Batey focus on the other side of the coin 
from ability testing: personality assessment. While the origin of personality assessment 
can be found in clinical psychology and the study of dysfunction, this chapter concen-
trates on identifying job‐relevant facets of personality to use for predicting performance 
at work. Their chapter explores the validity evidence for personality assessments used in 
selection systems and examines research on the various structural models of personality 
and their efficacy for predicting in job settings. The authors delve into research on topics 
such as the incremental validity of personality assessments, whether broad or specific 
factors are more predictive and the challenges of response distortion when collecting 
p ersonality data. The authors conclude by summarizing how and when personality 
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assessments can best be used and also suggest further areas of study that can help us 
improve personality testing for selection systems.

In Chapter 9, Melinda Blackman tackles the interview which arguably has a longer 
history of use than either ability or personality testing, but not as long a history when it 
comes to scientific study. Employment interviews have long remained the most commonly 
used selection instrument, but have often been informal and less rigorously developed. 
Blackman reviews the evolution of interviewing over time and the scientific progress that 
has led to the development of different types of interview, procedural advances and 
f ormats of use. The author reviews the latest research on the wide range of options and 
approaches that can be used when interviewing so that a highly reliable and valid interview 
process can be put in place.

In Chapter 10, Adrian Furnham reviews a wide range of alternative selection instru-
ments and screens that have been used by organizations to assess job candidates. Furnham 
discusses the use of these instruments in assessing an array of key outcomes, including 
the candidate’s ability, motivation and preference for certain type of activities and roles. 
This chapter covers an assortment of approaches for collecting this information, including 
self‐report, observational and personal history methodologies. The chapter discusses the 
many techniques that fall under these categories, such as biodata, résumés, references and 
even graphology. Furnham delves into the research on these techniques and compares 
and contrasts the findings regarding the reliability and validity of these selection methods. 
The chapter examines the psychological issues that impact the validity of these approaches, 
such as self‐insight and distortion, as well as how to properly design these instruments to 
maximize their validity and utility in work settings.

In Chapter 11, Jan Corstjens, Filip Lievens and Stefan Krumm examine the litera-
ture on situational judgment tests (SJTs), a relatively new technique that focuses on 
providing scenarios for candidates to react to as a means of assessing their judgement and 
decision‐making capabilities. The authors start by presenting the traditional SJT approach, 
which focuses on decision making in context, then segue to a new perspective which 
focuses on removing context in order to capture a candidate’s generalized knowledge. The 
chapter closely examines key research on both perspectives, including findings on reliability, 
validity, subgroup differences and applicant reactions, and concludes by discussing future 
directions for research about these two perspectives.

In Chapter 12, Ryan S. O’Leary, Jacob W. Forsman and Joshua A. Isaacson con-
clude discussion of the main techniques for selection by focusing on the role of simulations 
in assessing talent. Simulations are assessments that measure candidates’ abilities by having 
them perform work‐relevant tasks. That is, by having candidates perform activities that 
resemble what they are required to do on the job, it is believed they can readily be assessed 
for their ability to succeed in that job. In the chapter, the authors present a taxonomy of 
the wide array of simulation types used in selection and go on to discuss key psychometric 
outcomes, including validity evidence and impact in terms of subgroup differences. The 
authors also tackle key underlying psychological issues, such as the influence of fidelity and 
the implications of construct validity when it comes to using simulations. They conclude 
by discussing a host of other important topics relating to simulations, including applicant 
reactions, cross‐cultural considerations and the role of simulations in recruiting and 
o rganizational branding.

Chapter  13, by Dave Bartram and Nancy Tippins, begins an examination of the 
direct impact of technology on selection systems by focusing on the implications of using 
online testing for selecting individuals for jobs. Much as was seen in performance 
management with the proliferation of processes like 360‐degree feedback as the technology 
permitted, we have seen a parallel growth in the development and implementation of 



8 Recruitment

online selection testing thanks to advances in technology. The authors focus on the globaliza-
tion of selection systems as enabled by online tools and the implications for validity. The 
chapter covers the research findings for online testing as well as critical associated issues, 
such as the security and cheating concerns that emerge when testing candidates online.

In Chapter 14, Michael Fetzer, Jennifer McNamara and Jennifer L. Geimer discuss 
the exciting advances in gaming and the use of these evolving, technologically‐based 
processes to scientifically make accurate selection decisions. The authors discuss the nature 
of gaming‐derived assessment instruments and why such approaches are expected to yield 
strong validity results. They present the current findings from this field of research and 
discuss future directions for study. The chapter also explores the challenges faced in utilizing 
gaming‐based selection devices. The authors go on to provide practical guidelines for 
successfully implementing these types of systems in work organizations.

The section next shifts to exploring how selection systems can be used to handle teams 
rather than individuals as the key level of analysis in work organizations. That is, with a 
shift in many organizations to team‐based processes and structures, the next two chapters 
consider the implications of this shift for putting in place successful selection systems.

In Chapter 15 Mengqiao Liu, Jason L. Huang and Marcus W. Dickson specifically 
focus on how to assess and select individuals to teams in a manner that leads to successful 
team performance. To explore this topic, the authors examine the nature of teams and the 
individual capabilities required for effective team work. From this foundation, the chapter 
goes on to identify various assessment tools that can measure these capabilities for selec-
tion purposes. The chapter concludes by highlighting key areas for future research on this 
evolving topic.

In Chapter 16, Geeta D’Souza, Matthew S. Prewett and Stephen M. Colarelli take 
a d ifferent perspective on teams by focusing on the growing phenomenon of virtual teams 
and how selection processes can be leveraged to facilitate their success. They note how the 
increase in the number of virtual teams as a product of globalization and rapid improve-
ment in communication technologies has raised the question of how to select individuals 
who will be successful in this novel setting. The chapter begins by defining virtual teams 
and exploring the nature of this context and how it differs from typical normal settings. 
After fully conceptualizing the context, the authors go on to extrapolate which individual 
capabilities are required to be successful in this setting and review a variety of selection 
tools that can be useful in measuring these target competencies. Their review includes 
discussing the strengths and limitations of these selection tools with regard to their validity 
when used to select for virtual teams.

In Chapter 17, Neta Moye, Rose Mueller‐Hanson and Claus Langfred examine a 
different use of assessment and selection systems. Based on the premium placed on having 
successful leaders to drive organizational success, the focus of this chapter is on using 
assessment to foster leadership development. The authors begin by discussing how the 
purpose of the assessment, which in this case is development, has implications for the 
design of the assessment process. They explore the unique challenges of the leadership 
development context and provide both research‐based and best practice lessons on how to 
implement effective leadership development systems based on assessment. In particular, 
the chapter comprehensively examines the key attributes of a leader that should be assessed 
for developmental purposes and the type of assessment instruments that can be used to 
measure these targeted competencies.

The final part of the selection section of the handbook focuses on diversity. With selec-
tion systems acting as an important gateway to success in work organizations, societal 
concerns regarding potential racial, ethnic and gender differences have greatly influenced 
work in the area of staffing.
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In Chapter 18, Jeannette N. Cleveland, Jaclyn Melendez and Lauren Wallace 
focus specifically on gender differences relating to selection processes. As they note, 
most research shows that men and women do not substantially differ in terms of their 
performance at work, however differences have been observed on selection systems 
that have led to differential outcomes based on gender. The chapter examines the 
h istorical entry of large numbers of women into the workforce since the 1960s and the 
impact this  has had on organizations when it comes to recruitment, selection and 
retention. The chapter closely examines a number of topics that have emerged from 
gender research, including the occupational segregation of jobs based on gender, 
l imiting beliefs and p erceptions held by both men and women that have impacted the 
success of women in the workplace, the uneven playing field for women found outside 
the workplace and the impact on women of the organizations’ narrow criteria for 
s uccess.

In Chapter 19, Charles A. Scherbaum and his colleagues explore the controversial 
finding of significant racial, ethnic and national culture differences on common selection 
tests and assessments. The contributors closely examine the body of research conducted in 
this area in order to understand the differences that have been found and, even more im-
portantly, what possible explanations there are to account for these differences. While 
many chapters have been written that examine this issue, Scherbaum and his colleagues 
take the novel approach of systematically integrating findings regarding cultural differ-
ences with the well‐known work done on racial and ethnic differences. In addition, they 
explore more recent explanations for these differences that challenge long‐standing posi-
tions advocated by researchers in this area in order to drive our thinking forward when 
designing valid and fair selection systems.

In Chapter 20, Kenneth P. Yusko and colleagues conclude this section by discussing 
legal issues and their role and impact on the design of selection systems. The authors 
focus on how to design valid employee selection systems that comply with current legal 
hiring requirements and standards. While laws and legal guidelines are constantly chang-
ing and vary greatly around the globe, this chapter is important for understanding 
the critical impact that legal issues have when designing a valid and fair selection systems. 
The chapter initially focuses on the United States and then shifts to examine legal issues 
in many other parts of the world in keeping with the broader global perspective of this 
handbook. The authors provide both a historical review of key legal developments and 
events that have impacted selection system design and an examination of the professional 
standards that provide a foundation for building psychometrically sound and legal 
s election systems.

Section 3: Retention

The final section focuses on retention. This topic has been raised the most in the study 
of turnover in work organizations. While this section has the fewest chapters, we hope by 
including a focus on it here that it will spur more thinking and scientific research on 
r etention, a topic that organizations constantly wrestle with as a practical problem that 
they strive to solve.

In Chapter 21, Angela R. Grotto, Patrick K. Hyland, Anthony W. Caputo and 
Carla Semedo focus on the general topic of employee turnover and strategies to drive 
retention. The authors examine the wealth of research conducted on the factors that 
impact retention and work to synthesize and integrate the various models and findings 
from this research in order to better understand the key levers that drive turnover in 
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organizations. The chapter is a comprehensive review of the literature and contributes to 
a unifying framework for this important area of research so that we can gain a better 
understanding of the psychology that underlies employees’ decisions to remain with or 
leave an o rganization.

In Chapter 22, Crystal Zhang and Jim Stewart turn to talent management systems 
in organizations and how they impact retention. The authors provide an overview of talent 
management systems and their role in promoting retention. They focus on discussing how 
organizations can attract and retain talent despite the strong demand for those who are 
highly skilled. To examine this issue in depth, the authors explore specific retention strat-
egies, including employer branding, organizational attractiveness and talent engagement, 
to determine their impact on talent retention. The authors conclude by describing future 
trends in talent management, such as people analytics and the implications of these changes 
for retention of employees.

In Chapter 23, Mark G. Ehrhart and Maribeth Kuenzi discuss the organizational 
c limate and culture and how these broad constructs impact employee retention. The 
authors explore the cues that employees derive from the culture and climate of their work 
organization and the impact these cues have on employee attitudes and behaviours that 
lead to turnover. The chapter begins by examining the nature of culture and climate and 
how these constructs on the one hand can make an organization more desirable and 
attractive to employees, while on the other hand can drive them to leave. The authors 
explore the types of cultures that drive turnover and also examine the notion of cultural 
fit between the employee and organization and the extent to which this leads to the 
desire to stay or leave. The authors also focus on the climate literature to describe find-
ings that pertain to turnover. Their review discusses the effects of general climate as well 
as the impact of a variety of specific, focused climates on turnover (e.g., climate for safety, 
justice, service, diversity).

Finally, in Chapter 24, Kristen M. Shockley, Christine R. Smith and Eric A. Knudsen 
complete the retention section by discussing the relationship between work–life balance 
and employee retention. As the authors note, many organizations have come to recognize 
the importance of attending to employees’ work–life balance and research has shown that 
it has become an even stronger imperative for younger generations of workers. This 
chapter examines research findings that link the work–life balance to retention‐related 
outcomes. The authors discuss the role of both formal and informal work–family support 
policies in impacting retention and also offer practical ideas for improving the work–life 
culture based on research findings from the literature.

Conclusion

In conclusion, if an organization is truly a reflection of its people as posited by Schneider 
(1987), this makes the case for the central role that psychology plays in understanding 
organizational behaviour. That is, the organization behaves and performs in the way it 
does in part because of the people that staff it and their psychological makeup. This per-
spective embodies the psychological link between the people of the organization and 
o rganizational behaviour. This handbook embraces this perspective and delves into three 
primary forces that determine who is in an organization: recruitment, selection and reten-
tion. The handbook focuses on exploring the wealth of rigorous psychological research on 
these forces in order to further synthesize and integrate our knowledge in the hope that 
this will both inform readers and spur future research in this important and fundamental 
area of inquiry in the field of business and organizational psychology.
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The Contribution of Job Analysis 
to Recruitment

James A. Breaugh

2

Introduction

It is generally accepted that an organization’s success depends on the quality of its work
force. Because the way an employer recruits influences the type of individuals that are 
hired, the importance of the recruitment process is widely recognized (Darnold & Rynes, 
2013). This chapter describes how an employer attempting to fill a job opening needs to 
have certain types of information concerning the position (e.g., skills needed, job rewards) 
in order to intelligently answer three important recruitment questions: ‘Whom should we 
target for recruitment?’ ‘What should we convey in a recruitment message?’ and ‘How can 
we design a recruitment website?’ In many cases, not all the information needed is readily 
available (e.g., obtained from an existing job description). Therefore, many organizations 
will need to supplement the information they do possess on a job with information gath
ered from a job analysis conducted for recruitment purposes. In order to understand how 
to conduct such a job analysis and why the results of a traditional job analysis are likely to 
be deficient for recruitment purposes, I begin this chapter by providing an overview of the 
topic of job analysis. Following this, I discuss the topic of job analysis from a recruitment 
perspective. Next, I address each of the three recruitment questions. The chapter concludes 
by noting several issues that merit future research.

The Job Analysis Process

Although researchers define the term ‘job analysis’ slightly differently, the definition 
provided by Brannick, Cadle and Levine (2012) captures common usage of the term: ‘job 
analysis refers to a broad array of activities designed to discover and document the essential 
nature of work’ (2012, p. 119). In other words, a job analysis is a process for under
standing a job (though some authors, such as Morgeson & Dierdorff, 2011, use the term 
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‘work analysis’ to reflect the fact that jobs today are often less rigidly defined than in the 
past). The two major outcomes of a job analysis are a job description and a list of job 
s pecifications. A job description is a statement of the tasks, duties and responsibilities that 
a position entails. It also may provide information about the work environment (e.g., an 
unheated warehouse). Unlike a job description, which focuses on work activities, job 
s pecifications involve worker attributes. Job specifications describe the knowledge, 
skills,  abilities and other characteristics (KSAOs) that an employee should possess to 
s uccessfully perform a job.

Space limitations here do not allow for in‐depth coverage of the topic of job analysis and 
readers interested in greater detail are referred to Brannick, Levine and Morgeson (2007) 
and Wilson, Bennett, Gibson and Alliger (2012). However, a cursory review of four key 
topics – uses of job analysis data, methods of data collection, sources of information and 
information accuracy  –  is necessary in order to understand how a certain type of job 
a nalysis can generate data that contribute to an effective employee recruitment process.

Employers conduct a job analysis for a variety of reasons. Three of the most common 
ones involve the human resource functions of employee selection, training and 
compensation. With regard to selecting employees, having information concerning the 
KSAOs that a recruit should possess is essential (Pearlman & Sanchez, 2010). In terms of 
training, information concerning tasks a job involves that an individual is not expected to 
have mastered prior to hiring is needed to develop a training programme to facilitate 
m astery of these tasks (Aguinas & Kraiger, 2009). Finally, information about KSAOs and 
working conditions derived from a job analysis can be useful for making compensation 
decisions, such as determining a starting salary (Gerhart & Rynes, 2003).

In terms of collecting job analysis information, Voskuijl (2005) discussed several 
methods. Among these are observation, an interview and a job analysis questionnaire. 
These methods can involve data gathering from various sources. In particular, job incum
bents, their supervisors and professional job analysts, such as a personnel from a consulting 
firm, have been relied on to provide information (Pearlman & Sanchez, 2010). As exam
ples of job analysis practice: 1) job incumbents may be interviewed about the tasks they are 
expected to do and how frequently they do them; 2) supervisors may complete a ques
tionnaire rating the importance of job duties; and 3) job analysts may observe employees 
as they work in order to assess the worker attributes required to do a job and the working 
conditions involved. An employer also may find useful information about a job (e.g., a 
generic job description) is available from an organization such as the Society for Human 
Resource Management or O*NET Online (Morgeson & Dierdorff, 2011). To develop a 
thorough understanding of a job, Voskuijl (2005) advocated the use of multiple job 
a nalysis methods, with data gathered from numerous sources.

The final issue that merits attention is the accuracy of the information gathered. 
Regardless of how it is to be used, accurate information about the tasks required, the 
necessary KSAOs and working conditions is imperative. Yet it is difficult to evaluate the 
accuracy of job analysis data because there is no ‘true score’ to use as a quality standard 
(Voskuijl, 2005). In place of a direct assessment of information accuracy, some researchers 
(e.g., Dierdorff & Wilson, 2003) have used a high level of rater reliability (e.g., are the 
ratings of the importance of job tasks given by supervisors quite similar?) as a proxy. Other 
researchers (e.g., Morgeson, Delanie‐Klinger, Mayfield, Ferrara & Campion, 2004) focus 
on biases (e.g., self–presentation, conformity) that may contaminate job analysis data and 
how to reduce them. Given the complexity of the topic, it must suffice to state that steps 
should be taken to ensure the quality of the information gathered. These steps could include: 
1)  conducting individual (rather than group) interviews to reduce conformity pressure; 
2) observing employees doing the job over a period of time to increase the likelihood of 
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capturing that job in full; 3) the use of several job experts to complete a job analysis ques
tionnaire to control for idiosyncratic views of a job; and 4) having supervisors or other job 
experts edit job incumbent data in order to reduce the risk of exaggeration.

The use of job analysis information for recruitment purposes has received scant attention. 
For example, in Yu and Cable’s The Oxford Handbook of Recruitment (2013), none of the 
28 chapters focuses on job analysis. In Brannick and colleagues’ (2007) book on job 
a nalysis, less than one page addresses the topic in the context of recruitment. This lack of 
attention is surprising given that the way a job analysis is conducted should be closely tied 
to how the information will be used (Sackett, Walmsley & Laczo, 2013).

As previously noted, the emphasis in most job analyses is on describing work activities 
(tasks) and worker attributes (skills). Information concerning both these variables is 
important for recruitment purposes. For example, presenting information during the 
recruitment process concerning work activities helps a potential applicant evaluate an 
advertised position (e.g., is it too physically demanding?). Providing information con
cerning KSAOs needed (e.g., fluency in speaking a foreign language) allows individuals to 
judge whether they are likely to receive a job offer.

Although information from a job analysis conducted for other purposes is useful for 
recruitment purposes, it is generally insufficient in terms of its breadth. For example, a 
typical job description provides little detail if any about the advantages of a particular 
job  with an employer (e.g., whether the employer pays for insurance). Yet presenting 
information on potential advantages and disadvantages of a particular position helps an 
individual make an informed decision about whether to apply for a position, whether to 
maintain interest in it during the selection process and whether to accept a job offer if 
one is made.

Although space does not permit a detailed discussion of job attributes that tend to be 
viewed favourably or unfavourably by job applicants (Harold, Uggerslev & Kraichy, 2013 
provide a good review of research from the applicant’s perspective), a brief treatment of 
the issue of job attribute desirability is important to establish a foundation from which to 
address key recruitment questions, such as what information to convey in a recruitment 
message. With regard to the potential benefits of working in a specific job for an employer, 
they can be intrinsic to the job itself (e.g., performing tasks that require a variety of skills) 
or derived from having the job (e.g., good compensation). Two aspects of a job that appli
cants commonly view as important (Breaugh, 2014) involve the supervisor an applicant 
will report to if hired (e.g., how does the supervisor treat employees?) and the co‐workers 
the new hire will work with (e.g., do they work cooperatively?). In addition to focusing on 
job‐related rewards in conducting a recruitment‐oriented job analysis, attention should be 
given to rewards that are linked to working for the employer. For example, researchers 
(e.g., Highhouse, Thornbury & Little, 2007) have found that an organization’s reputation 
(e.g., its ethical standards) and culture (e.g., egalitarianism) can influence individuals’ 
decisions about whether to apply for a job.

A recruitment‐oriented job analysis should not only focus on positive outcomes linked 
to a job. Potential negative outcomes should also be investigated. These can be intrinsic to 
the job (e.g., dealing with dissatisfied customers), tied to the job (e.g., having to wear 
formal business attire) or tied to the employer (e.g., the organization’s poor reputation). 
Although researching negative job‐related attributes may seem unwise, with the result that 
some employers tone down the undesirable features of a job, in so far as the attributes are 
real, new employees will soon become aware of them. The view taken in this chapter is that 
it is better for an employer to be aware of the pros and cons of a job so that informed 
decisions can be made. Ideally, such an awareness may result in undesirable attributes 
b eing rectified. When this is not possible, being aware of such information may allow an 
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organization to target individuals for recruitment who will be less adversely affected by 
these attributes. Alternatively, an employer may decide to be forthcoming concerning 
these attributes during the recruitment process so that applicants can withdraw (self‐select 
out) from job consideration.

A final factor that should receive attention in conducting a job analysis for recruit
ment purposes is the community (its political climate, ethnic diversity) in which a p erson 
who accepts a job offer will live. Research on recruitment (e.g., Turban, Campion & 
Eyring, 1995) has shown location can have a major impact on whether a job offer is 
accepted. A poor fit between important community‐related variables (e.g., a suitable 
religious community) and a new hire could result in voluntary turnover. Providing 
information on community‐related variables during the recruitment process is particu
larly important if an employer is recruiting individuals unfamiliar with the location in 
which they will work.

The goal of most job analyses is to gather descriptive information about a job, such as 
the weight of objects lifted, the type of equipment used. Although descriptive information 
may be sufficient for some purposes, such as when designing a selection system, descrip
tive information alone can be limiting in designing a recruitment strategy. For example, 
c onsider informing a recruit that a position requires ‘entering data on a computer eight 
hours a day’ or ‘working rotating shifts’. At a basic level, an applicant may understand 
the information provided. However, a ‘visceral’ understanding may be absent (Breaugh, 
2010). In other words, descriptive information alone does not provide a sense of how 
one is likely to react to the conditions described (e.g., intensive computer use can result 
in headaches; working a rotating shift can cause digestive problems). Yet visceral 
reactions can have important consequences (e.g., ill‐health). This being the case, an 
employer should consider gathering information on such reactions (Sanchez & Levine, 
2012), a ddressed in the context of a job analysis. Two further points should be noted. 
First, although a job analysis may provide information about how most job incumbents 
interviewed react to an objective job attribute such as standing all day, this does not 
mean a given individual will react in the same way. Second, visceral reactions can be 
positive as well as negative. For example, a hospice nurse I interviewed stressed how she 
could not have imagined the satisfaction she would experience from her job until she 
was working.

In terms of methods used to gather recruitment‐oriented job analysis information, the 
same ones discussed for other job analysis purposes should be effective. With regard to 
sources of recruitment information, job incumbents and supervisors can supply much of 
the needed information. Particular attention should be given to new employees’ reports 
(e.g., what was there about the job that surprised them?), especially those who resigned: 
why did they leave? To supplement information gathered from job incumbents and 
supervisors, an employer could reach out to individuals it was trying to recruit but who 
failed to submit a job application (e.g., a person who attended a job fair), who withdrew 
from the applicant pool after submitting an application or who declined a job offer, in 
order to understand why. Other potential sources of information include people who 
worked in the position who have been promoted who could comment on advancement 
opportunity and career paths – important issues for many recruits. The web may be u seful 
for gathering data on community variables, such as the presence of a particular religious 
congregation.

In this section, I have provided a general sense of the different content an employer may 
wish to generate from a recruitment‐oriented job analysis. Of necessity, my treatment of 
several issues has been brief. In the sections that follow, I expand on many of the issues 
raised.
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Whom to Target for Recruitment

The decision an employer makes concerning whom to target for recruitment (e.g., a 
c ompetitor’s employees, military veterans) is critical. Focusing on the wrong type of 
i ndividuals can result in job applicants who lack the KSAOs necessary to do the job or who 
are unlikely to accept a job offer. To understand the importance of the decision made 
concerning the type of individuals to target, consideration of common recruitment goals 
is helpful.

Although an organization can have numerous goals when recruiting (e.g., developing a 
diverse applicant pool), the primary focus of many employers is filling a job opening with 
a person who will perform effectively and remain in the position for a satisfactory length 
of time (Breaugh, 2013b). To fulfil these two objectives, an employer needs to bring a job 
opening to the attention of viable prospective candidates (those with the KSAOs needed) 
who are likely to be attracted to the position because they want what the employer is 
offering.

With regard to targeting individuals who are likely to be attracted to a position, Deven
dorf and Highhouse (2008) are informative. They examined whether individuals were 
more attracted to an organization where prospective co‐workers have personality charac
teristics similar to their own. Devendorf and Highhouse (2008) found support for a 
s imilarity–attraction relationship. In discussing their findings, they note that this relation
ship could be the result of individuals feeling more comfortable working with others who 
are similar to themselves and/or because they believe they are more likely to receive a job 
offer if an organization has previously hired individuals like them. In terms of position 
attractiveness, research supports the benefits of focusing recruitment efforts on individuals 
who will not need to relocate. Becker, Connolly and Slaughter (2010) found that appli
cants who did not have to relocate were more likely to accept a job offer. An employer also 
may be able to develop an applicant pool that is attracted to an opening by targeting 
persons who have fewer opportunities. In this regard, Barthold (2004) noted that persons 
with physical impairments frequently have fewer job options, as may individuals who are 
located in areas experiencing high rates of unemployment (Zimmerman, 2006). Rau and 
Adams (2013) reviewed research that shows that older workers are attracted to jobs that 
allow a flexible work schedule, including working part‐time. If an employer can offer such 
hours, seniors may be a good group to target.

In terms of targeted recruitment impacting the KSAOs applicants possess, little research 
is available to draw on. One relevant study (Rynes, Orlitsky & Bretz, 1997) investigated 
how firms decide whether to recruit new college graduates or more experienced individ
uals. They reported that new graduates were perceived as being more willing to learn, 
whereas more experienced individuals were seen as having greater technical skills and a 
stronger work ethic.

Although only tangentially related to targeting, research examining differences among 
employee referrals (i.e., persons made aware of a job opening by a current employee of the 
hiring organization) and persons recruited by other means merits consideration. Fernandez 
and Weinberg (1997) found that, compared to other groups of applicants, referrals were 
superior for computer skills, language skills, education and work experience (important 
KSAOs for the job studied). These differences appear to have resulted from employee 
referrals being pre‐screened by the employees who referred them. Yakubovich and Lup 
(2006) also found that employee referrals were superior in terms of KSAOs (i.e., scoring 
higher on objective selection measures) than individuals recruited from other sources. 
It is, therefore, not surprising that Castilla (2005) found employee referrals to be superior 
to that of new hires generated by other means. Taken as a whole, it appears that organizations 
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should encourage their workers to publicize job openings and give preference to individuals 
recruited via employee referrals when making hiring decisions.

It is common for recruits to lack a good understanding of what a job opening involves 
(Landis, Earnest & Allen, 2013). New hires also often lack such an understanding 
(Breaugh, 2010) in part because employers typically exaggerate the positives of an adver
tised position during the recruitment process, so that new hires often have inflated job 
expectations. This may result in job dissatisfaction and turnover. Research suggests that 
appropriate targeting of groups can result in hiring individuals who have a better under
standing of an advertised position. Williams, Labig and Stone (1993) found that nurses 
who had previously worked at a hospital reported having more knowledge about what 
working there involved than those lacking such experience (rehires also had a lower turn
over rate). Another group that should have a better understanding of what working for an 
employer entails are those with relatives working there. Ryan, Horvath and Kriska (2005) 
found that new employees who had a family member working for a local municipality 
reported greater person–organizational fit compared to new hires lacking a family connec
tion. It is likely that such fit resulted from individuals with a family connection having 
greater pre‐hire knowledge concerning a job opening and applying or accepting a job offer 
only if they perceived a good fit.

In terms of recruits possessing accurate job and organizational expectations, Breaugh, 
Macan and Grambow (2008) presented a theoretical rationale for why targeting former 
employees, former interns, those with family members working for an employer, persons 
who had worked in jobs similar to the job vacancy and individuals who had worked for 
organizations similar to the hiring organization is beneficial. The fundamental argument 
was that members of these groups should have more accurate and richer information 
about a particular job given their sources of information (e.g., direct work experience, 
a credible family source). Such information should, in turn, help applicants from these 
groups make better job choice decisions and not accept a job offer for a position that is 
not a good fit.

In addition, recruits sometimes lack insight concerning their talents and what they want 
in a job. Brooks, Cornelius, Greenfeld and Joseph (1995) suggested that having an 
internship gave students greater insight compared to students who did not. Breaugh and 
colleagues’ (2008) view also applies to self‐insight. For example, having previously worked 
for an organization should result in individuals having a good sense of whether the 
employer represents a good fit in terms of satisfying their wants and needs. Although less 
impactful, having worked for a similar organization or in a similar job (e.g., one that 
requires working a rotating shift schedule) should help an individual evaluate whether an 
advertised position will satisfy what the person is looking for in a position.

The experience of RightNow Technologies (Spors, 2007) provides a good example of 
effectively targeting individuals. This Bozeman, Montana‐based firm needed to fill a num
ber of openings including for a software engineer. As there was an insufficient supply of 
local talent, RightNow placed job advertisements in major cities in the western United 
States. Due to the lack of response, it concluded that many people did not view Bozeman 
as an attractive location. Reconsidering its recruitment strategy, RightNow decided to 
attempt to attract former Montana residents to return home. In order to reach such 
i ndividuals, it purchased a list of Montana State University alumni. This proved to be so 
effective that other employers in the area have started using lists of Montana State graduates 
to fill job openings.

The U.S. Army provides an example of a different type of targeting. Based on an 
a nalysis of its past recruitment efforts, the Army determined that it made sense to focus 
on  recruiting at high schools in which most of the students do not go on to college 
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(Breaugh, 2013b) as students from such schools were more likely to enlist or re‐enlist. 
These positive outcomes are thought to be because students from less affluent schools are 
more attracted to the enlistment bonus, have fewer options (i.e., relatively speaking, the 
Army is an attractive employer) and are more likely to understand what Army life is like as 
many know others, such as former classmates or siblings, who had previously enlisted.

In summary, the decision an organization makes about the type of individuals to target 
for recruitment is important because: it can affect the attractiveness of a position; a pplicants’ 
likelihood of possessing the KSAOs needed to successfully perform the job; the accuracy 
of their job expectations, including a visceral understanding of the likely effects of a job on 
them; and how much self‐insight they possess. However, it should be emphasized that 
these beneficial outcomes are only likely to occur if a recruitment‐oriented job analysis has 
resulted in an organization having accurate job‐related information on which to base its 
decision about whom to target (e.g., an organization knows that the job and organizational 
attributes it offers are attractive to the targeted individuals).

What to Convey in a Recruitment Message

Having decided on the type of individuals it wishes to recruit, an employer needs to design 
a recruitment message that is suitable for this audience. A recruitment message can be 
viewed from a micro‐ or macro‐perspective. A micro‐perspective considers each commu
nication with a prospective employee (e.g., a job advertisement, comments by a recruiter) 
as a separate message. A macro‐perspective views a recruitment message as the totality 
of the information exchanges an employer has with an applicant over the course of the 
recruitment process. In this section, I focus primarily on specific communications. 
However, in planning a recruitment campaign, an employer should consider whether the 
sum of these communications conveys its overall message.

Before discussing research on the recruitment message, four general points are noted in 
order to provide a context for the topic. First, it is assumed that an employer wants to 
p rovide accurate information. Failure to do so is unethical (Buckley, Fedor, Carraher, 
Frink & Marvin, 1997) and can result in undesirable outcomes (e.g., employee turnover). 
Second, the recruitment message should be tailored to the group targeted (e.g., providing 
information concerning the local community may be important for recruits from outside 
the area but unnecessary if only members of the local community are recruited). Albers 
(2003) addressed how to conduct an ‘audience analysis’. Third, an employer should be 
aware that the message it sends is not always the message received. As noted by political 
consultant Frank Luntz (Colbert Report, 16 August 2011), ‘It’s not what you say; it’s 
what they hear.’ In terms of increasing the connection between a ‘sent’ and a ‘received’ 
message, pilot testing can be important (e.g., do message recipients truly grasp the posi
tives and negatives of a position?). Fourth, it is not possible to present much of the theory 
that underlies the research discussed. Readers interested in a detailed treatment of relevant 
theory are referred to Breaugh (2013a).

With regard to the recruitment message, researchers have studied the effects of the 
amount of information communicated, its specificity, its realism and how it is framed. In 
terms of the amount of information, research has shown that providing more information 
results in: a job opening being viewed as more attractive (Allen, Maho & Otondo, 
2007); the message being perceived as more credible (Allen, Van Scotter & Otondo, 
2004); a greater probability of individuals applying for a job (Gatewood, Gowan & 
Lautenschlager, 1993); and a higher probability of a job offer being accepted (Barber & 
Roehling, 1993).
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It is not sufficient for a recruitment message to be lengthy; the information presented 
should be specific (Walker & Hinojosa, 2013). Communicating more detailed information 
has been shown to cause more attention being paid to the recruitment message (Barber & 
Roehling, 1993) and to generate a higher level of interest in a job opening (Garcia, Post
huma & Quiñones, 2010). Providing specific information about the KSAOs the employer 
is looking for can facilitate self‐selection by prospective recruits. Mason and Belt (1986) 
found that conveying specific information in a job advertisement about the personal 
attributes (e.g., education, experience) sought reduced the percentage of unqualified 
applicants. Stevens and Szmerekovsky (2010) also suggest that greater specificity in a 
recruitment message concerning the KSAOs desired – in this case, personality attributes – can 
facilitate self‐selection, resulting in a better quality applicant pool.

The realism of the information presented in a recruitment message has received con
siderable attention. Much of the research has focused on the use of a realistic job 
preview (RJP), which involves ‘the presentation by an organization of both favourable 
and u nfavourable job‐related information to job candidates’ (Phillips, 1998, p. 673). 
Providing realistic information about a job opening during the recruitment process 
can have several benefits (Earnest, Allen & Landis, 2011; Phillips, 1998). For example, 
RJPs have been shown to: reduce the inflated job expectations that many recruits 
have; allow applicants who do not perceive good person–job/organizational fit to 
withdraw; help new employees to cope with job demands because they were forewarned 
of job challenges; and result in RJP recipients perceiving the hiring organization as 
trustworthy.

A realistic recruitment message, however, can have a drawback. Bretz and Judge (1998) 
found that presenting accurate but negative information about a job can result in desirable 
candidates withdrawing from the recruitment process. In this regard, I would argue that 
such withdrawal is preferable to workers quitting shortly after being hired when they 
d iscover what the job is really like. Maio and Haddock (2007) show that presenting 
n egative information can make a message more credible. In a study dealing with ‘dirty 
work’ (e.g., sanitation workers), Ashforth, Kreiner, Clark and Fugate (2007) found that 
even jobs that are perceived as undesirable can be described accurately but in such a way 
as to make them appear less unattractive (individuals being recruited to fill unattractive 
jobs often have few better options and have lower expectations concerning position 
a ttractiveness).

New York City’s Administration for Children’s Services department provides an 
e xcellent example of an employer being realistic in a job announcement. Their ad read: 
‘Wanted: men and women willing to walk into strange buildings in dangerous neighbor
hoods, be screamed at by unhinged individuals – perhaps in a language you do not under
stand – and, on occasion, forcibly remove a child from the custody of a parent because the 
alternative could be tragic consequences’ (Santora, 2008, p. B3). The ad was the result of 
the problems that Children’s Services was having with employee turnover on the part of 
its new hires. In an attempt to reduce this, the department decided to convey how 
c hallenging the job of caseworker could be (steps also are being taken to improve the 
c aseworker job).

Some researchers have examined the effects of the way in which a recruitment message 
is framed. Highhouse, Beadle, Gallo and Miller (1998) investigated whether describing 
job openings as being few in number would affect ratings of job and organizational attrib
utes. They reported a number of scarcity effects. For example, their job opening scarcity 
manipulation resulted in pay being estimated as $1.70 higher than in the non‐scarcity 
condition. This suggests that individuals may infer certain information from the wording 
of an ad (e.g., if an employer has several openings, it must not pay well).
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A recruitment goal for some employers is generating a diverse pool of job applicants. It 
is not surprising then that considerable research has examined how a recruitment commu
nication may affect applicant diversity. Some of this research provides a good example of 
how the framing of a recruitment message does not necessarily involve the wording. 
Instead, pictorial representations can be important. Avery, Hernandez and Hebl (2004) 
discovered that including pictures of minorities increased how attracted Latinos and Blacks 
were to an employer, but did not affect how attracted non‐minorities were. In a related 
study, Avery (2003) demonstrated that pictures had a greater influence on minorities if 
some of the minorities in the photos were in supervisory positions. The results of these 
studies suggest that employers may have discouraged minorities from pursuing a job by 
failing to include photos of them or using pictures in which minorities were represented in 
lower‐level jobs. Although research is lacking, the same issue may apply to females and/or 
older individuals.

Gaucher, Friesen and Kay (2011) also have demonstrated the effects of the framing of a 
recruitment message. In their first study, they analysed actual job advertisements using an 
established list of masculine and feminine words. They found that masculine words more 
commonly appeared in ads for male‐dominated jobs (e.g., engineer), but feminine words 
were equally likely to appear in ads for male‐dominated and female‐dominated (e.g., 
nurse) jobs. Similar results were found for Gaucher and colleagues’ second study, which 
involved job postings at a university. In their third study, students read job ads that were 
constructed to be masculine‐ or feminine‐worded. For male‐dominated, female‐dominated 
and gender‐neutral jobs, male and female students perceived there were fewer women 
within the occupations advertised with more masculine wording. In their fourth study, 
Gaucher and colleagues examined whether masculine wording in an ad resulted in women 
having less interest in a job because such wording suggested they do not belong. Mascu
line wording resulted in both less interest and perceptions of not belonging in the job. 
Gaucher and colleagues’ final study replicated these results and extended them by showing 
that masculine wording in ads did not affect women’s perceptions of their having the skill 
needed to perform the job. Taken as a whole, the results of these studies suggest that 
g endered wording is commonly found in advertisements and can result in women believing 
they do not belong in a job, but not because they lack the necessary skill. These results also 
suggest that employers who do not mean to discourage female applicants may nevertheless 
be doing so because of the way their advertisement is worded.

A recruitment message includes more than just written words and photographs. Spoken 
words should be considered a recruitment message. In this regard, research has shown 
that individuals respond favourably to informative recruiters (Chapman, Uggerslev, Car
roll, Piasentin & Jones, 2005). Research (Boswell, Roehling, LePine & Moynihan, 2003; 
Rynes, Bretz & Gerhart, 1991) also has shown that poor communication on the part of a 
recruiter (e.g., not responding in a professional manner) can result in a job candidate 
withdrawing from the recruitment process.

In conclusion, three points should be stressed. First, it should be apparent that a recruit
ment‐oriented job analysis provides essential raw material for crafting a recruitment mes
sage. Without detailed knowledge of what a job involves  –  its tasks, KSAOs, working 
conditions, job rewards – and typical employee reactions to the job – their visceral reactions 
to such things as repetitive tasks, a lack of co‐worker interaction and/or long hours – an 
employer may present a ‘vanilla’ description of a job opening, one that results in a recruit 
accepting a job that is a poor fit. Second, when attempting to convey an accurate picture 
of an open position, three aspects – the supervisor, co‐workers and advancement oppor
tunity/career paths  –  should not be overlooked. With regard to the supervisor and 
co‐workers, presenting specific information is a challenge as these people will be tied to a 
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specific job opening. For this reason, the recruitment message concerning a supervisor 
or co‐workers needs to be tailored to a specific job opening. Personal interactions (e.g., a 
face‐to‐face conversation with a prospective co‐worker) may be necessary to convey 
information such as that concerning the supervisor’s management style. Recruitment 
interaction intended to convey such content is best saved for later in the recruitment 
process (Breaugh, 2012). A third point to highlight is the value of an organization evalu
ating its communication process (Carlson & Mecham, 2013). For example, an employer 
might follow up with new employees to investigate whether certain aspects of a job were 
not addressed or were addressed in a way that failed to characterize the true state of affairs. 
During such data gathering an organization could seek advice on how to better convey 
what a position involves and how new hires can be expected to react to various aspects of 
the position. Failure to conduct such an evaluation may result in an organization assuming 
it is doing a good job of communicating during the recruitment process when it is not.

How to Design a Recruitment Website

Having decided on the type of individuals to recruit and recruitment message to convey, 
an employer needs to decide how to bring a job opening to the attention of targeted 
individuals. There are several recruitment methods an employer can use (e.g., job fairs, 
college placement offices, professional job boards) to publicize a job vacancy. Research 
(e.g., SHRM Staffing Research, 2008) has shown the use of an employer’s website is 
among the most commonly used methods. This is not surprising as an organization’s website 
has the potential to generate a large number of job applicants at relatively low cost, especially 
for organizations that are well known and have a good reputation (Dineen & Soltis, 2011). 
In this section, I focus on the use of an employer’s website; readers interested in a broader 
discussion of recruitment methods are referred to Yu and Cable (2013).

Although a relatively new means of recruiting employees, considerable research on the 
use of websites has been conducted in the last decade. This research has involved the 
a nalysis of both actual company websites and the creation of simulated websites in which 
various site characteristics were manipulated. Cober, Brown and Levy’s (2004) study is 
representative of the first type of study. They focused on the aesthetic features of a website 
(e.g., effective use of colour, fonts used), how easily a website was to navigate and the 
positivity of the information conveyed. All three factors were found to be important to 
potential recruits. Braddy, Meade and Kroustalis (2006) also documented the importance 
of corporate website design. They found that presenting information about awards the 
employer has won had a positive influence on impressions of the organization. This is 
probably due to awards being seen as reflecting the judgement of an impartial third party, 
which adds credibility to the information presented.

Because some research (e.g., Cable & Yu, 2006) has found that employer websites are 
viewed as deficient in terms of providing useful and credible information, researchers have 
explored ways to increase website effectiveness. Walker, Feild, Giles, Armenakis and 
B ernerth (2009) used a simulation study involving students to manipulate two aspects of 
a website: the absence/presence of employee testimonials and the richness of the media 
used to present a testimonial (picture with text vs. video with audio). They reported that 
the inclusion of employee testimonials increased the amount of time a student spent on a 
website, information credibility and employer attractiveness. Using a richer medium 
r esulted in increased information credibility and employer attractiveness. Braddy, Meade, 
Michael and Fleenor (2009) also investigated ways to improve the effectiveness of a 
w ebsite for recruiting. In their study, four website attributes were manipulated – awards 
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received, employee testimonials, pictures of employees and organizational policies – and 
their effect on perceptions of organizational culture examined. Braddy and colleagues 
concluded that all four attributes had an effect on how culture was viewed.

The use of an employer’s website for recruiting can have several advantages (Breaugh, 
2013b). Among these are: an employer can convey unlimited information on a wide range 
of job‐related topics; if employee testimonials are provided and awards an employer has 
won are publicized, the information conveyed may have greater credibility than that con
veyed by other commonly used methods; a website allows a site browser to control what 
information is assessed and how much time is spent reviewing it. Such control enables 
individuals to access the information that is of greatest importance to them; it is possible 
to utilize multiple media; and in many cases the cost of developing and maintaining a 
website is modest when compared to visiting college campuses or hiring a search firm. 
However, the use of a website is not without drawbacks, two of which are seemingly 
c ontradictory: generating too few or too many applicants. Too few applicants may be the 
result of an employer not being well known by the individuals targeted for recruitment. 
It also can occur if the individuals targeted for recruitment are not actively looking for a 
new job. In cases such as these, an employer may need to use other recruitment methods 
(e.g., employee referrals, radio advertisements) to attract the attention of the targeted 
individuals and bring them to its website. In contrast, for many employers (e.g., those with 
stellar reputations), a drawback of using its website to recruit is being inundated with 
applications, many from people who lack the attributes the employer desires.

As a possible means for dealing with the receipt of a large number of applications, 
Dineen, Ash and Noe (2002) and Dineen, Ling, Ash and Del Vecchio (2007) investigated 
the benefits of providing job applicants with information concerning person–organization 
fit (i.e., a score that reflected the degree of similarity between what an organization was 
like and what the person wanted in an employer was provided). The results of these 
studies demonstrated the benefits of providing fit information. For example, individuals 
receiving information that person–organization fit was high spent more time viewing the 
website, were better able to recall the information reviewed and were more attracted to 
the organization.

The majority of studies of websites have used students. Therefore, the results of two 
recent studies that did not use students merit attention. Selden and Orenstein (2011) 
studied the websites used by state government agencies for recruiting. Their findings are 
consistent with many of the results of the studies conducted with students. For example, 
they found that websites that were easy to navigate generated more applicants. They also 
reported that sites with higher‐quality content (e.g., more detailed job information) 
r eceived fewer applications, which they interpreted to mean that providing detailed 
content allowed individuals to screen themselves out if they did not perceive a good fit 
with the job and/or the employer. Van Hoye and Lievens (2009), in a study involving 
individuals visiting the website of the Belgium military, reported that receiving negative 
information had little effect on job attractiveness. This parallels the finding of studies 
c onducted with students.

Most of the research on websites has focused on the main effect of variables such as the 
impact of including employee testimonials. However, a few researchers have investigated 
the possibility of interaction effects between website characteristics and site visitor attrib
utes. In this regard, three studies conducted by Walker and colleagues are noteworthy. 
Walker, Feild, Giles and Bernerth (2008) examined whether website effects were contin
gent on a person’s work and job‐hunting experience. They manipulated website content 
(e.g., information being presented about the training provided) and characteristics (e.g., 
physical attractiveness of the individuals portrayed). They found that in rating organizational 
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attractiveness less experienced individuals were more affected by peripheral website 
attributes, while more experienced individuals were affected by site content. Walker, 
Feild, Giles, Bernerth and Short (2011) were interested in whether the effects of website 
characteristics depended on a person’s familiarity with an organization. They examined 
whether the technological sophistication of a website (e.g., including video testimonials 
from employees) had a greater impact on individuals who were less familiar with the 
organization. They found this to be the case and suggested that this may be due to those 
who are less familiar with an employer drawing inferences about unknown job and orga
nizational characteristics from website attributes. One aspect of Walker and colleagues’ 
(2009) study that was not discussed in reviewing this study earlier sheds light on the 
possible interactions between website attributes and site visitor characteristics. In this 
study, not only did these researchers examine the impact of including employee testimo
nials, they also manipulated the ratio of racial minorities to non‐minorities portrayed in 
the testimonials (one of four, two of four or three of four). They found different results 
for the minority and non‐minority participants in their study. As the proportion of minor
ities portrayed increased, minority student perceptions of information credibility and 
organizational attractiveness also increased, but non‐minority student perceptions of 
both variables decreased.

Future Research

In this section, I highlight four themes that merit future research attention. Two of 
these – factors underlying why recruitment targeting should matter, and the use of third‐
party information as a way to increase the credibility of an employer’s recruitment 
m essage – are directly relevant to the three recruitment questions addressed in this chapter. 
The other two themes  –  the need for more nuanced research, and for theory‐driven 
research  –  transcend most recruitment topics. Readers interested in exploring a wider 
range of issues that experts in the field have suggested deserve future investigation (e.g., 
the use of social media, recruiting in different cultural contexts) are referred to Yu and 
Cable’s (2013) edited handbook.

Although targeting particular groups for recruitment (e.g., family members of current 
employees, individuals who have already worked in similar jobs) may be advantageous for 
an employer, as previously noted there is little research to draw on. In the future, it is 
important for researchers to investigate whether particular types of individuals make better 
employees in terms of superior performance and less turnover and whether this is due 
to greater self‐insight, more realistic job expectations, better skills or their being more 
receptive to job offers.

For an employer’s recruitment campaign to be effective, its recruitment message in a 
macro‐sense must be seen as credible by those targeted for recruitment. In this regard, a 
quick scan of a few corporate websites shows that many employers tend to emphasize the 
positives of working for their company with little attention given to the negatives. 
Providing a somewhat glossy view of a job can result in its overall recruitment message 
being viewed as lacking credibility. Although the use of employee testimonials and publi
cizing awards an employer has received can increase message credibility, third‐party 
information can be a powerful source for buttressing the credibility of an organization’s 
communications. One type of third‐party source is a website (e.g., Vault.com, Glassdoor.
com) that is not affiliated to the organization. Another third‐party source is word‐of‐
mouth information (information about an employer that is independent of its recruitment 
efforts). Word‐of‐mouth information can derive from friends, alumni of one’s college 
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or neighbours who work for the employer. Research on the use of third‐party sources 
(e.g., Jaidi, Van Hooft & Arends, 2011; Van Hoye & Lievens, 2009) suggests the 
information they provide has a high level of credibility. Future research on how an 
employer might make use of such third‐party sources is recommended.

Regardless of the recruitment issue being investigated, I would echo the theme of other 
writers (e.g., Dineen & Soltis, 2011). Future research needs to be more nuanced. In this 
regard, I have noted how researchers have only recently begun to look at how the effects 
of recruitment variables (e.g., the nature of the message communicated) may depend on 
certain characteristics (e.g., knowledge of the organization) of the individual considering 
a job opening. Although studies investigating interactions of recruitment variables and 
individual difference variables are needed, research involving interactions of different 
recruitment variables is also called for. For example, in an earlier paper (Breaugh, 2012), 
I suggested that the effects of providing a realistic job preview may be minimal if a person 
was referred by a current employee of the hiring firm. A study by Bäker (2015) is an 
example of the type of research suggested. Bäker examined the effects of stressing the need 
for teamwork skills as a KSAO in a job advertisement. Bäker found that including team
work skills had the intended effect of increasing the probability of potential employees 
with such skills applying for a position. However, she also found that emphasizing the 
need for teamwork skills had the unintended effect of potential employees with higher 
task‐related skills being less likely to apply for a position. Clearly, such results need to be 
replicated. However, they suggest that, by highlighting the need for certain KSAOs, an 
employer may reduce the likelihood that it will receive applications from individuals who 
possess other valuable skills (this may occur when the possession of one skill is inversely 
related to the possession of another skill).

As Rynes, Reeves and Darnold (2013) discuss, much of the research conducted on 
recruitment‐related topics has been somewhat atheoretical. This is disappointing given 
theorizing from a variety of fields, especially social psychology, has great relevance for 
what goes on during the recruitment process. Dunning (2007) reviewed research sug
gesting that individuals often have an inflated opinion of their abilities and why this is 
likely to occur. As accurate self‐insight is fundamental to an individual being able to 
make an intelligent self‐selection decision after receiving realistic information from an 
employer, the theoretical ideas offered by social psychology for why self‐awareness may 
be lacking could be incorporated into future recruitment research. As another example 
of the potential value of incorporating ideas drawn from psychological theory into 
research on recruitment issues, consider attitude change (for a detailed discussion of this 
issue, see Breaugh, 2013a). A number of organizations attempt to change attitudes held 
by prospective job candidates about the desirability of working for them during the 
recruitment process by highlighting awards they have received, for example. Although 
such a strategy may be beneficial, theory on attitude change suggests three rea
sons – selective exposure, confirmation bias and biased information processing – why it 
might make more sense for an organization to target for recruitment individuals who 
already have a positive attitude to the organization or who have yet to form an opinion. 
Simply stated, selective attention refers to the tendency to avoid attitude‐incongruent 
information (this has been shown to be more pronounced with more strongly held atti
tudes). Confirmation bias reflects the fact that individuals try to confirm pre‐existing 
beliefs by seeking attitude‐consistent information. In addition to the tendency to avoid 
attitude‐discrepant information and seek attitude‐supportive information, the way 
information is processed also contributes to attitude stability. More specifically, research 
has shown that individuals tend to process information in a biased way to overcome 
cognitive inconsistency.
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Conclusion

This chapter began by focusing on the critical role that a recruitment‐oriented job analysis 
can play in providing an employer with information needed for addressing three central 
recruitment questions: whom to target for recruitment; what to convey in a recruitment 
message; and how to design a recruitment website. Next, I reviewed research that has been 
conducted that is relevant to each of these issues. Following this, I highlighted some 
important points that merit attention from future researchers. Throughout the chapter, 
I  cited key references that interested readers could investigate (e.g., on the timing of 
recruitment actions) that were beyond the scope of this chapter so that they could delve 
more deeply into research that has been conducted relevant to the three questions 
addressed.

Readers should now have an appreciation of the multitude of factors that have to be 
considered before beginning the recruitment process. They also should understand that 
subtle factors (e.g., gendered wording of a job advertisement; the type of photographs 
presented) can have an unintended effect on prospective job candidates. To sum up the 
underlying theme of this chapter: done well, the recruitment process provides an employer 
with a pool of job applicants who possess knowledge, skills, abilities, interests, experience, 
values, motivation and self‐insight so that it can get maximum value from its selection 
s ystem. Done poorly, the recruitment process can create a pool of applicants who are 
r ejected by the organization’s selection system, who reject job offers that are extended, 
who perform poorly if hired and/or are likely to leave quickly if hired.
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Global Recruiting
Jean M. Phillips and Stanley M. Gully

3

Introduction

Global talent management strategies and activities, including recruiting, are influenced by 
a complex web of challenges resulting from the interaction of industry and organizational 
factors with institutional and cultural forces (Farndale, Paauwe, Morris, Stahl, Stiles, 
Trevor & Wright, 2010; Scullion & Collings, 2011). Emerging global talent management 
approaches have adopted more strategic, innovative and cooperative methods of finding, 
recruiting and developing talent (Beechler & Woodward, 2009). Because it influences the 
number and types of applicants ultimately available for hire, global recruiting is critical to 
global talent management and strategic human resource management (Gully, Phillips & 
Kim, 2014).

We define global recruiting as organizational activities that identify, attract, acquire or 
reassign sufficient numbers of successful employees, accounting for both the organization’s 
global strategic priorities and differences in how talent should be managed in different 
national contexts (adapted from Scullion & Collings, 2011). Research has shown that the 
level of international expansion, cultural distance, required capabilities and organizational 
interdependence can influence the use of global talent (Bonache, Brewster, Suutari & 
De Saá, 2010). Additionally, economic forces such as recession can influence global talent 
management strategies, including the attraction of talent (Beechler & Woodward, 2009; 
Garavan, 2012).

This chapter focuses on reviewing global recruiting research in three main areas. After 
providing background information on global recruitment, we first focus on organizations’ 
internal recruiting efforts and review the literature on expatriates, alternative international 
assignments and inpatriates. Second, we review research on external recruiting, including 
the recruitment of self‐initiated expatriates, host country nationals and skilled migrants 
who are willing to relocate globally. Research on sourcing or identifying high potential 
talent, desired characteristics to target and external recruiting strategies for attracting 
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internationally mobile talent, is considered. Third, we review the literature on recruiting 
talent by globally relocating the jobs to be filled to be closer to the targeted recruits, or 
offshoring. Offshoring has raised many practical as well as ethical issues which have 
r eceived both research and popular press attention. We conclude with a discussion of 
opportunities for future research.

Global Recruiting

More than 100,000 parent transnational corporations (TNCs) and nearly 900,000 foreign 
affiliates are estimated to exist around the world (UNCTAD, 2011). In 2013, these TNCs 
and affiliates globally accounted for more than $34.5 trillion in sales and $7.7 trillion in 
exports (UNCTAD, 2014a). Additionally, there were over 8,600 cross‐border mergers 
and acquisitions and nearly 14,000 greenfield projects resulting from foreign direct 
investment across a wide range of industries (UNCTAD, 2014b, 2014c). As a result, 
o rganizations are conducting an increasing proportion of their operations in a global 
c ontext, resulting in increased pressure to address global recruitment needs (Phillips, 
Gully, McCarthy, Castellano & Kim, 2014). Because the implementation of global strat
egies can be constrained by global talent shortages (Collings, Scullion & Dowling, 2009), 
TNCs must attend to global recruitment and selection practices to ensure a sufficient 
supply of quality talent is available (Tahvanainen, Welch & Worm, 2005).

Millar and Salt (2006) highlight a number of factors that have increased demand for 
new forms of international mobility, including the need for skilled expatriates to help build 
new international markets (Findlay, Li, Jowett & Skeldon, 1996) and temporary and 
short‐term access to specialized talent to assist the execution of overseas projects 
(M inbaeva  & Michailova, 2004; Hocking, Brown & Harzing, 2004). Dickmann and 
Doherty (2010) also note that organizations use international assignments to fill skills 
gaps, launch new initiatives, transfer technology or knowledge, establish managerial control, 
build culture and create expertise.

Manpower’s 2012 Talent Shortage Survey of 40,000 employers in 41 countries found 
that 34% of employers globally experience difficulties filling job openings (Manpower, 
2012). Demographic trends have created labour supply declines in some countries, a 
worldwide shortage of globally competent managerial talent and an increasing recognition 
that acquiring sufficient quantities of successful talent for key organizational roles now and 
in the future requires a global perspective and strategy (Farndale, Scullion & Sparrow, 
2010; Scullion & Collings, 2011; Scullion, Collings & Caligiuri, 2010). These challenges 
have increased interest in better understanding the global acquisition and management of 
talent (Björkman & Lervik, 2007; Boudreau & Ramstad, 2007; Taylor, 2005).

As summarized by Sparrow (2007), global recruiting includes a variety of fragmented 
groups, including permanent global managers (Suutari, 2003); contract expatriates 
(Baruch & Altman, 2002); assignees on short‐ or intermediate‐term foreign postings 
(Mayerhofer, Hartmann & Herbert, 2004; Morley & Heraty, 2004); international commuters 
(Economist, 2006; Shaffer, Kraimer, Chen & Bolino, 2012); employees on long‐term 
business trips (Mayerhofer, Hartmann, Michelitsch‐Riedl & Kollinger, 2004); interna
tional transferees who move from one subsidiary to another (Millar & Salt, 2006); global 
expatriate managers who return to their host country (Thite, Srinivasan, Harvey & Valk, 
2009); virtual international employees assigned to cross‐border project teams (Janssens & 
Brett, 2006); skilled individuals working in geographically remote centres of excellence 
serving global operations (Sparrow, 2005); self‐initiated movers who live in a third country 
but are willing to work for a multinational (Tharenou, 2013); host country nationals 
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wanting to work for global multinational organizations (Froese, Vo & Garrett, 2010); and 
immigrants attracted to a national labour market (Millar & Salt, 2006). Some of the attrib
utes that distinguish these different forms of global recruitment include global assignment 
stability and length, migration direction and the assignment’s initiator. Although length 
limitations prevent us from addressing the full range of global workers, we discuss those 
most used by multinational organizations and researched in the global recruiting literature. 
Nonetheless, it is important to note that recruitment research is scarce on a number of the 
aforementioned types of global assignments not covered in this chapter. Figure 3.1 illustrates 
the primary factors influencing global recruitment effectiveness.

Internal Recruiting

One of the primary means by which multinational organizations coordinate and control 
their foreign operations is through various types of international assignees (Collings & 
Scullion, 2008; Harzing, 2004). International assignments are important for individual 
career development (Cerdin & Brewster, 2014) as well as organizational development 
because internationally mobile employees play a key role in transferring knowledge to 
company locations around the world. Global managers face some unique challenges, 
including creating a global and shared mind‐set among team members, coordinating with 
others at a distance, adapting to rapid, cross‐cultural transitions and balancing work and 
life demands (Cappellen & Janssens, 2010). Despite considerable research on interna
tional assignments, which has provided much useful information on this topic however, 
we still have a very incomplete picture of how to identify and recruit people for these 
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important roles. By reviewing the global recruiting literature we hope to enable researchers 
to continue to work in this promising and important area.

We first turn our attention to the literature on internal recruiting, or the recruiting and 
reassigning of talent that the organization already employs to some form of globally‐based 
work. Research suggests managers’ willingness to accept traditional longer‐term assignments 
as well as short‐term and travelling assignments is influenced by individual characteristics, 
destination country characteristics, family concerns, rewards and career fit (Konopaske, 
Robie & Ivancevich, 2009).

Expatriates
Expatriates are employees supported by their organizations to move and work abroad 
(Doherty & Dickmann, 2013). The most common recruiting source of expatriates has 
historically been for a company to identify high‐performing and high‐potential employees 
from within their domestic or foreign operations to whom to give international assign
ments. When a company reassigns employees to locations in other countries these are 
called company‐initiated or assigned expatriates (Scullion & Collings, 2006). Research on 
company‐initiated expatriate recruitment has focused on assessing and developing high‐
potential employees’ ability to perform successfully in a global environment (Collings, 
Scullion & Morley, 2007). Collings and Mellahi (2009) appropriately note the talent 
required to operate successfully in other countries exists and should be recognized as an 
important resource at lower levels as well as at the upper echelons of the organization. 
To  date, however, research on company‐initiated expatriates has primarily focused on 
higher‐level positions.

Most work on expatriate assignments has focused on selection processes and outcomes 
rather than recruitment. However, research on expatriates shows that self‐selection works 
in terms of enhancing expatriate success (Caligiuri & Phillips, 2003; Caligiuri, Tarique & 
Jacobs, 2009). Accordingly, selection and recruitment processes for expatriates may be 
intertwined and thus may require stages. First, an organization must identify potentially 
effective expatriates. Second, the organization must recruit the identified high‐potential 
employees to consider the expatriate assignment. Third, the organization can present real
istic job previews to allow the self‐selection process to unfold (Caligiuri & Phillips, 2003; 
Phillips, 1998). Finally, the organization can assist in transition to the new location and 
assess expatriate assignment effectiveness, as well as enhance and assess repatriation adjust
ment outcomes (Cerdin & Brewster, 2014). Research has demonstrated that internation
al assignees who are more extroverted, emotionally stable, conscientious, agreeable, more 
receptive and flexible to learning about new cultures and interacting with host nationals 
are more likely to be successful (Caligiuri, Tarique & Jacobs, 2009). Recruitment efforts 
thus should focus on enhancing the presence of these and related competences or person
ality characteristics in the talent pool. However, other than self‐selection, there is limited 
research on how to attract such talent.

Research on calculating the return on investment (ROI) of expatriate assignments has 
identified a common difficulty; a failure to plan for the measurement of expatriate 
performance and its contribution to unit or organizational performance (Scullion & Collin
gs, 2006). Also, a lack of reliable data allowing for accurate ROI calculations has impeded 
assessment of expatriate recruiting effectiveness (Collings, 2014). The inability to calculate 
the ROI of such assignments extends to recruitment efforts as well. Research has also inves
tigated the systems organizations use to recruit assigned expatriates. Managers exhibit var
iability in their willingness to send employees on global assignments. Managers who are 
higher in the organizational hierarchy and managers who have had international or global 
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experiences are more likely to assign a global role to others (Benson, Pérez‐Nordtvedt & 
Datta, 2009). These findings suggest that managerial recruiting practice may vary based on 
such factors, but to our knowledge research has not explored the determinants of manage
rial recruitment practices.

Research on internal recruiting has also tried to identify the best internal sourcing or 
talent identification systems and processes. As McDonnell, Lamare, Gunnigle and Lavelle 
(2010) note, however, although some multinational employers have formal systems in 
place to strategically identify and develop their talent, an ad hoc or haphazard approach is 
much more common. McDonnell and colleagues (2010) found that less than half of all 
multinational enterprises (MNEs) had both global succession planning and formal 
management development programmes for their high‐potentials. It is likely that talent 
identification and recruitment processes vary across subsidiaries and by region for MNEs, 
but much work is needed to understand how and why this might happen, if it happens, 
and the potential impact on talent flow. This is clearly an area for future research to help 
inform HR practice as it provides the foundation for internal talent identification and 
recruitment for international assignments.

Alternative international assignments
Research on alternative (non‐expatriate) international assignments has found that ‘com
muter’, ‘short‐term’, ‘frequent flyer’ and ‘flexpatriate’ assignments have become increasingly 
common (Collings, Scullion & Morley, 2007; Mayerhofer, Hartmann, Michelitsch‐Riedl & 
Kollinger, 2004; Shaffer, Kraimer, Chen & Bolino, 2012). The use of international f requent 
flyers and short‐term assignments in the context of higher education has even been inves
tigated (McDonnell & Boyle, 2012). Although research in this area is still scarce, what has 
been done suggests that relative to domestic recruiting practices, global recruiting practices 
need to change to adjust to the differing dynamics of alternative international assignments 
(Meyskens, Von Glinow, Werther & Clarke, 2009). It should be noted that there are 
unique stressors associated with short‐term assignments such as managing work–family 
conflicts during frequent absences and adjusting to frequent changes in cultural context 
(Shaffer, Kraimer, Chen & Bolino, 2012). Determining the nature of the most frequently 
encountered stressors, as well as identifying individual characteristics that enable coping 
with such stressors, would enable organizations to recruit more effectively for such posi
tions. Research suggests that organizations overestimate the role of financial motives and 
underestimate the importance of career, work–life balance and development considerations 
in the acceptance of international assignments (Dickmann, Doherty, Mills & Brewster, 
2008). These factors should influence both the practice and outcomes of any global 
recruitment effort targeted at alternative international assignments.

Inpatriates
As noted by Collings, McDonnell, Gunnigle and Lavelle (2010), although research on 
expatriates is fairly substantial, much less is known about the flow of subsidiary employees 
to other subsidiaries as third country nationals and to corporate headquarters as inpatri
ates. Collings and colleagues (2010) built on insights from the resource‐based view and 
neo‐institutional theory to develop and test a theoretical model to explain staffing flows 
from subsidiaries in Ireland to either the parent country or to third country operations. 
They found that almost half of all foreign MNEs use some form of outward staffing flows 
from their Irish operations and that headquarters, subsidiary, structural and HR systems 
factors emerge as strong predictors of such staffing flows. Collings and colleagues (2010) 
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also found that the impact of specific variables in explaining inter‐organization variation 
differs between the utilization of inpatriate and third country national assignments.

As noted by Kim (2013), inpatriates clearly form a heterogeneous group and differ from 
expatriates in their positions, strengths and roles. Reiche (2011) and Harvey, Novicevic, 
Buckley and Fung (2005) have discussed the factors that facilitate inpatriation as a means 
of knowledge transfer in multinational corporations. Scholars suggest that migration 
trends from subsidiaries to parent countries rather than from parent countries to subsidi
aries can convert brain drain into talent flow (Beechler & Woodward, 2009; Carr, I nkson & 
Thorn, 2005). Harvey, Reiche and Moeller (2011) discussed the importance of inpatri
ates’ trust‐building in global organizations to their success, suggesting that individual 
differences in the ability to build trust may predict inpatriates’ success. Reiche, Kraimer 
and Harzing (2011) also found that inpatriates’ trust ties with headquarters’ staff and their 
fit with the headquarters positively predict firm‐specific learning and their perceived 
p rospects, which is positively related to 2‐ and 4‐year retention. These findings indicate 
that inpatriation recruitment can be influenced by the purpose of the assignment, the degree 
of trust and both subsidiary and headquarter characteristics.

Importantly for recruiting, research has begun to address the paths through which 
employees evolve into global staff (Holt & Seki, 2012; McPhail, Fisher, Harvey & Moeller, 
2012). To the extent that we can understand the career paths of internationally mobile 
talent, multinational organizations can better identify ways to source and recruit potential 
global talent early in their careers. The barriers to the corporate advancement of employees 
located in subsidiaries and the barriers to the promotion of talent already employed by the 
MNE to be part of the top management team have also attracted some research attention 
(Mellahi & Collings, 2010; Vaiman, Scullion & Collings, 2012). Future research must 
address both attraction and barriers to recruiting in‐house talent for a variety of global 
roles and job assignments. Perceptions about post‐assignment adjustment and support are 
likely to be important for recruiting replacement talent for such assignments. This line of 
research is important to enhancing our understanding of the global talent supply chain 
and maximizing the efficiency of the recruitment and career development of future global 
workers.

External Recruiting

External recruiting addresses the identification and attraction of talent that does not 
currently work for the organization. Globalization and lower immigration and emigration 
barriers have increased the mobility of people across cultural and geographical boundaries 
(Beechler & Woodward, 2009; Tung & Lazarova, 2006) and changed the nature of global 
recruiting. The increasing mobility of talent also means that companies must compete 
internationally for the best recruits (Farndale, Scullion & Sparrow, 2010). We now turn 
our attention to the literature on the external recruiting of internationally mobile talent.

Self‐initiated expatriates
In addition to company‐assigned expatriates, self‐initiated expatriates (SIE) voluntarily 
move to another country to find work (Haslberger & Vaiman, 2013). As summarized by 
Doherty (2013), SIE research has included the work‐related experiences and characteris
tics of successful SIEs, comparative studies of assigned versus self‐initiated expatriation and 
SIEs as global talent flow. Research has found that cultural adjustment is related to 
expatriate performance (Bhaskar‐Shrinivas, Harrison, Shaffer & Luk, 2005) and that this 
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adjustment and cultural assimilation are a highly personal process resulting from the 
impact of cognitions and emotions on behavioural effectiveness (Haslberger, 2008). 
Again, these findings suggest that recruiting outcomes can be optimized by attending to 
individual characteristics and competences found to be related to greater cultural assimilation 
and adjustment.

As mentioned earlier, alternative forms of international work, including SIE, have been 
growing in popularity (Andresen, Bergdolt, Margenfeld & Dickmann, 2014; Demel & 
Mayrhofer, 2010; Tahvanainen, Welch & Worm, 2005). Multinational organizations have 
been moving away from assigning traditional parent‐country expatriates towards relying 
more on third‐country nationals instead (Tungli & Peiperl, 2009). Research on the repa
triation difficulties of returning expatriates suggests that inter‐organizational mobility 
tends to be high among expatriates due to timing issues and the changing nature of work 
situations (Banai & Harry, 2004; Cerdin & Brewster, 2014). This reduces barriers to their 
recruitment by other companies and potentially forms the basis for migration or immigra
tion by SIE. Indeed, SIE and traditional expatriates share many of the values for lifestyle, 
internationalism, challenge and autonomy, although significant differences are found 
(Cerdin & Le Pargneux, 2010). Recruitment efforts can take into consideration that 
SIEs often seek global opportunities for the purposes of personal and professional career 
development (Cerdin & Le Pargneux, 2010; Richardson & McKenna, 2003), although it 
should be noted that SIE from developing countries often face unique structural barriers 
to career development (Al Ariss & Özbilgin, 2010).

Tharenou (2013) concluded that SIEs are likely not a suitable alternative to company‐
assigned expatriates for roles requiring firm‐specific competences, including running the 
foreign operation and management development. Tharenou concluded that SIEs are most 
suited to roles requiring cross‐cultural and host location‐specific competences, including 
filling technical and lower and middle management positions requiring more generic, 
s pecialist competences. Additionally, research on SIEs has had a tendency to ignore highly 
skilled immigrants arriving from developing countries (as opposed to developed countries) 
even though such talent pools offer organizations alternatives in a global talent environ
ment (Al Ariss & Özbilgin, 2010). This suggests that global recruiting practices need to 
account for differences in the nature of the roles being filled, the migration direction from 
one country to another and the motivations of SIEs to pursue such opportunities.

Emerging markets remain one of the biggest global recruiting challenges. Rodriguez 
and Scurry (2014) called for more research exploring the characteristics of successful SIEs 
and how they navigate contextual constraints, such as localization policies in emerging 
markets, including the Middle East (Sidani & Al Ariss, 2014). Individuals’ willingness to 
be globally mobile, especially in emerging markets, and the organizational capability 
needed to manage this talent must be better understood (Farndale, Scullion & Sparrow, 
2010). The most effective recruiting methods, talent profiles and sourcing processes for 
high‐potential employees from developing countries are not yet well understood.

Host Country Nationals
The high cost of expatriates has led to many MNEs turning to host country nationals to 
meet international subsidiary staffing needs (Tarique, Schuler & Gong, 2006). In addition, 
multinational companies typically staff their subsidiaries below the highest management 
level with host country nationals (HCNs). These localization strategies also involve 
recruiting and developing HCN managers for future senior management positions from 
within their local subsidiaries. Finding, developing and retaining this high‐potential local 
talent is often challenging for multinationals, particularly where there is a scarcity of 
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managerial talent such as in emerging markets (Sparrow, Brewster & Harris, 2015). Paik 
and Ando (2011) found staffing in foreign affiliates with HCNs versus parent company 
nationals was dependent on the strategic orientation of the firm. Sidani and Al Arriss 
(2014) found that although localization policies (replacing foreign workers with local 
ones) altered the ratio of host to parent country nationals employed in MNEs, the effect 
was uneven and could alter perceptions about the quality of local talent that is hired. 
Additionally, the effect of strategic orientation and localization policies on the global 
recruitment process is understudied. Another area in need of further research is how 
recruitment takes place when expatriates return to a country to become an HCN. Thite, 
Srinivasan, Harvey and Valk (2009) found that expatriates returning home to manage 
host‐company operations were more willing to accept such assignments than expatriates 
from the parent company, but research has not yet built on this work to better understand 
these dynamics.

The recruitment of host‐country managers is also made more difficult by a weak or lack
ing employer image, a deficiency of local labour market and local education system 
knowledge, language and cultural problems at interviews, trying to transfer recruitment 
methods which work well in the home country to foreign countries and trying to recruit 
to a formal set of criteria when flexibility is required (Scullion, 1994; Scullion & Brewster, 
2001). Recruiting HCNs also requires awareness and understanding of how MNE origi
nation country images as well as images about the MNE itself influence employer brand 
perceptions among HCNs (Froese, Vo & Garrett, 2010).

We know little about the effectiveness of recruitment practices across cultures (Ma & 
Allen, 2009). Culture seminars targeting cognitive, affective and behavioural competence 
development (Waxin & Panaccio, 2005) and mentoring systems (Howe‐Walsh & Schyns, 
2010) have been found to improve SIEs’ cultural assimilation and adjustment and improve 
recruiting outcomes. Host country nationals have also been found to play an important 
role as socializing agents (Toh & DeNisi, 2007), suggesting that recruiting the right host 
country nationals to work with global talent can improve the effectiveness of international 
assignments. Unfortunately, little research has been done in this area.

Many international firms have neglected the training and development needs of their 
host country managers and focused virtually all of their management development efforts 
on their parent country national managers (Scullion, 1994). However, research suggests 
that a reputation for training and skill development can enhance recruitment, particularly 
in emerging markets (Holtbrügge, Friedmann & Puck, 2010). It is has also been sug
gested that when seeking to recruit high‐potential managers, international firms should 
emphasize their localization strategy and link their plans for localization to the career 
p rospects of local managers (Evans, Pucik & Barsoux, 2002).

In general, we do not know much about the determinants of effective recruitment of 
HCNs. It is likely that HCN recruitment and attraction to firms is influenced by character
istics of the local subsidiary, parent company, originating country of the parent company, as 
well as local culture, laws, regulations and talent market. Additionally, managers at different 
host company locations are likely to recruit differently as a function of local norms, cultures, 
laws, and so forth. Thus, there are likely to be important determinants of recruitment 
outcomes of HCNs, but most of these issues remain to be identified and studied.

Skilled migrants
The recruitment of skilled migrants is increasing in many countries (Forde & MacKenzie, 
2009; Moriarty, Wickham, Kings, Salamonska & Bobek, 2012). Migrants are attractive 
employees in many countries because they increase the recruiting country’s pool of highly 
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trained workers, bring new skills and often reduce cost (Moriarty et al., 2012). Sidani and 
Al Arriss (2014) found that although companies in the Arab Gulf region were willing to 
hire foreign nationals if they arrived with the training and skills to make an immediate 
contribution, they were more willing to spend time and money developing local talent.

Due to the low birth rates and ageing populations of most economically developed 
countries, recruiting younger migrant workers helps to maintain the number of working‐
age adults necessary to support the growing pool of retired elderly (Ziguras & Law, 2006). 
However, research shows college graduates are becoming more reluctant to move and that 
quality of life and lifestyle issues can be more important than gaining international experi
ence (Sparrow, 1999; Scullion, 1994). Work by Almeida and colleagues suggests that 
migrants to a new country may also face challenges in being recruited by organizations 
even though the organizations may be seeking people with their specific skills (Almeida, 
Fernando & Sheridan, 2012). Research has begun to study the simultaneous pressure to 
address both organizational goals to place talent internationally and individual, self‐initiated 
expatriation goals and address how these goals might be balanced to the benefit of both 
parties (Farndale, Pai, Sparrow & Scullion, 2014).

Chaloff and Lemaître (2009) discuss the importance of engaging in active recruitment 
for skilled migrants rather than merely facilitating work permits for immigrant applicants. 
Although highly skilled migrants may find countries with widely spoken languages and 
high wages attractive regardless of the employment obstacles that may exist, a country 
with lower wages and a unique language will need to do more than just lower administrative 
barriers to recruit and attract skilled migrants (Chaloff & Lemaître, 2009). What makes 
different locations and employment opportunities more or less attractive to different types 
of skilled migrants is not yet well understood.

Sourcing Talent

Research has begun to address the question of how organizations source talent internally 
and externally for global assignments. Mäkelä, Björkman and Ehrnrooth (2010) identify 
cultural and institutional distance between the locations of a potential global talent pool 
member and the decision makers, homophily between the decision makers and the poten
tial global talent pool member, the network position of the person in question and 
performance appraisal evaluations as important factors in being labelled ‘global talent’ in 
a multinational corporation. There is evidence that organizations from developed coun
tries may under‐recruit or exclude strong yet untapped sources of talent from subsidiaries, 
developing countries or countries with problematic images or histories due to structural, 
perceptual and cultural factors (Almeida, Fernando & Sheridan, 2012; Felker, 2012; 
Forstenlechner, Madi, Selim & Rutledge, 2012; Mellahi & Collings, 2010).

The different impacts of social network‐based recruiting methods across cultures have 
also received some research attention. Strong social ties based on trust, affection and 
reciprocity are important in collectivistic cultures but may be less important in individu
alistic cultures (Miller & Guo, 2014). For example, due to the importance of guanxi, 
Warner (2009) recommends that recruitment strategies in China capitalize on affective 
ties rather than bureaucratic procedures. This is likely to be important when sourcing 
talent, either internally or externally. One way to target employees’ social networks in 
global recruiting is to ensure that current employees are kept aware of current job openings 
and have up‐to‐date and accurate company and job information to share with prospective 
external applicants within their personal networks (Han & Han, 2009; Huang, 2008; 
Warner, 2009).
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Which competences and characteristics to recruit?
Research has continued to identify the competences and characteristics on which recruit
ing should focus to enable effective employee functioning in a global environment, 
including the ability to deal with complexity and the presence of proficient social and 
n etworking skills (Bird & Osland, 2004; Jokinen, 2005). Caligiuri (2006) found that 
openness to experiences, self‐awareness, curiosity, empathy and optimism are important to 
success in the global context. Cultural intelligence has also been found to be important in 
explaining effectiveness in cross‐cultural interactions (Thomas, Elron et al., 2008).

Research continues to explore the role of an employee’s family situation, including 
issues with parents or extended family in the country of origin (Collings & Scullion, 
2008). Better understanding the individual differences that influence success on global 
assignments will improve our ability to effectively source candidates who are likely to 
s ucceed. Research has also found that realistic job previews are related to higher self‐efficacy 
for global assignment success as well as a greater perceived ability to make an informed 
decision about accepting the global assignment (Caligiuri & Phillips, 2003).

Chapman, Uggerslev, Carroll, Piasentin and Jones (2005) found that perceived fit was 
one of the best predictors of applicant attraction to organizations. As discussed by Caligi
uri and Tarique (2006), both research and practice recommend providing information 
to candidates and their families during the recruitment process to enable them to make 
accurate decisions on their fit with a global assignment to improve recruiting and staffing 
outcomes.

External Recruiting Strategies and Methods

The effectiveness of different types of recruiting methods and strategies has also received 
research attention over the past decade. Recruitment strategies and outcomes may be 
influenced by a variety of global factors, including culture, brand importance and reputa
tional effects. For example, word‐of‐mouth recruitment may be more important in collec
tivistic cultures than in individualistic cultures because collectivistic cultures may rely on 
strong ties as sources of information (Ma & Allen, 2009). Research on the role of job 
advertisement wording in recruiting effectiveness, employer brand image, cross‐national 
advertising and how the internet is being used to recruit internationally mobile talent is 
discussed next.

Job advertisement wording
Including information on important competences and characteristics related to success in 
international assignments in job advertisements has the potential to influence the quality 
and quantity of job applicants for positions requiring international travel. The wording of 
job advertisements has been found to interact with the individual difference of global 
openness to influence recruiting outcomes. Phillips and colleagues (2014) found that 
people with a very high level of global openness and flexibility were more likely to perceive 
job or organizational fit when a global organizational presence was mentioned in a job ad. 
However, people with a very low level of global openness were less likely to perceive 
strong job or organizational fit when a global organizational presence was communicated 
in the advertisement. Research has also found that individual values (work‐centrism, 
money orientation and collectivism) exert both direct and indirect effects on job seekers’ 
attraction to Japanese companies (Kim, Froese & Cox, 2012). It has also been suggested 
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that the degree to which information on hierarchical relationships and individual versus 
team rewards is communicated in job advertisements will differentially influence attraction 
and recruitment outcomes in various types of cultural contexts (Ma & Allen, 2009).

Brand image
To attract and recruit internationally mobile employees, researchers have suggested that 
companies differentiate themselves through a unique and attractive employer image or 
brand (Christiaans & Buettgen, 2014; Knox & Freeman, 2006; Lewis & Heckman, 2006). 
Job seekers’ application decisions depend in part on the employer’s brand image, which is 
often measured according to job seekers’ attitudes and perceived job and organizational 
attributes and fit (Collins & Stevens, 2002; Lievens, van Hoye, & Anseel, 2007; Phillips 
et  al., 2014). Research has found a strong influence of employer image on perceived 
employer attractiveness and job seekers’ application intentions (Chapman et  al., 2005; 
Knox & Freeman, 2006; Lemmink, Schuijf & Streukens, 2003; Lievens, van Hoye & 
Schreurs, 2005; Phillips et al., 2014). Martin, Gollan and Grigg (2011) discuss the possi
bility that employer branding’s potential effects will be better understood in the context of 
multinational organizations when theory and practice better connect the internal applica
tion of marketing and branding to the key reputational and innovation agendas of MNEs.

National differences have been acknowledged as potentially important when developing 
international employer brands (Froese et  al., 2010; Stahl, Björkman, Farndale, Morris, 
Paauwe, Stiles, Trevor & Wright, 2012). Similarly, the effectiveness of recruitment 
p ractices may vary as a function of cultural values (Ma & Allen, 2009). If international 
work location preferences differ due to national culture or other national differences, the 
employer’s brand positioning should be adapted rather than standardized (Berthon, 
E wing & Hah, 2005; Martin & Hetrick, 2009). Research has found that some facets of 
organizational image (e.g., task attractiveness) vary across countries, while other facets 
(e.g., work atmosphere and perceived career opportunities) are more stable in their 
influence on application intentions (Baum & Kabst, 2013).

Caligiuri, Colakoglu, Cerdin and Kim (2010) found that cross‐cultural and individual 
differences influence the role of employer reputation in organizational attraction and 
r ecruiting effectiveness. Caligiuri and colleagues (2010) found that, at the cultural level, 
collectivism, and at the individual level, the need for power and achievement, were related 
to the importance of employer reputation in organizational attraction. Caligiuri and 
c olleagues suggest that companies consider crafting their recruitment messages to fit the 
cultural norms of the country in which they are recruiting and also to encourage recruiters 
to tailor their messages to fit the candidates they are targeting. In developing countries, 
foreign companies may have a brand advantage simply by virtue of being foreign, as 
foreign companies are often perceived as offering better pay, opportunities and working 
conditions (Froese et al., 2010; Newburry, Gardberg & Belkin, 2006). Despite increasing 
awareness of the important role of employer branding in global recruitment, however, we 
lack sufficient information about how international companies should adapt their employer 
branding strategies to different cultural or individual environments or rely on global brand 
positioning (Caligiuri, 2010).

Cross‐national advertising
Despite the potential cost of mistakes in global advertising campaigns, multinational 
o rganizations are increasingly using this recruiting method to attract managers and profes
sionals (Scullion & Brewster, 2001). Advertising agencies frequently operate as part of an 



40 Recruitment

international network, and although advertising trends vary across sectors, print a dvertising 
has decreased in popularity as companies turn to more creative alternatives, including tar
geted outdoor billboards, airport lounges and airline magazines (Scullion & Brewster, 2001).

As more international managers come into the organization from a variety of countries 
it becomes more important for the recruitment and selection technology which is used to 
be globally fair and, even more importantly, to be seen as globally fair by job seekers and 
employees (Scullion & Collings, 2006). International advertising agencies increasingly 
need to ensure that recruitment campaigns are culturally sensitive in the local markets and 
attend to the softer cultural issues, such as the wording of advertisements and the design 
of recruiting brochures and other marketing material (Harris, Brewster & Sparrow, 2003).

Internet recruitment
The internet has increasingly become a significant source of recruitment for international 
managers (Harris, Brewster & Sparrow, 2003). Research has begun to explore the role of 
companies’ website presentations and wording of international mobility and global careers 
in recruiting success. Puck, Mohr and Holtbrügge (2006) found that the use of corporate 
websites for recruitment varied across countries. Organizations from countries that show 
a high level of individualism tend to make more intensive use of recruitment through 
c orporate websites than organizations from more collectivist societies. Additionally, 
c ompanies from cultures with a high level of uncertainty avoidance tend to use corporate 
website recruitment less intensively.

Point and Dickman (2012) found that most websites mentioning international work 
focused on operational issues regarding international experience and expatriation rather 
than on global careers. The internet has become one of the fastest growing methods of 
recruitment for filling senior international senior manager and technical positions and it is 
likely that it will become more popular in the future as the internet spreads to more 
c ountries in the less developed world (Harris et  al., 2003). Research is still somewhat 
scarce on the best uses of the internet for global recruiting and on its limitations.

Globally Relocating Jobs

In addition to acquiring internationally mobile talent internally or externally, organiza
tions can often accomplish their recruiting goals by moving the work to be closer to the 
targeted talent pool. Offshoring company activities can be done internally through 
company‐owned and controlled subsidiaries or centres in foreign countries (Bunyaratavej, 
Hahn & Doh, 2007) or externally by outsourcing business functions to foreign service 
providers (Hahn & Bunyaratavej, 2010; Kedia & Mukherjee, 2009). Organizations that 
engage more extensively in benchmarking activities appear to be more likely to outsource 
HR activities such as training and recruitment (Tremblay, Patry & Lanoie, 2008). 
However, global firms often encounter challenges when trying to replicate HR practices 
among culturally and geographically dispersed subsidiaries (Morris et al., 2009).

Anner (2011) shows that to the extent that labour costs comprise a large portion of 
total production costs organizations are more motivated to relocate jobs globally to capi
talize on low labour costs. Although labour cost control is often cited as a primary reason 
for offshoring, research has found that organizations are increasingly offshoring innova
tion projects, not for labour arbitrage, but merely to access the qualified talent unavailable 
in the home country (Doh, Lewin, Massini, Hahn & Bunyaratavej, 2010; Kedia & Lahiri, 
2007; Lewin, Massini & Peeters, 2009). Although labour cost is often an important factor, 
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as offshoring is frequently motivated by the opportunity to benefit from lower wage 
s tandards in foreign countries (Stringfellow, Teagarden & Nie, 2008), the abundance and 
quality of human capital (Doh, 2005), and access to talent (Couto, Mani, Lewin & Peeters, 
2006; Lewin et al., 2009) are increasingly driving offshoring decisions. The global sourc
ing and recruiting of science and engineering talent through offshoring have increased as 
the availability of this talent has decreased in advanced economies while increasing in 
emerging economies (Manning, Massini & Lewin, 2008). Unfortunately, we know little 
about how recruitment takes place when jobs are offshored and determinants of attraction 
to positions and opportunities that are the result of offshoring efforts.

Although significant variability has been found with regard to the performance associ
ated with offshoring projects (Elia, Caniato, Luzzini & Piscitello, 2014), the ramifications 
of offshoring have been found to go well beyond immediate cost reduction (Doh, Lewin, 
Massini, Hahn & Bunyaratavej, 2010; Ellram, Tate & Billington, 2008; Mudambi & 
V enzin, 2010). The impact of offshoring also includes negative job impacts in developed 
countries (Amiti & Wei, 2009; Farrell, 2005; Farrell, Laboissiere & Rosenfeld, 2006), and 
often service quality declines (Ren & Zhou, 2008). Additionally, offshoring activities can 
have significant consequences for organizational image and branding, which can then 
influence recruitment outcomes, both domestically and globally.

When offshoring fails to attain desired objectives or when the offshoring process itself 
increases labour costs, reduces productivity or quality, increases customer dissatisfaction 
or detrimentally increases transportation costs, then reshoring (also known as onshoring, 
inshoring or backshoring) or returning jobs to the original country, often with increased 
automation of the work, can take place (Gray, Skowronski, Esenduran & Rungtusan
atham, 2013; Jensen, Kirkegaard & Laugesen, 2009; Kinkel & Maloca, 2009). However, 
the conditions in which this can take place and the manner in which organizations can 
effectively recruit people to reshore projects and activities are completely unknown. As an 
illustration, we do not know if effective recruitment processes for offshoring operations 
are the same as reshoring operations. If people have experienced temporary job loss as a 
result of global relocation of operations, then if the job opportunity opens up during a 
return of operations, will recruitment processes unfold identically? Most likely not, but we 
know nothing about such effects.

Also, nothing is known about the possible spillover effects to a company’s employer 
image or reputation or its recruiting effectiveness from offshoring or reshoring decisions 
or treatment of offshore employees. If an organization moves jobs to a less developed 
economy to benefit from labour arbitrage, what are the consequences? Does an organiza
tion’s treatment of offshore workers have any spillover effects? What are the effects on the 
remaining employees in the company and on the organization’s ability to recruit quality 
talent in the future of deciding to move some jobs to another country? Additional research 
is needed to explore these important questions.

Future Research

Despite the considerable body of research on global recruiting that has been published 
over the past decade, much work remains to be done in this important area. Inpatriate and 
third country national assignments have received relatively little research attention in 
comparison to assigned expatriates. As noted by Collings, Scullion and Vaiman (2011), 
much of our understanding of talent management is premised on research undertaken in 
the North American context. How global recruiting might differ in other contexts is ripe 
for future study.
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As Sparrow (2007) notes, globalization has brought a number of changes to the p ractice 
of international human resource management, including global recruiting. In particular, 
the choice between globally standardized, optimized or localized HR processes is critical 
but not well understood as our theoretical understanding of the issues involved is still 
driven by concepts based on the management of small cadres of international managers, 
particularly expatriates. Collings and Scullion (2008) also raise the excellent point that 
globally standardized recruitment criteria, including educational background, skills and 
work preferences, likely vary dramatically between domestic job seekers and self‐initiated 
expatriates, often leading to overlooking high‐potential candidates. Flexible recruiting and 
selection criteria would allow a more holistic assessment of candidates against longer‐term 
strategic and operational international objectives (Doherty & Dickmann, 2013). Research 
on the tradeoffs made when using different recruitment criteria and methods would help 
to inform this important topic.

McDonnell, Hickey and Gunnigle (2011) discuss the popularity and challenges of talent 
pool segmentation as a means of identifying and managing global talent. Some organiza
tions recruit the best talent and then assign them to positions rather than recruiting and 
hiring specific people for specific jobs (Seigel, 2008). The implications of globally recruit
ing for a talent profile as opposed to recruiting for specific job requirements is wide open 
for future study.

Another direction for future research concerns the importance of recruiting host 
country nationals who possess the characteristics and competences necessary to maximize 
expatriates’ performance and knowledge transfer. As Vance, Vaiman and Andersen (2009) 
discuss, host country nationals play many roles in local knowledge management and 
knowledge transfer, including cultural interpreter, information resource broker and change 
partner. Bonache and Zárraga‐Oberty (2008) identify the abilities and motivation of local 
employees, and the relationship between local and international staff as two of the three 
human‐related factors that influence knowledge transfer success. Foreign–local relation
ships were also highlighted by Toh, DeNisi and Leonardelli (2012) as being critical to 
expatriate socialization. If the wrong people are recruited and placed in these important 
roles, even the highest potential expatriates will experience difficulty being successful, yet 
the international business and management literature has paid scant attention to these 
critical employees (Caprar, 2011; Takeuchi, 2010; Toh & DeNisi, 2005). Future research 
is sorely needed to identify not only the expatriate characteristics related to expatriate suc
cess (Varma, Pichler, Budhwar & Biswas, 2009; Varma, Toh & Budhwar, 2006), but also 
the characteristics of local staff, including perhaps attitudinal and behavioural openness 
(Caligiuri, Jacobs & Farr, 2000; Phillips et al., 2014), that create an environment m aximally 
receptive to expatriates and most conducive to two‐way knowledge transfer.

Stepping back to survey the landscape of global recruitment research, we see endless 
possibilities for building theory and conducting research that better informs practice. 
As Figure 3.1 shows, a number of key factors influence global recruitment outcomes, but 
the ways in which these factors combine to influence effectiveness remain understudied. 
We know little about what drives different recruitment activities as well as the underlying 
process mechanisms that connect recruitment activities to global recruitment outcomes. 
Below, we highlight some examples of possible research directions that can be derived 
from Figure 3.1 which span multiple levels of analyses.

Economic forces and local and global labour markets can influence recruitment 
processes. However, we do not know if HCN recruits are attracted to firms for different 
reasons from recruits from parent country headquarters, and if so, whether this changes as 
a function of labour market conditions or the general economic context. Similarly, we do 
not know if recruiters look for and interact differently with HCN recruits versus recruits 
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from operations in the parent country, and if so, whether this varies by the economic 
environment. As shown in Figure 3.1, characteristics of the recruit (experience, cultural 
values, ability and self‐efficacy) are likely to influence how recruits respond to the recruit
ment context, particularly in economic downturns or expansions.

There is evidence that regulations, such as localization policies, influence recruitment 
activities, but the impact of such regulations on recruiter or job seeker perceptions (e.g., 
fairness) about the recruitment process are relatively unknown. Do regulations influence 
how recruiters perceive local talent and if so, do these perceptions change over time? Do 
regulations and localization policies have different effects on recruitment processes and 
outcomes depending on the country, region and culture? Do organizations with different 
talent management strategies react differently to regulations and policies, and if so, in 
what way and when?

Figure 3.1 also highlights that the type of work assignment can influence recruitment 
for both host country and parent country operations. However, we do not know if 
recruitment activities are differentially effective for different types of assignments (e.g., 
short‐term, business traveller, expatriate, inpatriate and third country national assign
ments). Additionally, we do not know if recruitment activities work similarly when seek
ing talent for parent company operations versus host country or subsidiary operations. 
There is evidence that culture matters, but much more research is needed to better under
stand the role of culture as well as other aspects of the recruitment context (e.g., parent 
country images and stereotypes; organizational talent strategy) on global recruitment 
effectiveness. All of these issues are likely to be moderated by characteristics the recruit 
possesses, such as career orientation, global openness, willingness to travel and the need 
for work–life balance.

Research is needed to better understand how international interests and global career 
paths develop. Do expatriates acquire an interest in such assignments through exposure to 
diverse cultures and by gaining international experience through work? Better understand
ing how organizations can generate interest in global assignments and cultivate high‐
quality, talented global managers through a global talent management system would be 
helpful to managers and executives. Another possibility is that global interests are stable 
individual differences that manifest themselves many years earlier to become the driver of 
expatriate interest and global orientation later during the career cycle. If this is true, then 
the focus is as much on selecting people with a global orientation as it is on recruiting and 
cultivating such interests through career development.

If global talent is recruited and developed through specific career experiences, then this 
opens the door to many new types of global recruiting and talent management investiga
tions and practices. As an illustration, international internships and global mentoring are 
neither commonly practised nor well investigated. One can imagine that firms that offer 
international internships in which the global employee is paired with an international men
tor will have global employees who are more likely to perform effectively on subsequent 
assignments and will be more attracted to such assignments. Thus, recruitment practices 
can become blended with other talent management strategies such as intern placement, 
mentoring partnerships and career pathing.

As Figure 3.1 shows, the type of work assignment will influence which recruitment activ
ities take place, the timing of those activities and their effectiveness when put in place. Phil
lips and colleagues (2014) found individual differences of global openness and willingness 
to travel influence receptiveness to jobs requiring short‐term global travel assignments. 
It is possible that such individual differences will be more or less important for other types 
of global assignments, and other individual differences may appear in the foreground or 
background as being important, depending on the nature of the global assignment.
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The direction of migration for global assignments is likely to shape recruitment activities 
and effectiveness. Different recruitment processes may be needed when recruiting from 
parent country headquarters to work in subsidiaries than when the direction of migration 
is reversed; or perhaps they will work in the same way. We simply do not know how well 
recruitment efforts translate from the parent country context to the context for subsidi
aries or host country operations. Similarly, migration from one subsidiary to another may 
require recruits with a different value system compared to migration from parent country 
operations to host country subsidiaries.

The connection between repatriation processes, post‐global assignment adjustment and 
recruitment effectiveness is not well understood. Global recruiting must not only attend 
to success on a given assignment, but must also consider long‐term retention of global 
talent if an organization is going to benefit from the skills, talents and experiences of man
agers who have returned from global assignments. Here, inpatriation and repatriation 
processes must be considered part of the recruitment process. Accordingly, resocialization 
and transition processes become critical for improving post‐assignment adjustment and 
outcomes. Failure to do so will almost certainly diminish the effectiveness of future global 
recruitment efforts.

If other global managers see that repatriation or inpatriation is handled poorly, then 
they may be less willing to accept such assignments themselves. Or if incoming or return
ing managers fail to be given career opportunities as a result of their enhanced global 
experience and skills, or if they are poorly treated, then the rewards for accepting such 
assignments are ambiguous at best. In contrast, if repatriation and inpatriation processes 
are deftly handled, with the incoming or returning manager being well integrated with 
current or future projects through new opportunities and rewards, then two factors will 
enhance subsequent recruitment effectiveness. First, the global opportunities themselves 
will be appealing because they demonstrate a clear instrumentality for future career success 
and rewards. Second, by better integrating repatriates and inpatriates within the work
force, an organization will foster interactions with others who have had global experiences. 
As people become familiar with others from a variety of global backgrounds and global 
experiences, they themselves are likely to feel more comfortable with and interested in 
such assignments. In this way, global recruiting efforts must necessarily be tied to other 
activities in the human resource management system.

A key issue is that any recruitment effort, including a global one, does not take place 
in a vacuum. Recruitment activities must be aligned vertically with the economic envi
ronment, national context, organizational strategy, operational needs and strategies, 
and the values and needs of the individual recruit (Gully et al., 2014; Phillips & Gully, 
2015). Likewise, recruitment activities must be aligned horizontally with other human 
resource functions from career development to compensation to training to performance 
management. Recruitment inputs, processes and outcomes at a given level (e.g., orga
nization, subsidiary, individual) must be aligned to yield positive recruitment o utcomes 
(Phillips & Gully, 2015). These points demonstrate that global recruitment activities 
are embedded in a complex mesh of processes and structures that are challenging to 
align, and thus are rare to see properly aligned. However, when properly aligned, these 
systems are highly valuable as they provide the foundation for a consistent pipeline of 
future global talent within the firm. Additionally, because they are difficult to create 
and must be tailored to the country, firm, subsidiary and overall strategy of the orga
nization, they can neither be easily substituted nor easily imitated by other organiza
tions. As such, according to the resource‐based view, effective and well‐aligned global 
recruitment systems form the basis for sustainable competitive advantage (Barney & 
Wright, 1998).
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Conclusion

We have reviewed and explored theory and research most relevant to understanding the 
determinants of global recruitment effectiveness by considering three main areas of global 
talent management. These areas are internal global recruitment, external global recruit
ment and global relocation. We consider how different types of global assignments, var
ious recruitment activities, individual differences and parent, host and third country factors 
influence global recruitment outcomes. We find that although there is substantial research 
interest in global talent management, much less work has focused specifically on global 
recruitment practices. We highlight that global recruitment systems and associated out
comes are influenced by a variety of factors that span multiple levels of analysis and pro
pose ideas for future research directions. Our feeling is that global recruitment is at the 
dawn of an increasingly important era of research and practice because it is a foundation 
for global talent management strategies. The prospects for creating important theoretical 
advances and for conducting impactful research in global recruitment are both wide and 
deep, with an open ocean of opportunity in front of us.
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4

Introduction

Over the past century the basic paradigm of personnel selection research and practice has 
been testing validity and validity coefficients (Ryan & Ployhart, 2014). During the twen-
tieth century consideration of job applicants – to the extent that their viewpoint was con-
sidered at all – dealt with the concept of ‘face validity’ (e.g., Schmidt, Greenthal, Hunter, 
Berner & Seaton, 1977), the idea that tests should at least appear to be job‐related to 
applicants. However, a deeper understanding of job applicants’ opinions of selection 
p rocedures and the effects of their attitudes and behaviours towards employers and them-
selves were given little consideration, and certainly no systematic examination in the 
industrial‐organizational (I‐O) literature.

In some of the earliest research on applicant reactions, Gilliland (1993) argues that the 
study of applicant reactions should be an important aspect of research and practice for 
three reasons. The first is that, for business reasons, organizations should care about how 
applicants perceive the hiring process. Their perceptions can impact whether individuals 
recommend the organization to others, as well as their attitudes towards recommending 
or purchasing the organization’s products. Gilliland’s second reason is that applicant 
p erceptions of the hiring process may have legal ramifications for organizations. Individ-
uals who perceive the process to be unfair may ultimately pursue litigation. Finally, G illiland 
argues that, for ethical reasons, we should care about applicant reactions. It is important 
to understand how the hiring processes that are developed and implemented impact 
i ndividuals both positively and negatively.

In recent years this landscape has changed considerably, with an increased focus on job 
applicants’ perceptions of the hiring procedures used by companies and the treatment of 
applicants during the selection process. With this has come the recognition that these per-
ceptions on the part of applicants can affect a number of outcomes that organizations care 
about, from intentions to purchase products from the hiring organization (e.g., Macan, 
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Avedon, Paese & Smith, 1994) to whether applicants decide to accept job offers (e.g., Harold, 
Holtz, Griepentrog, Brewer & Marsh, 2015). This recognition of the field of ‘applicant 
reactions’ has been accelerated by changes in the ways that hiring p rocedures are now be 
deployed in organizations, specifically, the use of technological solutions in selection that 
speed up the process and can even be used as a messaging tool for organizations.

The purpose of this chapter is to provide an overview of the field of applicant reactions 
in terms of both where the field is now and where it might go next. We begin by discussing 
the theoretical models that have shaped this field. Next, we briefly discuss which selection 
procedures applicants prefer, followed by a description of the antecedents and outcomes 
of job applicant reactions to selection. We conclude with a discussion of new research 
a venues that appear to be emerging in this field.

Theoretical Models

Organizational justice theory

Organizational justice theory was originally proposed by Greenberg (1987), who distin-
guished between two forms of justice: procedural and distributive. Procedural justice can 
be distinguished from distributive justice in that procedural justice is the fairness associ-
ated with the processes for resource allocation in the workplace. In contrast, distributive 
justice is the fairness associated with the actual resource allocation among employees in the 
workplace. Organizational justice theory is applied widely across a variety of areas of 
research in I‐O psychology (e.g., Colquitt, Conlon, Wesson, Porter & Ng, 2001) and has 
been particularly foundational for much of the research in the applicant reactions field. 
When applied to applicant reactions research, procedural justice refers to the fairness asso-
ciated with the hiring procedures and distributive justice refers to the fairness associated 
with the hiring decision.

The increasing academic attention that the applicant reactions research area has g arnered 
since 1990 has been greatly enhanced by the development and publication of Gilliland’s 
(1993) theoretical ‘Model of applicants’ reactions to employment selection systems’. What 
makes this model especially compelling is the idea that it blends the theoretical nuances 
of  the literature on organizational justice and selection with the practical context and 
implications that applicants and hiring personnel face in the field.

At its highest level, the model focuses on the two key aspects of organizational justice 
that Greenberg (1987) identified. As previously mentioned, procedural justice refers to 
perceptions of the fairness of the way that individuals are treated. In other words, ‘Am I 
being treated fairly?’ Second, distributive justice refers to perceptions of fairness in one’s 
outcomes to a given decision. In other words, ‘Am I getting the outcome I deserve?’ 
A key point of Gilliland’s (1993) model is that although a fair outcome is important to 
applicants, as has been consistently observed in the literature (Ryan & Ployhart, 2000), 
the use of a fair processes matter a lot to applicants as well.

Procedural justice The aspect of Gilliland’s (1993) model which has driven a great deal 
of research is the notion of 10 procedural justice rules which were developed by 
Leventhal (1980) and had been captured in previous research on applicant reactions 
(e.g., Arvey & Sackett, 1993; Schuler, 1993). Categorizing and embedding each of the 
10 procedural justice rules into the context of selection systems allowed future 
researchers to remain tied  to the literature, theory and practice at the same time. 
Following Greenberg (1990), the three categories of procedural justice rules include 
formal characteristics, explanations, and interpersonal treatment.
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Table 4.1 summarizes the 10 selection procedural justice rules. Under the formal char-
acteristics heading are job‐relatedness, opportunity to perform, reconsideration opportu-
nity and consistency of administration. Job‐relatedness refers to the extent to which a 
selection procedure, or set of procedures, is perceived to measure aspects of the job the 
applicant is applying to do. Opportunity to perform refers to the perception of applicants 
that they are able to express themselves and show what they can do before a final selection 
decision is made. Reconsideration opportunity refers to the ability of applicants to appeal 
a selection decision, either at a given hurdle or at the end of the process. Consistency refers 
to all job applicants being equally treated throughout the selection process.

Under the explanation heading are feedback, selection information and honesty. 
Feedback refers to the perception that applicants are provided with both timely and useful 
information about their application. Selection information refers to the perception of 
the reasons given for a selection decision. Finally, honesty refers to the perception that 
applicants are given accurate and truthful information about their application process 
and status.

Under the interpersonal treatment heading are interpersonal effectiveness of administra-
tor, two‐way communication and propriety of questions. Interpersonal effectiveness of the 
administrator(s) refers to the perception of the warmth and respect that those administer-
ing the selection procedure(s) show applicants. Two‐way communication refers to the 
applicants’ ability to voice concerns, perspectives or input throughout the hiring process. 

Table 4.1 Gilliland’s (1993) 10 selection procedural justice rules.

Justice Rules Definitions

Formal Characteristics

Job‐relatedness The extent to which a test is thought to measure aspects of 
the actual job situation.

Opportunity to perform Giving applicants a chance to express themselves before a 
decision is made.

Reconsideration 
opportunity

The ability of applicants to challenge or modify the 
decision‐making process.

Consistency Ensuring consistency across all candidates for the selection 
procedures.

Explanations

Feedback Provision of both timely and useful information.
Selection information Giving applicants a justification for a given decision.
Honesty Truthfulness of information given to applicants during the 

selection process.

Interpersonal Treatment

Interpersonal effectiveness 
of the administrator(s)

Respect and warmth given to applicants during the 
selection process.

Two‐way communication The opportunity that applicants have to offer input or to 
have their views considered during the selection process.

Propriety of questions Being asked appropriate and non‐prejudicial statements 
during the selection process.

Source: Truxillo, D. M., Bauer, T. N., & McCarthy, J. (2015). Applicant fairness reactions to the 
selection process. In R. Cropanzano & M. Ambrose (Eds.), Oxford Handbook of Justice in the 
Workplace. Oxford: Oxford University Press. Reproduced with permission.
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And propriety of questions refers to the perception that administrators, such as interviewers, 
ask appropriate and non‐prejudicial questions during the selection process.

Distributive justice The distributive justice rules included in Gilliland’s (1993) model are 
equity, equality and needs. The idea is that applicants may hold different views regarding 
which rules constitute ‘fair’ outcomes. If applicants focus on equity, then their focus is on 
the fact that people should receive rewards that are consistent with the inputs they con-
tribute in a distribution situation in comparison to a reference comparison other. Equality, 
on the other hand, refers to the idea that everyone should receive an equal chance of 
receiving the outcome, regardless of their effort or inputs. Finally, needs distribution refers 
to the idea that rewards should be distributed based on the individuals’ situation rather 
than solely on merit. Examples of this include affirmative action programmes or for those 
needing accommodations to perform the job.

Relationship between procedural and  distributive justice Another key component of 
Gilliland’s (1993) model is the relationship between procedural and distributive justice. 
There are two key points here. First is the assumption that the outcomes applicants receive 
(distributive justice) are major components of applicant reactions, but that the fairness of 
procedures could have an effect on applicant reactions as well. In other words, what was 
new about Gilliland’s model was that applicants’ reactions could be affected above and 
beyond these outcomes by the selection process; that is, how they were treated by the 
selection procedures and the organizational personnel. It is for this reason that subsequent 
applicant reactions research has generally examined the effects of procedural justice from 
the applicant’s perspective above and beyond the outcomes the applicants received 
(e.g.,  Ryan & Ployhart, 2000). Second, Gilliland’s model notes that procedural and 
d istributive justice may interact, such that the effects of distributive justice may be stronger 
when procedural justice is high. This is consistent with prior notions of organizational 
justice (e.g., Brockner & Wiesenfeld, 1996). For example, applicants’ self‐perceptions 
may be more negatively affected by the outcome they receive when they believe that the 
process was fair. Such interactive effects on self‐perceptions have been generally supported 
by subsequent research (e.g., Bauer, Maertz, Dolen & Campion, 1998).

Critiques and updates of Gilliland’s model Since its development, Gilliland’s model of 
applicant reactions has been critiqued by several researchers, and many of these critiques 
have been addressed by subsequent research, which included updated models.

In their review, Ryan and Ployhart (2000) note that a nomological network in the 
applicant reactions field was missing in that there was a lack of empirical evidence testing 
the relationships among these variables and applicant perceptions. They also argued that 
while the justice rules that are central to Gilliland’s model have strong theoretical founda-
tions, they may not be such strong predictors of fairness perceptions since there had been 
few manipulations of these rules in research up to that point. Additionally, Ryan and 
Ployhart argue that test‐taking attitudes may be important determinants of applicant 
 perceptions. Another critique of Gilliland’s model is that there was a lack of empirical 
 evidence linking justice perceptions to subsequent outcomes for both individuals and 
organizations. Finally, Ryan and Ployhart argue that the application of organizational 
 justice theory to applicant reactions may differ from applications of justice theory to other 
research in I‐O psychology in that in the selection context, applicants are usually external 
to the organization. Therefore, applications of organizational justice theory to applicants 
 during selection may be different from how it is applied to employees internal to the organi-
zation. In order to address some of these issues, Ryan and Ployhart expanded Gilliland’s model. 
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One of the more notable characteristics of their model is that it distinguishes between 
different types of applicant perceptions (perceptions of the hiring process, perceptions of 
the individuals’ affective/cognitive state, perceptions of the hiring decision and overall 
perceptions of the hiring processes/procedures).

Others sought to further understand Gilliland’s propositions. Bauer and colleagues 
(2001) empirically confirmed the existence of the 10 procedural justice rules of Gilliland’s 
model (plus an additional rule: job‐relatedness‐content), and that these rules could be 
explained by two higher‐order factors focused on the structure of the selection system and 
how applicants are treated. They also found that the procedural justice rules affected later 
applicant outcomes (e.g., intentions to take legal action against the organization) beyond 
the outcomes that applicants received. Building on both Gilliland’s (1993) model and 
Ryan and Ployhart’s (2000) model, Hausknecht, Day and Thomas (2004) devised another 
updated model of applicant reactions based on a meta‐analytic examination of the litera-
ture. Hausknecht and colleagues categorized antecedents of applicant perceptions into 
four categories: person characteristics, perceived procedure characteristics, job characteris-
tics and organizational context. These antecedents predict applicant perceptions (proce-
dural justice, distributive justice, test anxiety, test motivation, attitudes towards tests and 
towards selection). In turn, these perceptions predict four categories of outcomes: 
s election procedure performance, self‐perceptions, attitudes and behaviours towards the 
o rganization, and work attitudes and behaviours. Furthermore, the links between ante-
cedents and perceptions and the links between perceptions and outcomes are moderated 
by variables such as job desirability and stage in the selection process. Addressing Ryan and 
Ployhart’s concern about lack of empirical support for these relationships in applicant 
reactions research, Hausknecht and colleagues tested these relationships in their meta‐
analysis of 86 independent samples, finding support for the relationship between justice 
perceptions and applicant outcomes such as perceptions of the organization.

Finally, some justice rules have proved to be consistently related to applicant attitudes 
and behaviours. For example, research supports the view that perceived job‐relatedness 
(i.e., whether the selection procedure seems job‐related to applicants), consistent treatment 
of applicants and opportunity to ‘show what you know’ (opportunity to perform; Schleich-
er, Venkataramani, Morgeson & Campion, 2006) are related to applicant reactions. That 
said, all the justice rules have been shown to relate to applicant reactions to some degree 
(Bauer, Truxillo, Sanchez, Craig, Ferrara & Campion, 2001; Hausknecht et al., 2004). 
The continued challenge for the field is to demonstrate whether the justice rules relate to 
more ‘hard’ outcomes such as applicant behaviours for although some support in this 
arena (e.g., job offer acceptance; Harold et al., 2015) has been found, other behaviours 
proposed by Gilliland’s model, such as actual litigation, have remained almost entirely 
unexamined.

Other theoretical approaches
In addition to Gilliland’s (1993) model of applicant reactions, there are several other theoret-
ical approaches used in this literature. Although these theories have received far less attention 
in terms of empirical research and support, they are still of value in the applicant reactions 
field and may prove useful as research and knowledge continue to develop in this area.

Social validity theory Schuler’s (1993) social validity theory strongly emphasizes the 
applicant’s perspective of the selection procedures and the extent to which they perceive 
they have been treated with dignity and respect. According to Schuler, social validity 
c onsists of four dimensions: informativeness  –  whether applicants are provided with 
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m eaningful and useful information; participation – whether applicants feel that they have 
sufficiently been a part of the process and to show their abilities; transparency – whether it 
is clear what procedures are being used and how; and feedback – whether applicants are 
given adequate feedback, even if they do not receive a job offer.

Interestingly, Anderson, Salgado and Hülsheger (2010) note that while much of the 
applicant reactions research in the United States has been grounded in Gilliland’s model, 
most of the applicant reactions research in Europe has been grounded in Schuler’s social 
validity theory. While there are different preferences for theories in the US versus 
E urope, when both Gilliland’s and Schuler’s models are compared, there is significant 
similarity between the aspects of social validity and Gilliland’s procedural justice rules, 
suggesting that these theories function similarly in providing a basis for applicant 
reactions research.

Arvey and Sackett’s model Another influential model of applicant reactions was developed 
by Arvey and Sackett (1993). Although this model does not have a single unifying theo-
retical approach, in their model the fairness perceptions of applicants and the organization 
and its decision makers are considered. Overall, this model is similar to Gilliland’s and 
conceptualizes multiple sources of antecedents of fairness. In their consideration of the 
organization and its decision makers, Arvey and Sackett include characteristics of selection 
tests and organizational context as contributing to fairness. As previously mentioned, most 
of the applicant reactions in the US has foundations in Gilliland’s model, most likely 
because of its strong theoretical basis. However, it is important to note that there are still 
some studies that use Arvey and Sackett as their basis (e.g., Madigan & Macan, 2005; 
Nicolaou & Judge, 2007; Viswesvaran & Ones, 2004).

Fairness theory A third alternative to Gilliland’s model is Folger and Cropanzano’s 
fairness theory (2001). According to their theory, applicants’ reactions are impacted by 
their interpretation of the situation based on three counterfactuals about the situation: 
could, would and should. Applicants ask themselves questions such as: Should the organi-
zation have provided more feedback? There are two types of explanations that are used 
when answering counterfactuals: excuses and justifications. Excuses are used to reduce 
could counterfactuals and justifications are used to reduce should counterfactuals. Overall, 
research shows that excuses tend to be more effective than justifications (Shaw, Wild & 
Colquitt, 2003), although a meta‐analysis of these explanations, specifically in the context 
of applicant reactions research, did not find that one type of explanation was more e ffective 
than the others (Truxillo, Bodner, Bertolino, Bauer & Yonce, 2009).

Applicant Attribution‐Reaction theory Ployhart and Harold’s (2004) Applicant 
Attribution‐Reaction theory (AART) postulates that individuals make attributions about 
the hiring process that result in applicant reaction outcomes such as fairness, motivation 
and test perceptions. Attributions made can be about the individual’s behaviour or the 
behaviour of someone else (e.g., the hiring organization). Ployhart and Harold argue that 
these attributions are automatic and tend to occur immediately following the event. 
Attributions are formed when individuals compare their situation to their expectations, 
which Ployhart and Harold purport are shaped by the justice rules proposed by Gilliland. 
Although justice rules do play a part in AART, what distinguishes it from Gilliland’s model 
is that it largely focuses on applicants’ attributions largely driving applicant reactions 
(although justice rules do play a role in this process). Some research (Ployhart & Ryan, 
1997) has established the usefulness of the attribution approach to applicant reactions, 
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but  AART has not ‘grown legs’ compared to other applicant reactions approaches, 
p erhaps because of the complexity of measuring applicants’ varied attributions about 
s election procedures.

Summary of other theoretical approaches In large part these other theoretical approaches 
to applicant reactions research are similar to Gilliland’s (1993) model. These approaches 
all involve fairness of the selection procedure in one way or another. They differ, however, 
in terms of what determines the fairness perceptions for applicants (e.g., attributions vs. 
actual characteristics of selection procedures), how these fairness perceptions relate to out-
comes for individuals and organizations, and their depth of theoretical underpinnings. 
Additionally, Gilliland’s model is more comprehensive and includes a wide variety of 
a ntecedents and outcomes that should be related to applicant perceptions of the hiring 
process, making his model very attractive to researchers in this field. Ultimately, what may 
drive choice for certain theories over others for research in this field may be individual 
preference. For example, as previously mentioned, there is a strong preference for social 
validity theory in Europe, whereas researchers in the US have tended to prefer Gilliland’s 
model (Anderson, Salgado & Hülsheger, 2010).

Effects of Different Selection Procedure 
Characteristics on Reactions

Gilliland’s largest contribution from his model of application reactions was the 10 proce-
dural justice rules. Since the development of this model, there have been many studies 
that  have provided empirical support for the role that these rules play in determining 
a pplicant reactions.

Foundational for much of applicant reactions research, Gilliland’s model has paved the 
way for other models of applicant reactions. For example, some more recent models have 
built on Gilliland’s model by adding more antecedents (e.g., organizational characteristics 
like selection ratio) and moderator variables (e.g., stage in the selection process) to the 
framework; see Hausknech et al., 2004; Ryan & Ployhart, 2000). It is important to note 
that these updated applicant reactions models still include Gilliland’s procedural justice 
rules as central components. Other research (Bauer et al., 2001) has found that Gilliland’s 
rules can be divided into two dimensions. The first is structure fairness, which relates 
to  the logistical components of the actual selection process (e.g., timing of feedback). 
The second dimension is social fairness, which taps into more interpersonal aspects of the 
selection process (e.g., communication with applicants).

In terms of how each of Gilliland’s 10 procedural justice rules relate to applicant 
reactions and both individual and organizational outcomes, job‐relatedness has by far 
r eceived the most attention in the literature. In their meta‐analysis, Hausknecht 
and  c olleagues (2004) show that job‐relatedness is the most studied rule in the 
l iterature and, across studies, it tends to relate to outcomes such as product purchase 
intentions, offer acceptance intentions, recommendation intentions and organizational 
attractiveness.

Other rules that have been given some attention in the literature, although notably 
less  than job‐relatedness, include interpersonal treatment, propriety of questions and 
opportunity to perform (Hausknecht et al., 2004). Interestingly, Schleicher, Venkatara-
mani, Morgeson and Campion (2006) found that after receiving negative feedback, 
opportunity to perform was the most important rule. For individuals who were not hired, 
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opportunity to perform was a strong driver of fairness perceptions. Given the number of 
procedural justice rules that seem to be less studied in the literature, these may provide 
fruitful areas of research.

Which selection procedures do applicants prefer?
One question that often arises when discussing the topic of applicant reactions is: which 
selection procedures do applicants prefer? Given that we know that applicant reactions 
largely derive from the satisfaction (or dissatisfaction) of justice rules, it is easy to see how 
some types of selection procedures would be more likely to satisfy these rules and thus be 
preferable to applicants. This was the basis of many studies that have examined applicant 
preferences for different selection procedures and across many cultural contexts, starting 
with a study by Steiner and Gilliland (1996), which compared US and French students’ 
preferences for different selection procedures. Since then, applicant reactions have been 
studied with a variety of samples from different countries, including Italy (e.g., Bertolino 
& Steiner, 2007), Vietnam (e.g., Hoang, Truxillo, Erdogan & Bauer, 2012), South Africa 
(e.g., De Jong & Visser, 2000), Singapore (e.g., Phillips & Gully, 2002), Germany 
(e.g., Marcus, 2003) and Greece (e.g., Nikolaou & Judge, 2007), to name a few.

This issue of which procedures are preferred by applicants was one of the questions that 
Hausknecht and colleagues (2004) addressed in their meta‐analysis. In their study, there 
were 12 samples that asked individuals to rate the favourability (job‐relatedness or fairness) 
of a variety of selection procedures. Rated most favourably were interviews, work samples, 
résumés and references. Individuals rated cognitive ability testing, personality testing and 
biodata as moderately favourable. Personal contacts, honesty tests and graphology were 
rated as the least favourable selection procedures.

In an effort to update this meta‐analysis and determine whether there are cross‐cultural 
differences in preferences, Anderson, Salgado and Hülsheger (2010) conducted a meta‐
analysis of 38 samples from 17 countries. Additionally, they measured preferences 
according to eight dimensions relating to Gilliland’s justice rules: overall favourability, 
scientific evidence, employers’ right to use, opportunity to perform, interpersonal warmth, 
face validity, widely used, and respectful of privacy. Overall, the results showed that prefer-
ences for selection procedures were similar to those Hausknecht and colleagues found. 
The most preferred methods were work samples and résumés. Favourably evaluated were 
cognitive ability tests, references and personality tests. The least preferred were honesty 
tests, personal contacts and graphology. Moreover, there were no differences across 
c ountries in these preferences.

Overall, these findings are somewhat reassuring in that applicants tend to prefer the 
valid selection procedures. Unfortunately, though, organizations are not always able to 
use the most preferred procedures in the selection process. This could be for reasons such 
as cost, validity and other practical constraints such as time. For example, an organization 
would not realistically be able to interview everyone in a pool of 2,000 applicants. Thus, 
organizations and HR professionals may want to consider ways to make some of the less 
preferable methods more favourably evaluated by applicants, for example, providing 
e xplanations about the selection procedures – an issue we discuss below.

Antecedents of applicant reactions
Perhaps the most consistent determinant of applicant reactions is outcome favourability, 
that is, the outcome received by an applicant from the selection process (Ryan & Ployhart, 
2000). This could mean the test score the applicant received, whether or not they are 
asked to go on in the selection process (e.g., to a selection interview or some other hurdle) 
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or whether they got a job. It is for that reason that most current applicant reactions 
research considers applicant reactions after applicants have received their outcome, as 
reactions can be quite different before and after a selection decision, and applicants are 
generally poor at guessing how well they actually performed on a selection procedure 
(i.e.,  actual and perceived test performance are not highly correlated). In addition to 
o utcome favourability, surrogate variables for actual test performance are sometimes used 
in this research, such as perceptions of distributive justice or outcome fairness and m easures 
of perceived performance.

In addition to these measures of applicant outcomes, applicant reactions models such as 
Gilliland’s (1993) go a step further: while acknowledging that outcomes affect applicants’ 
perceptions, the model points out that procedural justice dimensions (e.g., job‐relatedness, 
opportunity to perform, as discussed earlier) can also affect applicant reactions. This is a 
core assumption of organizational justice theory more generally: although the final 
o utcome (e.g., a performance rating) is important, the process used and the way a person 
is treated are important as well (e.g., Colquitt, 2001).

In addition to outcome received and procedural justice dimensions derived from the 
selection context, a number of other antecedents of applicant reactions have been iden-
tified (see Hausknecht et  al., 2004 for a more detailed review). For example, some 
authors have noted that applicant reactions are not only a function of selection system 
characteristics, but also of individual differences. Truxillo and colleagues (2006) found 
that Big Five personality measured at baseline was related to fairness, self‐perceptions 
and organizational attractiveness later in the process in conceptually logical ways, with, 
for instance, agreeableness related to positive reactions and neuroticism related to 
n egative reactions. Viswesvaran and Ones (2004) found that a number of individual 
d ifferences were related to the importance placed on different selection system charac-
teristics. For instance, cognitive ability was related to applicants perceiving greater 
importance being placed on the content of the selection procedure. However, these 
authors found relatively few differences between men and women in the importance 
placed on selection system aspects, and only a few differences in the selection system 
characteristics of most importance to different ethnic groups. More recently, Honkani-
emi, Feldt, Metsäpelto and Tolvanen (2013) found that certain personality profiles, such 
as being resilient, were related to positive applicant reactions. Taken together, these 
f indings suggest that reactions are partly determined by applicant characteristics and not 
only by the selection process itself.

Effects of Applicant Reactions on Individual 
and Organizational Outcomes

The effects on ‘soft’ versus ‘hard’ outcomes

Truxillo, Steiner and Gilliland (2004) note that outcomes of applicant reactions can be 
broken down into ‘soft’ outcomes, that is, attitudes and behaviour proximal to the hiring 
procedure, and ‘hard’ outcomes that occur later, on the job. This classification continues 
to be useful, with the most consistent effects of applicant reactions on a number of ‘soft’ 
outcomes. Here we provide a general overview of the effects of applicant reactions on a 
range of outcomes, although we also point the reader to detailed meta‐analyses and 
reviews (Hausknech et  al., 2004; Truxillo & Bauer, 2011; Truxillo, Bauer, McCarthy, 
Anderson & Ahmed, in press; Truxillo, Steiner & Gilliland, 2004).

One of the early promises of applicant reactions models was that job applicants’ perceptions 
of the selection process might affect their later attitudes and behaviour on the job if they 



62 Recruitment

were hired. Truxillo, Steiner and Gilliland (2004) referred to these as ‘hard’ outcomes. For the 
most part, these types of outcome have not been found to be affected by applicant reactions, 
at least for external job applicants (see Gilliland, 1994, for a laboratory study that suggests the 
relation between reactions and job performance). For example, Truxillo, Bauer, Campion and 
Paronto (2002) found that while providing police officer candidates with a fairness explana-
tion did affect their fairness perceptions, it did not affect their later turnover during the training 
period. One of the explanations for this lack of results is that these on‐the‐job outcomes are 
too distal from the hiring process to be affected by applicant reactions. In other words, how a 
person is treated in the hiring process is less likely to affect their job attitudes six months after 
they are hired; rather, job satisfaction is likely to be affected by other factors more proximal to 
the actual job situation, such as characteristics of the job and treatment by the supervisor. 
However, it is notable that recent research (Harold et al., 2015) has found a relationship 
between justice perceptions and job offer acceptance (see below). Moreover, it is important to 
note that applicant reactions may affect these ‘hard’ outcomes among promotional c andidates 
(Ambrose & Cropanzano, 2003), an issue we discuss as an avenue for future research.

In the sections that follow, we describe the effects of reactions on outcomes that are 
relevant to the organization versus those that are relevant to the individual applicant.

Organizational outcomes
Gilliland (1993) noted that one of the drivers of applicant reactions research comes from 
an organizational perspective. Organizations want to attract and hire the most qualified 
applicants, and especially to avoid litigation. Indeed, the research indicates that applicant 
reactions do have an impact on outcomes such as organizational attractiveness, 
r ecommendation intentions and litigation, for example.

Organizational attractiveness Numerous studies, including meta‐analyses (e.g., Hausknecht 
et al., 2004) have shown that organizational attractiveness is related to perceptions of j ustice, 
both procedural and distributive. There is also evidence to indicate that the impact of 
fairness on organizational attractiveness persists over time (e.g., Bauer, Maertz, Dolen & 
Campion, 1998).

Recommendation intentions Much like the research regarding organizational attrac-
tiveness, there is support for a positive relationship between fairness and whether indi-
viduals would recommend that organization to others (e.g., Ababneh, Hackett & Schat, 
2014; Bauer et  al., 1998; Hausknecht et  al., 2004). Unlike the relationship between 
organizational attractiveness and fairness, though, the relationship between fairness and 
recommendation intentions tends to weaken over time (Bauer et al., 1998).

Litigation As previously mentioned, an organization’s litigation concerns are a primary 
driver for its interests in applicant reactions research. Unfortunately, researchers have not 
yet examined the relationship between applicant fairness perceptions and actual litigation 
(Truxillo & Bauer, 2011). However, there is evidence to suggest that, not surprisingly, 
there is a negative relationship between fairness perceptions and litigation intentions 
(e.g., Ababneh et al., 2014; Bauer et al., 2001; Bauer et al., 2004).

Job offer acceptance Until 2010, research had only examined the relationship between 
fairness and job acceptance intentions, and the findings have been mixed. Some have 
found a negative relationship (e.g., Hausknecht et  al., 2004; Macan et  al., 1994) and 
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others have found no relationship (e.g., Ployhart & Ryan, 1997). Recent research, how-
ever, has examined the relationship between fairness perceptions and actual job offer 
acceptance. In a field study of military job applicants, Harold and colleagues (2015) found 
that procedural justice significantly predicted job offer acceptance and provided an 
incremental prediction over other variables such as person–organization fit. Moreover, 
interactional justice was also a significant predictor of job acceptance. This provides further 
evidence of the value of applicant reactions research to organizations.

Test performance and validity One of the key questions is whether applicant reactions 
affect test performance and test validity. For example, some early research (Schmit & 
Ryan, 1992) found that candidate motivation could increase the validity of a cognitive 
ability test and decrease the validity of a personality test. However, a more recent paper by 
McCarthy and colleagues (2013) examined this issue for six different types of selection 
procedures (e.g., cognitive ability, work sample) in four studies in North America, South 
America and Europe. McCarthy and colleagues indeed found that candidate reactions 
were related to the level of test scores (which is consistent with previous research; e.g., 
Bauer et al., 2006; Hausknecht et al., 2004). However, in none of the samples did they 
find that reactions moderated the criterion‐related validity of the test. Although more 
research may be warranted, the comprehensive nature of this study suggests that reactions 
have relatively few effects on test validity.

Individual outcomes
In addition to the importance of studying applicant reactions from an organizational 
p erspective, Gilliland (1993) argued that, from an ethical perspective, we should care 
about the well‐being of applicants and thus study their reactions to selection procedures. 
Research suggests that applicant reactions impact self‐efficacy and self‐esteem.

Self‐efficacy Some research has found that fairness perceptions are positively related to self‐
efficacy (e.g., Bauer et al., 1998; Truxillo et al., 2002; Truxillo, Bauer & Sanchez, 2001). 
This is important because applicants with higher test‐taking self‐efficacy tend to perform 
better on selection procedures. For example, McCarthy, Hrabluik and Jelley (2009) demon-
strated that in four studies using six selection procedures, self‐efficacy had a positive relation-
ship with test scores on these selection procedures. Interestingly, an interaction effect between 
procedural justice and selection outcome has found that when individuals perceive unfairness 
and do not receive a job offer, self‐efficacy is lowest (e.g., Ployhart & Ryan, 1997).

Self‐esteem In addition to placing importance on understanding how the selection process 
impacts self‐efficacy, Gilliland (1993) placed value on understanding how fairness and selec-
tion outcomes might predict self‐esteem. In general, research has indicated that there is a 
positive relationship between the two (e.g., Bauer et al., 2001; Hausknecht et al., 2004).

Future Research

Privacy concerns

One of the largest areas of new development in relation to online testing is privacy 
c oncerns. Bauer and colleagues (2006) examined these in the lab with students in a 
simulated employment situation and in the field at a large state agency. Consistent with 
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their predictions, they found that procedural justice moderated the relationship between 
privacy concerns and important outcomes such as test‐taking motivation, organizational 
attraction and organizational intentions. Furthermore, more internet‐savvy job applicants 
are more satisfied with online application procedures than those who are less familiar with 
this technology (Sylva & Mol, 2009).

These concerns become much more specific when employers use information available 
on social media accounts (Stoughton, Thompson & Meade, 2015; Van Iddekinge, Laniv-
ich, Roth & Junco, in press) or use credit score information, or both (Bernerth, Taylor, 
Walker & Whitman, 2012) in their selection processes. These factors are consistent with 
Alge’s (2001) work, which shows that individual value control over their public persona 
when it can be damaging. Thus, there is fertile ground to further examine how the digita-
lization of data is influencing applicants and their perceptions of selection processes.

Social networking and applicant reactions
Relatedly, in recent years the popular press has made much about the use of social net-
working sites (SNSs) in personnel selection, both in recruitment and as a potential selec-
tion tool. In that time, a research literature on SNSs for these personnel uses has begun to 
develop, illustrating both the value and risks of using SNSs for selection. Use of SNSs for 
recruitment appears to have grown rapidly and research suggests that it is especially useful 
for attracting ‘passive’ job seekers, that is, those who are not actively looking for work 
(Nikolaou, 2014; Nikolaou, Bauer & Truxillo, 2015). In fact, SNSs such as LinkedIn are 
becoming part of the standard networking landscape.

However, the use of SNSs for making selection decisions is more problematic. First, the 
research thus far suggests that the use of SNSs may not lead to valid selection decisions. 
Van Iddekinge and colleagues (in press) provided recruiters with job applicants’ Facebook 
profiles and asked them to rate the profiles. These ratings were unrelated to supervisors’ 
job performance ratings and turnover, and provided no incremental validity beyond per-
sonality and cognitive ability tests. Moreover, they found that the ratings t ended to favour 
White and female applicants, suggesting that there could be some adverse impact. In other 
words, this research suggests that ratings of SNSs may not be valid and may make an 
adverse impact.

However, applicant reactions are a separate issue, since applicants may not always prefer 
the most valid selection procedures, such as unstructured interviews. Nevertheless, the 
research thus far generally suggests that applicants do not react very positively to the use 
of SNSs for selection. In a sample of participants at a career fair for the hospitality industry, 
Madera (2012) found lower perceived fairness and intentions to pursue a job for organi-
zations that used SNSs as a selection tool compared to those that did not. Stoughton, 
Thompson and Meade (2015) examined applicant reactions to SNS in selection across two 
studies. In Study 1, which involved people who applied for a research assistant position, 
they found that SNS screening led to applicants feeling that their privacy had been invaded 
and to have lower organizational attraction. In Study 2, which involved participants in a 
simulated hiring scenario, the use of SNSs to screen applicants led to increases in perceived 
invasion of privacy, decreased organizational attraction and increased intentions to litigate. 
Overall, these studies suggest that using SNSs is perceived negatively by job applicants and 
may affect important outcomes such as litigation. Indeed, Roth, Bobko, Van Iddekinge 
and Thatcher (in press) point out a number of potential concerns with the use of SNSs for 
personnel selection, including the possibility for adverse impact and the likelihood of 
recruiters over‐relying on negative information about applicants – issues which, if known 
to applicants, should lead to fewer applicant reactions.



 Applicant Reactions to Hiring Procedures 65 

Although the use of SNSs for applicant screening is of concern at this point, one can 
foresee how their careful use, especially those focused specifically on professional issues 
such as LinkedIn, could lead to more positive applicants. Roulin (2014) found that faux 
pas postings on SNSs (i.e., showing inappropriate content) on the part of applicants is 
lower when candidates are informed that employers may use SNSs for hiring decisions. 
Thus, if the general use of SNSs in recruitment and selection continues such that all appli-
cants use them, and if SNS content were to be in some way standardized across applicants, 
and if recruiters could be trained in the standardized evaluation of SNSs, much as they are 
with structured interviews, one could argue that SNSs could lead to acceptable validities 
and acceptable applicant reactions. While these may be worthy goals we are not there yet, 
and using SNS for making selection decisions seems risky for reasons related to legal issues, 
validity and applicant reasons.

Reactions of internal candidates for promotion
Perhaps one of the greatest missed opportunities in the field of applicant reactions is the 
issue of internal candidates. Although relatively little research has examined this area, 
there are three reasons that it may be a particularly fruitful avenue for research. First, 
although external job applicants typically do not become organizational members 
(except for the few that are hired), internal applicants for promotion remain with an 
organization. That is, they are ‘rejected but still there’ (Ford, Truxillo & Bauer, 2009). 
That is, internal candidates remain as organizational members, with potentially negative 
effects on outcomes such as job attitude and performance. In other words, while the 
research has generally not found that selection procedures used with external candidates 
affect their job attitudes and behaviours once they are hired, this has received little 
s crutiny in promotional contexts, where job attitudes and behaviours are more proximal 
to the selection processes. Second, because internal candidates experience social conse-
quences if they are not promoted when they face their co‐workers (Ford, Truxillo & 
Bauer, 2009), arguably they may face greater consequences than external candidates 
who can simply move on. Third, because of these high stakes in the promotional 
c ontext  –  internal candidate have some investment in the organization and their 
m embership of it – the effects of applicant reactions on various o utcomes are likely to 
be amplified.

The few studies that have examined the effects of candidate reactions to promotions 
suggest that this is a promising area. First, fairness perceptions of promotional procedures 
do appear to affect important outcomes and last over time. Using a sample of academics 
up for tenure and promotion, Ambrose and Cropanzano (2003) found that fairness 
p erceptions associated with the process were related to job satisfaction, organizational 
commitment and turnover intentions. Not surprisingly, and consistent with the demon-
strated importance of outcome fairness in applicant reactions (Ryan & Ployhart, 2000), 
they found that the effects of the distributive justice of the promotion decision lasted over 
time. Second, applicant reactions appear to be amplified in the promotion context 
c ompared to the external hiring process. Truxillo and Bauer (1999) used three samples of 
police applicants (two external samples; one internal sample of promotional candidates) to 
examine applicant reactions to test score banding (Sackett & Wilk, 1994). They found 
that the belief that banding is associated with affirmative action interacted with race 
to  affect applicant reactions. However, these effects in the promotional sample were 
approximately double those found among external candidates.

Although there have been frequent calls to examine applicant reactions to promotions, 
the empirical studies have been relatively scant (for exceptions see García‐Izquierdo, 
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Moscoso & Ramos‐Villagrasa, 2012; Giumetti & Sinar, 2012; McCarthy et al., 2009). 
However, we think that reactions to promotional decisions continue to beg further 
studies because of the potentially larger effect sizes, broader range of outcomes (e.g., 
performance, well‐being, job attitudes) likely to be affected and more direct impact on 
the organization (due to disaffected applicants staying with the employer) compared to 
external selection.

Reactions in the digital age of selection
Over the years selection theory and technology have evolved. However, the last two 
decades have seen explosive growth in new techniques and procedures designed to process 
a large number of applicants using technology and automation. Because of these radical 
changes it is not always clear what testing and selection procedures mean in a high‐tech 
context. For example, applicants may be pre‐qualified for multiple jobs across multiple 
organizations through a central ‘clearing house’ that resides with a single organization or 
a consortium of hiring organizations. To our knowledge, this type of process has not yet 
been examined in terms of the key factors studied in application reactions to selection 
p rocedures such as fairness, security and/or privacy concerns. Other procedures, such as 
potential applicant self‐assessments of fit based on reading about or watching videos about 
life within the organization, are another interesting example. Technically, these individuals 
have not yet applied for any jobs so there is no way of knowing how these bits of information 
help or hinder the selection process.

One area of practice that has seen a little more attention is that of information given to 
applicants during the selection process. Like Allen, Mahto and Otondo (2007), Walker 
and colleagues (2013) found that communication during the recruitment process has 
s ignalling value and that organizational attraction increases and decreases over time based 
on these signals and other factors. However, overall it is clear that there is a great deal of 
catching up that researchers in the area of applicant reactions have still to do, given how 
quickly the field of selection is evolving.

Overcoming negative applicant reactions
Although applicants’ reactions may be beyond the organization’s control, there are things 
employers can do to influence applicant reactions. As noted earlier, applicants prefer 
certain selection procedures to others (e.g., Anderson et  al., 2010; Hausknecht et  al., 
2004; Steiner & Gilliland, 1996); however, the selection procedures applicants prefer may 
not always be the most valid (e.g., unstructured interviews) or most practical for 
o rganizations to use on a large scale (e.g., work samples). For this reason, research has also 
examined providing explanations to applicants to improve their reactions (e.g., Gilliland, 
Groth, Backer, Dew, Polly & Langdon, 2001; Truxillo et  al., 2002). A meta‐analysis 
(Truxillo et al., 2009) showed that providing explanations to applicants about selection 
procedures to show that they are valid appears to affect applicant fairness perceptions, 
self‐perceptions, test‐taking motivation and test performance. In other words, providing 
explanations to job applicants about selection procedures shows promise as a way to 
improve applicant reactions. Although some of these effect sizes were small (r = 0.10), we 
believe that this area shows promise for future research. As noted by Truxillo and colleagues 
(2009), the research on applicant explanations has included a broad range of explanations 
(e.g., those that focus on the job‐relatedness of the test or on respectful treatment of 
a pplicants), and more research is needed to determine which explanation types are most 
likely to affect applicant reactions.
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Conclusion

Applicant reactions research has evolved considerably since 1990, with a move away from 
simple considerations of face validity to more sophisticated, theory‐based models. In that 
time, applicant reactions have been shown to relate to a number of important outcomes 
proximal to the selection procedure, such as attitudes to the employer and actual 
job  acceptance decisions on the part of applicants. Recent developments in the online 
deployment of HR systems have opened a number of avenues for future research. For these 
reasons, we see this area as continuing to blossom in the coming decades.
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to Organizations and Job Choice
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Introduction

Human capital is arguably the most important asset that an organization can have. 
Consequently, recruitment offers the valuable function of attracting the necessary talent to 
the organization (Rynes & Cable, 2003). The future success of organizations lies in their 
being able to attract, as well as select and develop, high‐potential people with ability, drive 
and talent (MacCrae & Furnham, 2014). The high‐potential and talent literature seems 
more concerned with selection and training than the literature, mainly from vocational 
psychology, on what attracts people to work for an organization.

It is challenging for companies to create and change their personnel image to attract the 
‘right’ staff, a process called employer branding (Edwards, 2010). The first stage of recruit-
ment, when companies try to identify potential applicants, especially high flyers, and con-
vince them to apply through the use of a wide array of recruitment practices, is vital to gain 
a better understanding of which features affect applicants’ initial attraction to companies. 
If they are not attracted at the first stage, they will withdraw and will not be reached by 
later recruitment or selection activities (Collins & Stevens, 2002; Slaughter, Stanton, 
Mohr & Schoel, 2005).

This chapter examines the literature on the factors that attract job applicants to a 
particular organization. It is important to distinguish between being attracted to a job, 
with well‐established and well‐known characteristics and skill requirements, and an orga-
nization that has very different and often unknown attributes (Gomes & Neves, 2011).

There is inevitably a number of factors that play a part in that choice which differ 
according to the demographic and psychographic characteristics of the applicant, as 
well as the cultural, economic and social conditions of the time. Factors that play an 
important part include salary and working conditions, location and training  programmes 
available. Organizations try to develop a reputation as a good employer and a place 
where people want to work. In short, they want a brand that attracts ‘good’ people. 
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This brand marketing may or may not be grounded in reality. That is, what they say 
about themselves, such as their culture and values, may be at odds with the experience of 
the people who actually work for the organization.

Attraction‐Selection‐Attrition Theory

It is probably true to say that there are no specific theories of applicant attraction, however 
various ideas, concepts and models have been applied to the area. Of these perhaps the 
best known is Attraction‐Selection‐Attrition (ASA) theory.

Schneider (1987) proposed a simple but popular theory based on three concepts:

 • Attraction: People are differentially attracted to careers as a function of their own 
interests and personality. That is, they search out potential jobs and employers as a 
function of ‘fit’.

 • Selection: Organizations then select people who they think have the abilities, personality 
and motivation to be successful at the job in their organization. Thus, organizations 
end up choosing people who have many characteristics in common with them and 
hence become more and more homogeneous.

 • Attrition: This occurs when people do not fit the organization and leave.

It is possible to add another stage – socialization – which suggests that once people have 
been selected they are taught ‘what to think’ and ‘how to behave’. In other words, they 
become socialized in the explicit and implicit organizational culture. Thus, people come 
to share a common set of assumptions, values and beliefs.

The theory is simple: for all sorts of reasons people are attracted to certain jobs. They 
may or may not be well informed about the nature of the job or the organizations, or 
indeed whether their particular skills, knowledge or motivation are appropriate. Conse-
quently, applicants may be attracted to jobs without any real knowledge of the industry 
or their particular abilities. After potential employees apply to a particular job or organi-
zation that they are attracted to, they go through a selection process which is aimed at 
hiring people who will thrive in that work. Selection processes differ considerably among 
organizations. The theory suggests that candidates do some sort of matching, where 
they consider their personal assets in terms of abilities, preference and values; and then 
to what extent the organization and the job require those assets. This may seem too 
complicated, implying very purposeful data gathering and decision making on the part 
of applicants.

People often spontaneously apply for several jobs at the same time according to 
convenience of place and time, as well as salary. Nevertheless, the theory is popular because 
it has validity and makes good sense. Moreover, it has been tested in a variety of contexts, 
such as in the context of management (Baron, Franklin & Hmieleski, 2013) showing that 
successful entrepreneurs will pursue their activities and the success that they experience 
will mitigate stress.

The literature on the topic of organizational attraction goes back many years. The latest 
studies concern web applications and the great difference that the web has made to the 
 process (Dineen, Ash & Noe, 2002). Unlike traditional print media, internet‐based recruit-
ment allows for inexpensive, rapid and mass communication to large numbers of applicants. 
Organizational websites become the main source of information for applicants. Moreover, 
an organization’s website can provide a positive first impression and communicate its culture 
to leverage person–organization (PO) fit (Cober, Brown, Levy, Cober & Keeping, 2003). 
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This application has proved to be particularly valuable to public sectors agencies, which had 
traditionally lagged behind in attracting young workers (Chetkovich, 2001).

It is also acknowledged that recruitment is no longer local or even national but interna-
tional, and that recruiting globally poses particular challenges (Phillips, Gully, McCarthy, 
Castellano & Kim, 2014). While researchers acknowledge that a wide variety of factors 
play a part in the whole attraction issue, they focus on very particular issues. Thus, Hsiao, 
Ma and Auld (2014), researching attractiveness for working in the hotel sector in Taiwan, 
focused on ethnic diversity as a central issue, while other studies have looked at issues such 
as the desirability of flextime and flexiplace (Thompson, Payne & Taylor, 2014). Further-
more, many acknowledge that it is a dynamic process, which can change as a function of 
where in the process a candidate is (von Walter, Wentzel & Tomczak, 2010).

The Measurement of Attraction

The measurement of job/organizational attraction is self‐report, usually by interview or 
questionnaire. The central issue is what question(s) to ask to gain a full understanding of 
an applicant’s perception. Nearly all the early studies used single‐item measures, but 
Fisher, Ilgen and Hoyer (1979) devised four‐item measures, which were combined into a 
general company attractiveness measure. The items included attraction and intention, 
though some other studies asked candidates about the organization’s reputation and 
prestige.

Highhouse, Lievens and Sinar (2003) were perhaps the first to devise a psychometrically 
sound, multidimensional measure which could be used in research studies to make them 
in some sense comparable. They developed a 12‐item, 3‐factor measure which assesses the 
general attractiveness of the organization, intentions to pursue and prestige. Their model 
suggests that the attractiveness and prestige of the organization together predicted the 
intention to get a job, which leads to organizational pursuit. It remains one of the few 
measures in this area. It is perhaps surprising that no one appears to have developed a 
m ultidimensional measure of organizational attractiveness.

Another research avenue concerns attempting to describe organizations in trait terms. 
For instance, there is a literature on symbolic, trait‐based inferences about organizations 
in five dimensions: sincerity, excitement, competence, prestige and ruggedness (Schreurs 
Druart, Proost & De Witte, 2009). This enables people to match more easily their 
p erceived own personality with that of the organization (Nolan & Harold, 2010).

What do applicants want?
The first impressions of a company as an employer have been shown to be related to initial 
attraction to an organization (e.g. Turban, Forret & Hendrickson, 1998). Brand image is 
a concept with a long history in the marketing literature (e.g. Keller, 1993; Levy, 1957). 
Lievens and Highhouse (2003) developed the ‘instrumental‐symbolic’ framework (based 
on brand image theory) where images are composed of both instrumental and symbolic 
dimensions. Instrumental image dimensions describe the company in terms of objective, 
concrete and factual attributes that may or may not obtain (Lievens, van Hoye & Anseel, 
2007). Applicants’ attraction to instrumental attributes is related to more utilitarian 
needs, such as pay, advancement opportunities and job security (van Hoye, Saks, & 
Weijters, 2014). Symbolic image dimensions describe the company in terms of subjective, 
abstract and intangible traits. In lay terms, symbolic image dimensions concern how people 
understand a company and make inferences about it. Employees use these symbolic traits 
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because they help them to maintain their self‐identity, improve their self‐image or express 
themselves (Shavitt, 1990).

Studies on this theoretical framework have shown that instrumental/symbolic image 
dimensions are related to the perception of organizational attractiveness, organizational 
identification and recommendation intentions from employees (Lievens, van Hoye & 
A nseel, 2007). The most important finding is that symbolic image dimensions account for 
more incremental variance than instrumental image dimensions predicting organizational 
attractiveness. Moreover, companies are better differentiated from each other based on 
symbolic than on instrumental attributes (Lievens & Highhouse, 2003). Van Hoye, Bas, 
Cromheecke and Lievens (2013), using a Turkish sample, investigated whether these find-
ings apply in collectivistic cultures. They confirmed that both dimensions are related to 
companies’ attractiveness as an employer (e.g., Lievens, 2007). More specifically, they found 
that Turkish applicants are more attracted to companies that offer better working conditions 
and to companies that are perceived to be more competent. However, the most important 
conclusion from their study is that their findings are in line with findings in Western soci-
eties, demonstrating generalization. As in Western countries, symbolic traits that applicants 
associate with companies account by far for more incremental variance than instrumental 
traits, indicating that they may be the key determinants of companies’ attraction.

As noted above, the first issue for researchers in the area is to try to list the most impor-
tant factors in the prediction of applicant attraction. Thereafter, research needs to 
concentrate on how these may be ranked and weighted, and more importantly how they 
interact with each other dynamically.

Many studies have attempted to list the factors. One of the first and most important 
meta‐analysis, by Chapman, Uggerslev, Carroll, Piasentin and Jones (2005), looked at 
studies on applicants’ attraction, job choice and reactions to selection procedures. They 
concluded that the best way to address this issue is to split the literature into three types 
of variables. Recruitment outcomes include:

1 Job pursuit intentions: These include submitting an application, visiting a site, attending 
an interview or generally staying in the applicant pool without committing to the job.

2 Job/organization attraction: This is the applicant’s overall evaluation of the job and/
or the organization.

3 Acceptance intentions: This refers to accepting intentions before and/or after a job 
offer is made.

4 Job choice: This refers to accepting or declining a job offer.

The second type of variable is predictors of which there are six:

1 Job and organizational characteristics: Those relate to the job (pay, benefits, type of 
work) and the organization (image, size, location).

2 Recruiter characteristics: Who and how the recruitment is done.
3 Perceptions of the recruiter process: Interpersonal treatment, timely information as well 

as the validity and procedural fairness of the whole process.
4 Perceived fit: This is the process where the applicant interprets the perceived charac-

teristics of the job, organization and recruiter in the light of their own needs and 
values.

5 Perceived alternatives: The applicants’ perceived marketability, namely the perception 
of viable and attractive job alternatives.

6 Hiring expectation: Evaluations of the likelihood of being offered a position in the 
organization.
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The third part is the moderator variables, which include gender and race. C hapman and 
colleagues concluded that both job and organization characteristics are important param-
eters of the recruiting outcome, that how the recruiting is done is much more important 
than who does it. Third, the perception of fit is one of the strongest predictors of attraction, 
and can involve considerable organizational resources to achieve.

Finally, an important practical question is, what should employers do to maximize the 
effects of their recruiting efforts with the fewest resources? Our results suggest several 
answers to this question. Early in the recruitment process, recruiters demonstrating person-
able behaviours may persuade applicants to pursue the position. Thus, selecting recruiters for 
how personable they are or training them to be personable would be worthwhile. Empha-
sizing positive characteristics associated with the work environment and organizational 
image may also enhance attraction to the position. Fair and considerate treatment through-
out the recruitment process appears to be important with respect to acceptance intentions. 
Training recruiters to enhance perceptions of fairness by providing explanations for selection 
procedures, keeping applicants informed and avoiding undue delays in responses are all 
 recommended to improve recruiting effectiveness. Although it is not a marked effect, a 
recruiter may entice a desired applicant into accepting a job offer by letting the applicant 
know that a job offer is likely in an effort to raise expectations about being hired. At a 
minimum, recruiters using difficult selection procedures should attempt to  mitigate the 
 negative consequences of reduced expectations of being hired by informing candidates that 
the selection task is very difficult and that many successful applicants find it challenging. 
Recruiters should also be aware that if time and resources are available, additional gains may 
be had by focusing on the values and needs that seem most in line with the values and needs 
of the applicant (i.e., enhancing the applicant’s perceived fit with the organization). Next, 
we discuss the limitations associated with this research and suggest some issues that we 
believe researchers should focus on in the future (Chapman et al., 2005, p. 940).

Another meta‐analysis by Uggerslev, Fassina and Kraichy (2012) followed Chapman 
and colleagues’ (2005) but reduced it to seven characteristics:

1 Job characteristics: The favourability of attributes associated with the job, such as the 
intrinsic nature of the job and the compensation package.

2 Organizational characteristics: These include the image of the company, work environ-
ment, familiarity with the application, location and size. It might involve whether the 
company is in the private or public sector or indeed whether the company is foreign owned.

3 Recruiter behaviours: These include perceived recruiter competence, how personable, 
trustworthy and informative they are, and time spent recruiting.

4 Recruitment process characteristics: These include the attractiveness of various recruiter 
activities, as well as the perception of messages being complete, credible, r ealistic and 
timely. It also includes perceptions of procedural justice and of job‐relatedness, 
treatment, timeliness and selection testing.

5 Perceived fit: This includes the perceptions of person–job and person–organization 
fit, such as in how well their goals, ideals and values fit the organization.

6 Perceived alternatives: These include all perceptions of employment alternatives.
7 Hiring expectations: These include the perceptions of how likely they are to receive a 

job offer from the company.

Uggerslev and colleagues (2012) conclude:

Organizational characteristics are more heavily weighed by applicants when maintaining appli-
cant status as compared to the stage of application, and recruitment process characteristics are 
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weighed progressively more as the recruitment stages advance. Job characteristics accounted 
for the greatest unique variance in job choice decisions. Job characteristics are more predictive 
in field studies, whereas recruiter behaviours, recruitment process characteristics, hiring 
e xpectancies, and perceived alternatives produced larger effect sizes in the laboratory. 
Results  are discussed in terms of their theoretical and practical implications with future 
research suggestions. (p. 597)

However, the application process is dynamic and changes over time. Carless (2005) 
noted that perceptions of person–job and person–organization fit were important at dif-
ferent stages in the process, with the former being more important in the early stages. 
Harold and Ployhart (2008) were interested in how, when and why applicant decision 
making changes. They argue that the weighting of items changes as they progress. For 
instance, the process might affect their beliefs about their market value, which is an impor-
tant factor. Von Walter and colleagues (2010) have argued that the time perspective makes 
a difference. Individuals with a more distant time perspective seem more interested in 
more abstract, higher‐level factors.

One issue for those interested in attracting good staff is where to advertise and what to 
say. There is a variety of media to choose from: print media, websites, etc. It is possible to 
make all sorts of distinctions: websites may be been as high‐information, younger person‐
oriented and more flexible, while print media is low‐information, older person‐oriented 
and less flexible. It is also a matter of branding for the organization which might want 
to be seen as high‐tech and modern or more serious and conservative. Baum and Kabst 
(2014) note that ‘high‐information rich’ media‐like websites are much more effective than 
older, ‘low‐information’ websites. They suggest that online job boards or social media are 
excellent platforms for recruitment advertisements.

The Selection Process

One factor that plays a part in applicants’ attraction is the organization’s reputation in how 
it selects its personnel. Some organizations make a big issue of the selection process, while 
others try to keep it quiet. Some invest large sums in designing assessment centres, while 
others continue to rely on the gut instinct of particular individuals, some of whom are 
trained and others not.

There is a considerable literature on the role of trustworthiness in recruitment and 
selection, reviewed by Klotz, Da Motta Veiga, Buckley and Gavin (2013). Both applicants 
and interviewer(s) expect the other party to tell the truth about themselves and the orga-
nization. Most expect information to be accurate, complete and honest, and that promises 
made will be kept. This is as true of the recruitment, pre‐entry period as it is of the selec-
tion process. Both parties make judgements about the benevolence, integrity and ability of 
the other, which has an immediate impact on the outcome of the process. Both candidates 
and selectors are often tempted to indulge in ‘impression management’, which can 
s eriously backfire when they are exposed.

Serious candidates for any job like to feel that any assessment method is fair and accurate 
and that they have a full opportunity to express their opinions, but also show their 
strengths. It has been reported that candidates object strongly to certain selection tests or 
processes, resulting in an organization attract poor publicity (Furnham, 2008). There are 
issues of who does the selection and these include in‐house managers and HR specialists, 
as well as consultants employed for their technical knowledge and skill. The second issue 
is what the selection process involves, which is often little more than the standard trio of 
application form, references and (unstructured) interview.
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On the other hand, there is an extensive literature on job applicants’ perceptions of 
selection methods (Rynes, 1993). This topic has gathered considerable academic interest 
and has attracted more than one special issue in relevant journals (Anderson, 2004; 
Hulsheger & Anderson, 2009). One research focus has been applicants’ fairness percep-
tions of different selection methods (Carless, 2006; Chan & Schmitt, 2004; Truxillo, 
Bauer, Campion & Paronto, 2006; Truxillo, Steiner & Gilliland, 2004). These include 
applicant perceptions of assessment centres (Baron & Janman, 1996), cognitive ability 
tests (Chan, Schmitt, DeShon, Declause & Delbridge, 1997) and online selections 
methods (Lievens, De Corte & Brysse, 2003). It seems that applicants tend to favour, and 
rate as fair, work samples and interviews over paper‐and pencil tests (Bertolino & Steiner, 
2007; Nikolaou & Judge, 2007).

Studies have indicated that fairness perceptions of selection methods have an impact on 
various outcomes, including applicant self‐efficacy and self‐esteem (Robertson & Smith, 
2001), job‐acceptance intentions, motivation to pursue employment and likelihood of 
recommending the organization to friends (Sanchez, Truxillo & Bauer, 2000).

Some researchers have aimed to model exactly what the conditions and aspects of the 
selection process are that applicants react to. Gilliland (1993) proposed that fairness per-
ceptions are based on whether the selection method is strongly job‐related; if the applicant 
is given the opportunity to perform; whether they get feedback; and the existence of two‐
way communication channels. However, Gilliland’s procedural and distributive justice 
model, as well as a large proportion of the fairness perception literature, has been criticized 
for not taking into consideration more individual characteristics (e.g., sex and age) which 
might explain variation seen in fairness perceptions of different selection methods across 
studies (Chan & Schmitt, 2004).

In their meta‐analysis of 15 years of fairness perception literature, Ryan and Ployhart 
(2000) note that ‘few studies have looked at individual difference correlates. Indeed few 
studies have looked at subjects across multiple types of procedures and we need such 
research to determine how malleable applicant perceptions are’ (p. 590). Reeve and Lam 
(2007) found that intelligence (g) was the common antecedent for cognitive test 
performance, test motivation and perceived fairness of selection method, suggesting that 
cognitive ability can explain a significant proportion of fairness perception variations. 
B ernerth, Field, Giles and Cole (2006) found that agreeableness and openness were posi-
tively associated, and neuroticism negatively associated with procedural and distributive 
justice. Similarly, Truxillo and colleagues (2006) found that neuroticism and agreeableness 
were the most constant predictors of applicant perceptions. Viswesvaran and Ones (2004) 
investigated whether personality and cognitive ability were related to the importance 
attached to personnel selection system characteristics, but found that few personality 
v ariables were associated. However, it should be noted that this study investigated the 
‘importance placed on selection method characteristics’ as the outcome measure, which is 
not the same as fairness perceptions per se.

One recent study explored beliefs about both fairness and accuracy in university selec-
tion. Furnham and Chamorro‐Premuzic (2010) investigated students’ perceptions of the 
accuracy and fairness of 17 assessment methods to measure eight traits/characteristics 
thought to be desirable in students. Results for accuracy and fairness judgements are shown 
in Tables 5.1 and 5.2 and were similar, with drug, general knowledge and intelligence tests 
being thought of as the least accurate and fair, while panel interviews and references were 
thought of as among the fairest. Factor analyses of the accuracy data showed that there are 
two underlying components: test methods and face‐to‐face methods. There was consider-
able consensus among the 322 respondents. The only individual difference variable which 
was shown to explain any variance in accuracy perceptions was self‐assessed intelligence.
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The job interview process is an opportunity for an organization to showcase its values. 
It is a marketing opportunity to attract staff. If an organization gains a reputation for 
b eing perfunctory, prejudicial or outdated in their selection methods, this will have an 
impact on its reputation and the willingness of people to apply to it. The two factors that 
seem to interest applicants is the fairness of the procedure, followed by its perceived 

Table 5.2 Descriptive statistics and Cronbach’s alphas for all 
assessment methods – fairness.

Selection method Cronbach’s alpha M SD

Face‐to‐face interview 0.88 43.28 12.97
Outward‐bound leadership 0.76 30.66 10.38
References 0.90 27.49 12.34
Panel interview 0.83 20.18 10.78
Discussion 0.81 30.65 9.84
Oral presentation 0.85 32.36 11.09
Personality test 0.87 35.30 12.03
Telephone interview 0.87 34.93 11.88
Video 0.84 35.37 11.09
Essay 0.85 35.89 11.76
Situation exam 0.88 36.86 12.63
Assessment centre 0.89 38.74 12.82
Unseen course‐related exam 0.86 42.04 12.53
Application form 0.88 37.42 14.17
General knowledge test 0.90 42.94 13.99
Intelligence test 0.88 43.28 12.97
Drug test 0.93 54.08 15.89

Table 5.1 Descriptive statistics and Cronbach’s alphas for all 
assessment methods – accuracy.

Selection method Cronbach’s alpha M SD

Face‐to‐face interview 0.79 25.69 8.65
Outward‐bound leadership 0.76 26.59 9.34
References 0.89 27.43 11.70
Panel interview 0.80 27.64 8.91
Discussion 0.78 28.62 8.56
Oral presentation 0.78 30.78 9.11
Personality test 0.68 32.93 8.21
Telephone interview 0.87 33.77 10.94
Video 0.82 34.54 10.43
Essay 0.79 35.17 10.39
Situation exam 0.83 35.54 10.78
Assessment centre 0.87 36.45 10.97
Unseen course‐related exam 0.84 36.45 10.31
Application form 0.86 38.46 12.89
General knowledge test 0.96 42.60 11.81
Intelligence test .83 44.08 11.11
Drug test 0.92 52.17 15.84

N = 185–322
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 validity. It may be that people are very poorly informed about the validity of different 
measures as the data in Tables 5.1 and 5.2 show. That is, for whatever reason they believe 
there is good evidence that certain tests/procedures are highly valid when they are not 
(e.g., unstructured interviews) or invalid when they are (e.g., intelligence tests). This can 
present a problem for an organization that wishes to use proven methods in selection but 
where applicants believe them to be inaccurate or prejudicial.

The Public versus the Private Sector

There are many differences between jobs in the public and private sectors. Certainly, 
i deology plays a part in job choice. Some people declare that for socio‐political reasons 
they would never work for a particular organization, such as an international bank, a phar-
maceutical company or a fast‐food manufacturer. They argue that their personal values 
conflict with those of the organization. While there are many inaccurate stereotypes about 
the differences between these different types of organizations (e.g., people in the public 
sector have less well paid but more secure jobs and enjoy many more fringe benefits) 
studies have explored differences between those working in the two sectors. The assump-
tion is that these differences are, in part, responsible for their attraction to and choice of 
an organization in different sectors.

Public service motivation (PSM) is defined as ‘an individual’s predisposition to respond 
to motives grounded primarily or uniquely in public institutions and organizations’ 
(Perry & Wise, 1990, p. 368). PSM is related to organizational commitment, job satisfac-
tion and task performance (Hilliard, Doverspike & Carpenter, 2010). Individuals with 
high PSM scores tend to be female, managers and obtain higher education qualifications 
(Bright, 2005). A very interesting finding is that PSM is more related to the perceptions 
of fit with the public sector than with attraction to it. Thus, an individual’s attraction to a 
company depends on perception of fit with the company’s values and culture. They also 
show that PSM overlaps with agreeableness. As a consequence, people attracted to public 
service tend to be more compassionate, friendly, cooperative, caring and willing to make 
sacrifices for others.

Some have looked at personal values, while others have concentrated on personality 
traits and motivation (Carpenter, Doverspike & Miguel, 2012). Solomon (1986) com-
pared 240 Israeli managers from the two sectors and found private sector managers 
 reported greater job satisfaction. Flynn and Tannenbaum (1993), two US psychologists, 
found private sector managers showed higher organizational commitment, as well as a 
sense of autonomy and challenge, than public sector managers. Lyons, Duxbury and 
H iggins (2006), in their study of 549 private, public and ‘para‐public’ knowledge workers, 
found that private sectors workers expressed more organizational commitment. However 
there were few differences between them on general or work values. Bourantas and Papal-
exandris (1999) compared 778 public and 139 private sector Greek managers on nine 
measures, including locus of control, a Protestant work ethic (PWE) and tolerance of 
ambiguity. All but three showed significant differences from private sector managers, with 
higher needs for growth and clarity, as well as a sense of competence and general activity 
level. In a review of 34 studies comparing managers in public and private sector jobs, 
Boyne (2002) examined 13 hypotheses, most of which showed no significant differences. 
He did, however, find that public sector managers are less materialistic and organization-
ally committed than their private sector counterparts. Buelens and Van den Broeck (2007) 
studied 3,314 Belgian private and 409 public sector employees and found the former 
much more extrinsically oriented than the latter. They found the choice of work–life 
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balance the most powerful motivational difference, accounting for people choosing the 
sector. Also, by looking at other, potentially confounding factors such as gender, age, edu-
cation and job level, they showed that most of the observed differences in motivation 
(intrinsic/extrinsic) were explained by differences in job content rather than sector. In a 
study of motivational differences of 1,220 American managers, Lee and Wilkins (2011) 
concluded that the difference between the two sectors creates discrete organizational 
c ultures, which affect their ability to attract potential employees.

In a recent study, Furnham, Hyde and Trickey (2014) looked at the ‘dark side’ of 
employees in the two sectors. They found that public sector employees tend to be more 
cautious, socially anxious, withdrawn and acquiescent than those in the private sector. 
Further, public sector employees were less likely to display the same levels of persuasive, 
influential, self‐confident and innovative behavioural styles than those in the private sector. 
On the other hand, people in the private sector were more likely to be cynical about 
others’ motives and to suspect others of organizational politicking and other machina-
tions. Private sector employees tended to be more outgoing, optimistic, charming and 
innovative and have enhanced communication skills. They were also more likely to involve 
others in work activities and have a stronger social presence than those in the public sector. 
The job attraction literature appears not to have taken much interest in this difference, 
which merits more research.

One interesting question is whether these results are replicable across countries and 
c ultures, particularly if the country has a long history of socialism versus capitalism.

Values at work
It seems obvious that people are (partly) attracted to their work as a function of their 
values and interests. There is a considerable literature on this.

Holland (1973) suggests that there are only six types of jobs and six types of people who 
fit them. Within a person or environment, some pairs of types are more closely related than 
others, and that the relationship within (which yields a measure of consistency) and bet-
ween (which yields a measure of congruency) personality types or environments can be 
ordered according to a hexagonal model as shown in Figure 5.1, in which the distance 
within and between the personality profiles and job codes are inversely proportional to the 
theoretical relationships between them. The types are ordered as follows: realistic, investi-
gative, artistic, social, enterprising and conventional (RIASEC).

The letters are listed in rank order, so that the type listed first is the type the person most 
resembles. As a useful and approximate way of showing the degrees of relatedness among 
the six types, they are arranged at the vertices of a hexagon, such that the closest are the 
most similar. Thus, the investigative and artistic types are similar and hence closer, because 
both are concerned with intellectual pursuits, although in different ways: the investigative 
type is more methodological and data‐oriented, the artistic type more spontaneous. By 
contrast, the investigative type who is relatively asocial and analytical differs most from the 
self‐confident and persuasive enterprising type. Similarly, the spontaneous, disorganized 
and creative artistic type contrasts sharply with the self‐controlled, conforming, unimagi-
native conventional type. The idea is all about fitting a round peg into a round hole, in 
other words, finding the most appropriate job given a person’s values, preferences and 
attitudes.

Many researchers in this area attempt to measure motivation at work, as well as attraction to 
a job by values. Furnham, Eracleous and Chamorro‐Premuzic (2009) used the Work Values 
Questionnaire (WVQ) factored into three factors: security and conditions, status and rewards, 
and personal development and stimulation. More recently, MacCrae and Furnham (2014) 
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found evidence on two major factors: the intrinsic and the extrinsic. A factor analysis of the 
15 extrinsic items found three factors explaining 64% of the variance: Extrinsic Facet 1: 
Security 21%; Extrinsic Facet 2: Compensation 24%; Extrinsic Facet 3: Comfort 19%. A 
factor analysis of the 15 intrinsic items found three factors explaining 60% of the variance: 
Intrinsic Facet 1: Autonomy 20%; Intrinsic Facet 2: Recognition 24%; Intrinsic Facet 3: 
Affiliation 16%.

Indeed, one of the most fundamental distinctions made in this area is between intrinsic 
and extrinsic motivation. The former refers to the fundamental nature of the job. People 
are attracted to a job because they enjoy the tasks they are required to do; it is meaningful 
and fits their ability, temperament and skills. They represent a preferred activity where job 
demands are fully met by individual talents. Extrinsic motivation refers to the rewards for 
the activity rather than the activity itself. These may include salary, benefits, holidays, etc. 
People choose these jobs not specifically for the activity but rather the objective rewards. 
All jobs offer both, but it is interesting to note that job advertisements more often stress 
extrinsic over intrinsic rewards. However, jobs such as military service or work in the 
health service stress intrinsic motivation.

Individual Differences

It is clear that there are individual differences in job attraction and choice (Bipp & 
Demerouti, 2014). To a large extent this is the central concern of vocational psychology, 
though this is mainly concerned with person–job rather than person–organization fit. The 
central question is: which individual difference factors are relevant to person–job attraction? 
The following seem particularly relevant.

Perceived control
Those who believe they are in control of their own actions, and the results of those actions 
tend to be more proactive, seek more control and exert more effort to succeed. Perceived 
control describes whether they are in control of they own actions and outcomes (internal 
locus of control) or outside forces control their outcomes and action (external locus of 
control). It assumes that individuals develop general expectations regarding their ability to 
control their lives.

People who believe that the events that occur in their lives are the result of their own 
behaviour and/or ability, personality and effort are said to have the expectation of internal 

Figure 5.1 RIASEC. Source: Adapted from Holland (1973).
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control, whereas those who believe events in their lives to be a function of luck, chance, 
fate (i.e., God(s), powerful others or powers beyond their control), comprehension or 
manipulation are said to have an expectation of external control. Managers with internal 
locus of control tend to see threatening events at work as less stressful and cope with it 
better than managers with external locus of control.

Locus of control is related to desire for control, conceived as a trait reflecting the extent 
to which individuals are generally motivated to control events in their lives. People with a 
high desire for control tend to have internal control, higher aspirations, to be more persis-
tent and respond more to challenge, and to see themselves as the source of their success 
(Spector, 1982).

There is also considerable evidence to suggest that personality traits and cognitive 
abilities are significantly and logically related to general as well as work‐specific locus of 
control beliefs. Thus, these beliefs may moderate or mediate the relationship between 
traits, abilities and work‐related outcomes. Those with high conscientiousness tend to 
have more confidence in their ability to control situations so they in turn are more likely 
to plan, act and succeed.

The work ethic
The concept of the Protestant work ethic (PWE) was devised by the German sociologist 
Max Weber (1905), who saw it in part as the explanation for the origin of capitalism. 
People who believe in PWE tend to be achievement‐ and success‐oriented, stress the need 
for efficacy and practicality, tend to be disinclined to leisure, and are conservative and 
c onscious about wasting time, energy and money.

Despite all the arguments and research on PWE, there are relatively few clear definitions 
of what it is. PWE can be summarized as follows: a universal taboo is placed on idleness, 
while industriousness is considered a religious ideal; waste is a vice and frugality a virtue; 
complacency and failure are proscribed, and ambition and success are taken as signs of 
God’s favour; a universal sign of sin is poverty, and the crowning sign of God’s favour 
is wealth.

At the centre of the concept is the idea that the values and beliefs underlying PWE 
(morality, control, delayed gratification, asceticism, hard work) lead to economic success 
at both an individual and national level. In this sense, PWE can be conceived as a person-
ally held belief system that is predictive of economic success. The latest measure of PWE 
assesses seven beliefs:

1 The centrality of work: A belief in work for its own sake; the central part of one’s life.
2 Self‐reliance: The value of striving for independence and success at work.
3 Hard work: A belief in the virtue of hard work – long hours, intense concentration.
4 Leisure: A belief in productive leisure.
5 Morality and ethics: A strong sense of justice at work.
6 Delayed gratification: An orientation to the future and an ability to postpone 

rewards.
7 Wasted time: A stress on the productive use of time.

Work passion
Over a 20‐year period, Vallerand (2008) worked on the psychology of passion. Vallerand 
defined passion as a ‘strong inclination toward an activity that people like, find important 
and in which they invest their time and energy’ (p. 1). Over time people discover that 
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some activities rather than others seem to satisfy their needs for competence, autonomy 
and relatedness. These thus become passionate, self‐defining and identity‐determining to 
which people devote time and energy. Passion has powerful affective outcomes and relates 
strongly to persistence in various activities.

Vallerand (2008) distinguished between healthy harmonious (HP) and unhealthy 
obsessive p assion (OP). He suggests that HP is the autonomous internalization of an 
activity into identity when people freely accept the activity as important for them. It is 
done voluntarily, and not by compunction. HP for an activity is a significant but not over-
powering part of identity and harmonizes with other aspects of a person’s life. On the 
other hand, the drivers of OP are essentially specific contingencies and include self‐esteem, 
excitement or self‐acceptance. People feel compelled to engage in certain activities because 
of these c ontingencies which then come to control them. OP has an addictive quality 
because it is perhaps the only source of important psychological rewards. In this sense, 
‘workaholism’ is a sign of OP not HP.

The theory suggests that HP leads to more flexible task engagement, which in turn 
leads to more engagement through the process of absorption, concentration, flow and 
positive effect. OP, on the other hand, leads to more rigid and conflicted task performance, 
which reduces engagement. HP controls the activity; OP is controlled by it. The former 
promotes healthy adaptation, while the latter thwarts it.

The question is how organizations encourage HP rather than OP. The answer is to

provide employees with a healthy, flexible, and secure working environment, one where their 
opinion is valued, will create conditions that facilitate the development of harmonious 
p assion…organizational support seems to foster an autonomous‐supportive context that 
allows individuals to internalise the activity in their identity in an autonomous fashion. 
(Vallerand, 2008, p. 193)

Need for cognition
One variable that has been shown to relate to both intelligence and personality traits is the 
need for cognition (NFC), introduced by Cacioppo and Petty (1982) as a stable person-
ality trait relating to the tendency to engage in and enjoy effortful cognitive activity. 
Individuals high in NFC tend to seek information when faced with a problem. Such people 
also think about and reflect on issues, use more rational arguments and are more open to 
new ideas. Individuals low in NFC, by contrast, tend to use cognitive heuristics and rely on 
others for information or opinions. NFC is not an ability to think, but an intrinsic motiva-
tion to think, and indeed correlates strongly with various measures of intrinsic motivation. 
Tanaka, Panter and Winborne (1988), for example, identified three factors in the 34‐item 
scale, which they labelled cognitive persistence (enjoyment of engaging in cognitive tasks), 
cognitive confidence (confidence about engaging in cognitive activities) and cognitive 
complexity (preference for complex or simple information processing demands).

Typical Intellectual Engagement scale
Goff and Ackerman (1992) conceptualized the Typical Intellectual Engagement (TIE) 
scale as a measure of an individual’s typical level of intelligence and developed a self‐
report scale to assess (rather than measure) an individual’s level of intelligence. Higher 
scores indicate a stronger inclination to engage in intellectual activities. Sample items 
from the TIE scale are: ‘You enjoy thinking out complicated problems’, ‘The notion of 
thinking abstractly is not appealing to me (reverse‐scored)’, and ‘I read a great deal.’ 
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The conceptual importance of TIE is advocated on the basis of possible differences in 
individuals’ level of intellectual investment. Two individuals with the same IQ or maximal 
performance may differ in their level of intellectual investment or typical performance. 
TIE posits that an individual’s level of intellectual investment will have positive develop-
mental effects on their acquisition of skills and knowledge in adulthood. TIE implies that 
typical performance may be as important in determining future intellectual competence 
as maximal performance, or, in simple terms, that personality may explain differences in 
adult intellectual competence, while ability may not. TIE may refer to aspects of typical 
performance not encompassed by established personality traits and is therefore of poten-
tial value in expanding or understanding individual differences, in particular with regard 
to the dispositional or trait d eterminants of educational achievement.

Entrepreneurial spirit
Many but not all high flyers tend to have an entrepreneurial spirit. There are various 
c omponents to this, including ideas as a need for achievement. Those who have a high 
need for achievement tend to:

 • Exercise some control over the means of production and produce more than they 
consume.

 • Set moderately difficult goals for themselves.
 • Try to maximize the likelihood of achievement satisfaction.
 • Want concrete and regular feedback on how well they are doing.
 • Like assuming responsibility for problem‐solving.
 • Show high initiative and exploratory behaviour in their environment.
 • Continually research the environment for opportunities of all sorts.
 • Regard growth and expansion as the most direct signs of success.
 • Continually strive to improve – the Japanese kaizen concept.

Entrepreneurs show a number of clear behaviour patterns. They tend to be more 
p roactive and more opportunistic than the general population. They tend to be efficient 
and produce high quality work, while often being seen as personally driven and competi-
tive. Finally, they are more likely than the general population to show deeper commitment 
to others and their business relationships.

The Five‐Factor Model

The five‐factor model (FFM; also known as the Big Five) assesses five basic personality 
domains: extraversion, neuroticism or emotional stability, agreeableness, conscientious-
ness and openness to experience (McCrae & Costa, 1990). FFM is considered one of the 
most valid and reliable research models on personality and leadership (Barrick & Mount, 
1991; Judge, Bono, Ilies & Gerhardt, 2002; McCrae & Costa, 1997) for two main 
r easons. First, the five domains are extremely stable over the lifespan (McCrae & Costa, 
1990; Rantanen, Metsapelto, Feldt, Pulkkinen & Kokko, 2007); and second, it consis-
tently predicts many work‐related findings (Barrick & Mount, 1991; Furnham, 2008). 
The FFM domains have been identified as the ‘bright side’ of personality (Hogan, 
Curphy & Hogan, 1994) because they characterize people when they are at their best 
(Hogan, Hogan & Kaiser, 2010).
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People who score high on openness to experience are said to be artistic, curious, 
i maginative, insightful and original; they have a wide range of interests. They tend to value 
intellectual matters and can be rather unconventional, with possible ‘unusual thought pat-
terns’. Synonyms for openness include intellectance or intellectual competence and it is no 
surprise that, of all the trait variables, it shows the highest correlation with intelligence, in 
the region of r = 0.30. This suggests that open, curious individuals read more, explore 
their environment and seek answers to many questions. In doing so, they acquire a large 
knowledge base, which is related to crystallized intelligence. Thus, open people perform 
well on intelligence tests. Furthermore, this increases as they get older. Openness is 
a ssociated with intellectual curiosity, a life of the mind, imagination and artistic sensitivity. 
It is also related to need for cognition.

Openness is also correlated with creativity. Open individuals tend to have a wide range 
of interests, they often tend to have unusual thought processes and they acquire a reputa-
tion for making unconventional judgements. They value intellectual matters and are 
q uestioning. Therefore, it is no surprise that the correlations between intelligence tests 
(both fluid and crystallized) and creativity and measures of openness are significant and 
positive, usually in the range r = 0.2–0.5. Of all the personality traits it is openness that can 
best serve as a proxy for intelligence, because it is so (relatively) highly correlated with it 
(Furnham, 2008).

Individual differences can influence applicant attraction by how they respond to stimuli 
(e.g., Hough, Oswald & Ployhart, 2001, show that individuals with higher scores in extra-
version and emotional stability have more positive responses to situations), by behaviour 
patterns and by traits that would turn into positive work outcomes once hired (e.g., ability 
experience and conscientiousness).

Bernerth, Feild, Giles & Cole (2006) found that agreeableness and openness were 
p ositively associated, and neuroticism negatively with procedural and distributive justice. 
Similarly, Truxillo, Bauer, Campion and Paronto (2006) found that neuroticism and 
agreeableness were the most constant predictors of applicant perceptions.

Swider, Zimmerman, Charlier and Pierotti (2015) conducted a meta‐analysis to inves-
tigate the relation between applicants’ deep‐level characteristics such as ability, personal-
ity and experience and surface‐level characteristics such as race, age and gender with 
applicant attraction. They note: ‘Based on the results of this study, applicants high in 
Conscientiousness, Extraversion, work experience, and Emotional Stability as well as low 
in ability would be wise to recognize that they are more likely to be predisposed to 
feeling attracted to organizations, which may prevent them from eliminating alternatives’ 
(p. 80). Having been clearer about their real preferences such individuals may be better 
able to make more informed choices from a narrower set of options (Barber, Daly, 
G iannantonio & Phillips, 1994). The study highlighted the independent influence of the 
person, and that self‐awareness of personal preferences can assist applicants in making 
better career choices rather than relying on organizations to deselect them. Swider and 
colleagues 2015, p. 80) also noted that organizations that seek to attract conscientious, 
emotionally stable, extraverted and experienced applicants benefit from a head start in 
engendering attraction in applicants. However, high‐ability applicants are likely to be 
high‐performers once hired and are rightfully sought by recruiting organizations 
(Schmidt & Hunter, 1998), and thus are in greater demand. While ability–attraction 
relationships had relatively modest effect sizes in terms of main effects and across moder-
ator analyses, in the study their consistency was substantially impacted the success of 
selection systems, as even small changes in offer acceptance rates have a sizeable effect on 
recruitment plans (Murphy, 1986).
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Future Research

There are many opportunities for future research in this area.
One such area is the development and use of a well‐validated, multidimensional 

m easure of job attraction. International research collaboration or cross‐cultural studies 
using d ifferent populations and a consistent test would help in deepening our under-
standing.

A second area is the paucity of models or overarching theories. The development and 
sequent testing of such a model could provide a more comprehensive list of the factors 
involved; further, by testing in different national and generational populations a more 
sophisticated understanding of their relationship and weightings developed.

Conclusion

Choosing the right job in the right organization is important to an individual’s long‐term 
happiness and welfare, as well as that of the organization they choose to work for. Most 
organizations spend considerable resources on recruitment and selection. They aim to 
attract people with particular skills, values and motivation who will be both happy and 
productive in the organization. Similarly, job‐seekers want accurate and reliable information 
about all aspects of the job and the organization before they apply. It is clear that there are 
individual differences in job/organizational attraction as a function of ability, personality 
and values.

From a recruiting perspective, in the early stages recruiters should show personable 
behaviours that will entice applicants to pursue the job. Recruiters should enhance the 
perception of fairness by explaining the selection procedures, keeping the applicants 
informed and minimizing delays. The recruiter has the ability to influence a desired appli-
cant into accepting an offer. Finally, recruiters should mitigate any negative consequences 
of difficult selection procedures that may reduce the expectations of being hired and 
inform the applicants that the selection task is demanding and could be challenging for 
many successful applicants.

There are no powerful theories in this area, save perhaps ASA theory. Moreover, there 
are many studies that measure two or three factors at a time without providing a model of 
all the factors that are relevant to the issue of attraction.

Regarding personality, extraversion and conscientiousness seem to have the strongest 
positive relation in applicant attraction. Energetic, enthusiastic, talkative, assertive and 
gregarious individuals who are also thorough, careful, efficient, organized, self‐disciplined, 
task‐oriented and aim for achievement tend to be the most desired employees.

Emphasizing the positive elements linked with the work environment and organiza-
tional image enhances attraction to the job. Also, fair and considerate treatment 
through the recruitment stage plays an important role in accepting a job offer. Person–
organization fit plays a critical role influencing organizational attraction. From an orga-
nization perspective, attraction is related to the instrumental‐symbolic framework, 
where applicants differentiate between organizations based on their trait inferences 
(symbolic) rather than traditional job and organization characteristics (instrumental). 
Instrumental traits are tangible and objective, whereas symbolic traits are related to 
self‐expression, image and brand (Lievens & Highhouse, 2003). Using this knowledge, 
organizations can differentiate themselves from their competitors and use their culture 
and identity as an advantage to attract personnel that have similar values and are more 
committed.
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Introduction

Ethics in recruitment and selection has two main approaches, one regarding the policies 
underlying decisions to recruit professionals in a specific social group to provide a 
community with necessary services (e.g., Xu & Zhang, 2005), the other related to the way 
in which the specific processes of recruitment and selection are carried out (e.g., Chidi, 
Ogunyomi & Badejo, 2012; Dineen, Noe & Wang, 2004). This chapter focuses on the 
second approach, whether it concerns relationships among the people involved, the criteria 
used to exclude and rank the applicants or the transparency and fairness of the processes 
undertaken.

In this chapter we use the term ‘ethics’ anchored in the business ethics field. Recruit-
ment and selection are actions carried out in a business context and for that reason it 
seems appropriate to frame the concept in this context. The business ethics concept was 
characterized by Robin (2009) based on fairness and respect for people. Both concepts 
apply to the various stakeholders involved in business activity. Inspired by these ideas, 
we use the expression ‘ethics in recruitment and selection’ in a comprehensive sense, 
corresponding to: the procedures, attitudes and behaviours that ought to be shown by 
those who are co‐responsible at all levels for recruitment and selection in organizations, 
taking into consideration fairness and respect for everyone directly or indirectly affected 
by those procedures, attitudes and behaviours; and the characteristics of candidates 
which can be seen as ethical, where used as an explicit criterion for recruitment and 
selection.

First, we review the literature on values as a criterion for recruiting and selecting candi-
dates. Although values are not the same as ethics, some values have an ethical dimension. 
Next, we review the relationships between those responsible for carrying out the recruit-
ment and assessment process and applicants. Those on the employer’s side have the power 
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to hire candidates for a specific position, and this asymmetric power requires special 
attention to the way the interaction and the relationship are put in place to guarantee 
fair and decent treatment. Then we turn to ethics in executive search and headhunting. 
These practices are based on a direct type of search for potential candidates (usually active 
employees) rather than using traditional methods, such as advertising a vacancy and 
waiting for applications. In the following section we focus on the ethical dimensions of the 
recruitment and selection process brought about by the exponential growth of social 
n etworks and social media. This technological tool adds complexity to recruitment and 
selection. As we further discuss, the integration of these tools has led to an urgent need to 
analyse the ethics underlying these processes in the HR field. We conclude by structuring 
the main conclusions, practical implications and avenues for future research.

The Emergence of Ethics in Organizational Psychology

Ethics has been a growing research topic in the organizational literature, especially since 
the economic and financial crisis beginning in 2008. This crisis is viewed by some as a 
result of disregarding ethical issues in executive education (Floyd, Xu, Atkins & Caldwell, 
2013). Literature reviews published in the last 12 years illustrate this concern for ethical 
issues in business, in several subjects: sales (McClaren, 2013); religiosity, business and 
consumer ethics (Vitell, 2009); organizational ethics (Suhonen, Stolt, Virtanen & Leino‐
Kilpi, 2011); entrepreneurship (Hannafey, 2003), decision making (Craft, 2013; Lehnert, 
Park & Singh, 2015) and corruption (Fein & Weibler, 2014), to name but a few. Lindorff 
(2007) also points out the importance of reflecting on the ethical dimensions of business 
and organizational research.

In spite of this growing focus on business and organizational ethics only one literature 
review was found in databases related to ethics, recruitment and selection (Patterson, 
et al., 2015). We say ‘only’ as this is a preliminary review specifically focused on one aspect 
of the subject: values‐based recruitment and selection. Although values‐based recruitment 
and selection does not have a sharp focus on ethics, it is closely related to it.

The weak expression of concern for ethical issues in research literature focused on 
recruitment and selection seems surprising, for two primary reasons. First, recruitment 
and selection are a human resource management process with a strong link to what 
people think and feel about organizations (i.e., their respectability or wickedness). This 
is true whether we think as an employee, a customer or another stakeholder of the orga-
nization. Second, ethical aspects of the situations that individuals have to deal with are 
co‐determinants of what they choose to do. Where behaviour is performed freely an 
ethical dimension is always present. Therefore, performance in organizations depends 
on the ethical criteria that individuals use at work. Ethical dimensions seem to be a 
co‐determinant of work performance (Lee, Stettler & Antonakis, 2011; Schwepker & 
I ngram, 1996; Wahyudi, Haryono, Riyani & Harsono, 2013). In general, organiza-
tional survival and organizational performance depend largely on ethical aspects of their 
different stakeholders’ daily lives. The values underlying organizational practices are 
continuously communicating the rules that are in place. As recruitment and selection 
practices often cause first impressions to be formed, those practices have an impact on 
employees’ behaviours beyond the time of recruitment and selection. Furthermore, 
those who are excluded (i.e., not hired) may also be customers and bring to the market 
the impression they have formed about the organization during the recruitment and 
selection processes.
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Values as a Criterion for Recruitment and Selection

In recent decades values were seldom used as a criterion in the selection process. However, 
the systematic assessment of values through validated and effective measurement is a recent 
effort seen in a few countries in healthcare. That orientation follows the trend of values‐
based practice, as observed in some countries, (e. g., Petrova, Dale & Fulford, 2006; 
Rankin, 2013). This approach encompasses the idea that values are related to a high‐
performing worker in a specific job. Healthcare is a sector where values are often viewed as 
a component of performance or quality. Waugh, Smith, Horsburgh and Gray (2014) 
found that for nurses and midwives honesty and trustworthiness were considered to be 
among the top seven characteristics when asked which were relevant for the profession.

Although values are always present in every decision‐making process, ‘when sets of 
values are shared, their presence may remain unnoticed’ (Petrova et al., p. 2). This may 
explain why the explicit inclusion of values has been neglected in recruitment and selec-
tion (possibly with the exception of the value of appreciating diversity; e.g., Ma & Allen, 
2009). The effort to include values in recruitment and selection, however, is found in 
other areas of human resource management (e.g., May, Luth & Schwoerer, 2014; 
Yap, 2014).

Values are not the same as ethics, but values are related to what individuals think they 
ought to do as a moral obligation. Using a values‐based approach in recruitment and 
selection, at least in some jobs, can be a useful criterion alongside others for considering 
individuals’ fit in the organization’s culture and thus a factor in their subsequent 
performance at work.

Research on values as a criterion for recruitment and selection has been developed 
mainly in the healthcare sector in England. Patterson et al., (2015) reviewed 20 papers 
exploring the impact of values‐based approaches. In their review, they identify, describe 
and evaluate the instruments used to assess candidates’ values, based on the following 
criteria: 1) accuracy and effectiveness; 2) costs and efficiency; 3) practicalities and imple-
mentation; and 4) stakeholders’ acceptance and feedback. Based on these criteria Pat-
terson and colleagues argued that situational judgement tests are most effective in assess-
ing applicants’ values. Personality assessment is sometimes useful in the earlier self‐assessment 
phase. The other tools they evaluated (personal statements and references) were shown 
to be ineffective (Patterson et al., 2015) for shortlisting. For the final stage of selection, 
Patterson’s team evaluated four other instruments. Structured interviews and mini‐mul-
tiple interviews and selection centres using work samples were shown to be effective, 
while traditional interviews and group interviews were shown to be ineffective (Patterson 
et al., 2015).

Following these findings, a number of studies have been published. Husbands, Rodger-
son, Dowell and Patterson (2015) explored the validity of psychometric tools for selection 
in a values‐based environment. Their work revealed that integrity‐based situational judge-
ment tests have good psychometric properties for medical school admissions. Earlier work 
by Patterson et al. (2012) on the situational judgement test (SJT) showed these were well 
suited to assessing values (e.g., integrity). Patterson, Zibarras and Ashworth (2015) pub-
lished a guide to help those who want to use SJTs in recruitment and selection of appli-
cants to medical education and training.

Others have pointed out the importance of including values as a criterion for recruiting 
and selecting. Miller and Bird (2014) presented a point of view on values‐based recruit-
ment and selection for the National Health Service (NHS) in the United Kingdom. They 
describe how the overarching values of the NHS steer the criteria used in assessing appli-
cants to education in healthcare professions and job vacancies in this field. Miller and Bird 
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focus their claim on a Department of Health (2014) policy document, where it is stated 
that ‘HEE [Health Education England] will ensure that recruitment, education, training 
and development of the healthcare workforce contributes to patients, carers and the public 
reporting a positive experience of healthcare consistent with the values and behaviours 
identified in the NHS’ (2014, p. 42). These policy guidelines state values explicitly as core 
aspects of the workforce to be employed by the NHS.

Miller and Bird (2014) point out the risks of using values‐based recruitment to address 
these policy guidelines, namely the failure to identify individuals who are able to commu-
nicate their real values. To overcome this problem, they propose values‐based recruitment 
as ‘part of the selection process’ instead of a stand‐alone tool.

Miller (2015) returned to the approach of values‐based recruitment to consider why it 
is important in healthcare. Miller analysed the implications of values‐based recruitment for 
those applying to nursing courses as well as newly qualified nurses applying for their first 
job. According to Miller, a values‐based approach to recruitment and selection processes 
addresses the problems in the quality of the health service provided in the UK. The adop-
tion of the six Cs (care, compassion, competence, communication, courage and commit-
ment) in nursing, midwifery and care staff (Commissioning Board Chief Nursing Officer 
and DH Chief Nursing Adviser, 2012) means that values have to be assessed when select-
ing applicants for a nursing course in higher education, as well as when they apply for a 
vacancy in the healthcare sector (Miller, 2015).

Using the same approach, Kare‐Silver, Spicer, Khan and Ahluwalia (2014) describe 
the recruitment for general practitioner (GP) training based on values following the 
policy guidelines. They describe this process as an in‐progress challenge and empha-
size the bias that can arise with the coaching for recruitment that is offered by several 
corporations to GPs who want to apply to the NHS. This bias has to be overcome, 
they claim, otherwise the purpose of values‐based recruitment and selection will be 
jeopardized.

Bore, Munro, Kerridge and Powis (2005) explored the use of the Mojac Scale as a tool 
to select medical students based on their moral orientation. This construct was proposed 
in place of moral reasoning, given its impact on decisions when individuals face ethical 
dilemmas, and the desire to reduce the ‘likelihood of inappropriate ethical behaviour in 
medicine’ (Bore et al., 2005, p. 266). The research was carried out over four years in six 
countries and has shown the instrument’s psychometric properties to be good in assessing 
moral orientation between libertarian and communitarian values.

In general, the use of values‐based recruitment and selection has grown in the health-
care sector since 2000, partly in response to policy guidelines that in the UK encourage 
the health service to ensure that its workforce is in line with its publicly stated values. 
However, without adequate recruitment tools, such as the psychometric, values‐based 
approaches will fail.

Considering the crises that have emerged in recent decades, viewed as a result, in part, 
of the lack of ethics in executive education (Floyd et al., 2013), a wide avenue is open for 
spreading the practice of and research on values‐based recruitment and selection to other 
sectors in the hope that such practices will deliver superior ethical behaviour.

Ethics in the Relationship with Applicants

In this section we focus on ethics in the relationship with applicants. This relationship is 
present in all the procedures associated with the recruitment and selection process that 
directly or indirectly involve the presence of applicants (which is not necessarily physical). 
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Therefore, any norm or procedure involving the collection, sharing or use of data, 
information or knowledge relating to the applicant concerns a ‘relationship’ with the 
application and requires that the employer’s conduct is ethical. The literature in this area 
is scant, and those papers that do exist stress the importance of following the law in 
recruitment and selection processes (Wallace, Page & Lippstreu, 2006). However, if meeting 
legal obligations is the criterion, this does not in itself guarantee ethical behaviour in the 
relationship with applicants.

In the previous and following sections we refer to a set of values that guide professional 
practice in this domain, most of which are reflected in codes of conduct/ethical and deon-
tological codes, and in the orientations provided by professional associations. Neverthe-
less, this set of values, which should be part of a professional’s behaviour throughout the 
recruitment and selection process, does not cover all the ethical concerns that should mark 
the relationship with applicants. These additional ethical concerns are related to the nature 
of the interaction between the professional who recruits and selects and the applicant 
willing to participate in that process.

A review of the literature reveals some 40 articles exploring this topic. Table 6.1 presents 
information about the group of 27 articles retained, allowing analysis of their content. 
These articles were categorized in four themes reflected in their titles. The first 11 papers 
explored the central issues of fairness, justice and procedural justice. The second set of 
seven papers focused on ethics. The third set of four papers dealt with questions related to 
web‐based procedures and the fourth contains six papers with diverse content.

In a global analysis of the 11 articles focusing on questions of fairness, justice and pro-
cedural justice, seven are empirical studies (six quantitative and one qualitative) and four 
are theoretical. In this set of articles three concentrated on questions relating to justice and 
fairness in the selection process (Arvey & Renz, 1992; Bernerth, 2005; Osca & López‐
Araújo, 2009); one on recruitment (Kanerva et al., 2010); two on preferential hiring 
(Singer & Singer, 1991; Philips, 1991); one on the employment interview, presenting an 
expansive view of impression management and contending that organizations can use this 
to make employment interviews fairer (Rosenfeld, 1997); and one on selection fairness 
information (Truxillo, Bauer, Campion & Paronto, 2002). Three of these articles focus on 
procedural justice (Ambrose & Rosse, 2003; Fodchuk & Sidebotham, 2005; Truxillo, 
Bauer & Sanchez, 2001). Osca and López‐Araújo (2009) claim that women are more 
influenced by procedural justice and men by interactional justice and informational justice. 
These papers express the perspective of the authors. They focus on ethical content relating 
to the interaction behaviour with applicants through the questions of fairness/justice 
studied. By ensuring that questions related to fair behaviour are asked throughout the 
recruitment and selection process, employers can enhance the prospect of the process be-
ing experienced as fair and just.

In the set of seven papers focused specifically on ethical matters, four are theoretical and 
three are empirical (two qualitative and one quantitative). Focusing on these articles, one 
explores ethical issues in the context of the employee and executive recruitment process 
(Whitney, 1969), one in the scope of the selection interview, concluding that this needs 
clear guidelines for ethical behaviour to increase its effectiveness (Fletcher, 1992), and 
another, by Alder and Gilbert (2006), concerns ethics and fairness in hiring. Alder and 
Gilbert consider that ethical fairness underlies the law and regulations in hiring, but is not 
limited to them. They argue that, from an ethical and human rights perspective, applicants 
have the right to be treated with courtesy and respect, and not subjected to potentially 
invasive techniques, and to receive open and honest communication. The authors also 
consider that the relationship with applicants includes aspects of distributive justice (e.g., 
validated hiring tools), procedural justice (e.g., procedures that promote transparency) 



Table 6.1 Publications on ethics in the relationship with applicants.

Author(s)
Year of 

publication Publication Type of article Title words

Osca & López‐Araújo 2009 Revista de Psicología del Trabajo y de 
las Organizaciones

Empirical
(quantitative study)

Justice in selection and candidates’ 
intentions

Arvey & Renz 1992 Journal of Business Ethics Theoretical Fairness in the selection
Bernerth 2005 International Journal of Selection and 

Assessment
Empirical
(quantitative study)

Justice in employment selection decisions

Kanerva, Lammintakanen & 
Kivinen

2010 Journal of Nursing Management Empirical
(qualitative study)

Fairness of recruitment from unsuccessful 
applicants

Singer & Singer 1991 Journal of Business Ethics Empirical
(quantitative study)

Justice in preferential hiring

Philips 1991 Journal of Business Ethics Theoretical Preferential hiring and the question of 
competence

Rosenfeld 1997 Journal of Business Ethics Theoretical Impression management, fairness and 
employment interview

Truxillo et al. 2002 Journal of Applied Psychology Empirical
(quantitative/

longitudinal study)

Selection fairness information and 
applicant reactions

Truxillo et al. 2001 International Journal of Selection and 
Assessment

Empirical
(quantitative study)

Multiple dimensions of procedural justice

Ambrose & Rosse 2003 Group & Organization Management Empirical
(quantitative study)

Procedural justice and personality testing

Fodchuk & Sidebotham 2005 The Psychologist‐Manager Journal Theoretical Procedural justice in the selection process
Beeson 2001 Management Review Theoretical Ethics and executive search
Lim & Chan 2001 Journal of Business Ethics Empirical

(quantitative study)
Ethical values of executive search 

consultants
Whitney 1969 Management of Personnel Quarterly Theoretical Ethics for recruiting employees and 

executives
Tsahuridu & Perryer 2002 Public Administration & Management: 

An Interactive Journal
Empirical
(qualitative study)

Ethics and integrity in recruitment 
advertisements

Alder & Gilbert 2006 Journal of Business Ethics Theoretical Ethics and fairness in hiring
Fletcher 1992 Journal of Business Ethics Theoretical Ethical issues and selection interview

Forde & MacKenzie 2010 Journal of Business Ethics Empirical
(qualitative/case 

studies)

Ethical agendas and migrant workers

Wallace et al. 2006 Journal of Business and Psychology Empirical
(quantitative study)

Applicant reactions to application blanks

Davison, Maraist & Bing 2011 Journal of Business and Psychology Theoretical The promise and pitfalls of using social 
networking sites

Dineen et al. 2004 Human Resource Management Empirical
(quantitative study)

Perceived fairness of web‐based applicant 
screening procedures

García‐Izquierdo, Aguinis & 
Ramos‐Villagrasa

2010 International Journal of Selection and 
Assessment

Empirical
(qualitative study)

Science–practice gap in e‐recruitment

Ware 1984 Sam Advanced Management Journal Theoretical Managing confidentiality
van den Brink, Benschop & 

Jansen
2010 Organization Studies Empirical

(qualitative study)
Transparency in academic recruitment

Noon, Healy, Forson & 
Oikelome

2013 British Journal of Management Empirical
(qualitative study)

Effects of the ‘hyper‐formalization’ of 
selection

Björklund, Bäckström & 
Wolgast

2012 The Journal of Psychology Empirical
(quantitative study)

Company norms affect which traits are 
preferred

Walker, Field, Giles & 
Bernerth

2008 Journal of Occupational and 
Organizational Psychology

Empirical
(quantitative study)

Job advertisement characteristics and 
applicant experience



Table 6.1 Publications on ethics in the relationship with applicants.

Author(s)
Year of 

publication Publication Type of article Title words

Osca & López‐Araújo 2009 Revista de Psicología del Trabajo y de 
las Organizaciones

Empirical
(quantitative study)

Justice in selection and candidates’ 
intentions

Arvey & Renz 1992 Journal of Business Ethics Theoretical Fairness in the selection
Bernerth 2005 International Journal of Selection and 

Assessment
Empirical
(quantitative study)

Justice in employment selection decisions

Kanerva, Lammintakanen & 
Kivinen

2010 Journal of Nursing Management Empirical
(qualitative study)

Fairness of recruitment from unsuccessful 
applicants

Singer & Singer 1991 Journal of Business Ethics Empirical
(quantitative study)

Justice in preferential hiring

Philips 1991 Journal of Business Ethics Theoretical Preferential hiring and the question of 
competence

Rosenfeld 1997 Journal of Business Ethics Theoretical Impression management, fairness and 
employment interview

Truxillo et al. 2002 Journal of Applied Psychology Empirical
(quantitative/

longitudinal study)

Selection fairness information and 
applicant reactions

Truxillo et al. 2001 International Journal of Selection and 
Assessment

Empirical
(quantitative study)

Multiple dimensions of procedural justice

Ambrose & Rosse 2003 Group & Organization Management Empirical
(quantitative study)

Procedural justice and personality testing

Fodchuk & Sidebotham 2005 The Psychologist‐Manager Journal Theoretical Procedural justice in the selection process
Beeson 2001 Management Review Theoretical Ethics and executive search
Lim & Chan 2001 Journal of Business Ethics Empirical

(quantitative study)
Ethical values of executive search 

consultants
Whitney 1969 Management of Personnel Quarterly Theoretical Ethics for recruiting employees and 

executives
Tsahuridu & Perryer 2002 Public Administration & Management: 

An Interactive Journal
Empirical
(qualitative study)

Ethics and integrity in recruitment 
advertisements

Alder & Gilbert 2006 Journal of Business Ethics Theoretical Ethics and fairness in hiring
Fletcher 1992 Journal of Business Ethics Theoretical Ethical issues and selection interview

Forde & MacKenzie 2010 Journal of Business Ethics Empirical
(qualitative/case 

studies)

Ethical agendas and migrant workers

Wallace et al. 2006 Journal of Business and Psychology Empirical
(quantitative study)

Applicant reactions to application blanks

Davison, Maraist & Bing 2011 Journal of Business and Psychology Theoretical The promise and pitfalls of using social 
networking sites

Dineen et al. 2004 Human Resource Management Empirical
(quantitative study)

Perceived fairness of web‐based applicant 
screening procedures

García‐Izquierdo, Aguinis & 
Ramos‐Villagrasa

2010 International Journal of Selection and 
Assessment

Empirical
(qualitative study)

Science–practice gap in e‐recruitment

Ware 1984 Sam Advanced Management Journal Theoretical Managing confidentiality
van den Brink, Benschop & 

Jansen
2010 Organization Studies Empirical

(qualitative study)
Transparency in academic recruitment

Noon, Healy, Forson & 
Oikelome

2013 British Journal of Management Empirical
(qualitative study)

Effects of the ‘hyper‐formalization’ of 
selection

Björklund, Bäckström & 
Wolgast

2012 The Journal of Psychology Empirical
(quantitative study)

Company norms affect which traits are 
preferred

Walker, Field, Giles & 
Bernerth

2008 Journal of Occupational and 
Organizational Psychology

Empirical
(quantitative study)

Job advertisement characteristics and 
applicant experience



98 Recruitment

and interactional justice. This last point has particular relevance in this section since it 
c entres precisely on questions relating to interaction. In this respect, the authors state 
that special care should be given to details and that rigour is essential; that applicants 
should be treated with dignity; that the need to use less transparent techniques should be 
explained clearly; that ongoing updates should be provided on the status of the search; 
and that rejection decisions should be explained. A fourth article deals with ethical ques-
tions in the executive search process as a whole (Beeson, 2001) and a fifth focuses on 
ethics and integrity in recruitment advertisements, and concludes that most organizations 
make little effort to communicate ethical requirements to potential employees or to con-
sider the importance of ethics when advertising job opportunities (Tsahuridu & Perryer, 
2002). Lim and Chan (2001), in the sixth article, focus on the ethical values of executive 
search consultants. Executive search consultants have grown in popularity as organiza-
tions see them as a response to the growing complexity of recruiting and selecting senior 
personnel. Lim and Chan (2001) argue that the consultants that do consider ethical 
aspects and that employ ethical practices contribute to their status and long‐term sustain-
ability as individual businesses. According to the authors, many executive search consul-
tants use a code of conduct to guide their interaction with applicants, and that this allows 
them to make more informed choices. They also argue that a relationship marked by 
transparency is beneficial for the hiring organization, for the executive search consultant 
and for job applicants themselves. Finally, in the seventh of this group of papers, Forde 
and MacKenzie (2010) discuss ethical questions associated with the selection of migrant 
workers. These applicants have characteristics which need special attention regarding the 
ethical nature of the interaction established with them. In the capacity of intermediaries 
between applicants and hiring organizations, agencies have comprehensive ethical codes 
to manage the diversity and growing numbers of migrant workers. Forde and MacKenzie 
(2010) refer to the potential tension between: the need to place migrant workers and the 
strategic and competitive imperatives followed by agencies; and these agencies’ commit-
ment to provide disadvantaged groups with access to the labour market and the pressure 
to place those with fewer difficulties and who are more job‐ready. According to the 
authors, these tensions draw attention to the challenge and relevance of an ethical 
approach on the part of agencies serving as intermediaries in the labour market. Ethical 
questions seem, therefore, to be central when considering the profile of consultants, the 
structure of each stage in the process and the process itself. Ethics also emerges in 
association with integrity. These questions are closely related to how the interactions with 
applicants take place and can have an impact on the perception the latter develop of the 
degree of ethics displayed.

The four articles making up the third group concern how applicants respond when 
confronted with web‐based procedures or with questions related to these (Davison et al., 
2011; Dineen et al., 2004; García‐Izquierdo et al., 2010). We develop the ethical issues 
raised in the use of social media and social networks in recruitment and selection below. In 
this section we consider the specific research focused on the relationships between appli-
cants and those who are responsible for or carry out the process in web‐based recruitment 
and selection.

In this set of four articles, three are empirical (two quantitative and one qualitative) 
and one is theoretical. Dineen et al. (2004) show that five characteristics of procedural 
justice influence applicants’ perceptions of fairness and that there is a hierarchy of the 
characteristics considered. Wallace et al. (2006) conclude that applicants confronted 
with a legal but problematic application had lower perceptions of justice than those that 
faced a legally sound application, especially in the case of applicants who were rejected 
without an explanation. These applicants also expressed higher litigation i ntentions. 
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The emergence of new forms of conducting the executive search process, p articularly 
those that are web‐based, has given rise to new questions around ensuring that interac-
tions with applicants respect ethical principles. García-Izquierdo et al. (2010) conclude 
there is a science–practice gap in e‐recruitment. They suggest that many companies ask 
for information that can be used for illegal discrimination and can potentially be per-
ceived as unfair and invasive of applicants’ privacy. Academic research infers that 
 requesting that kind of information leads to negative applicant reactions. Furthermore, 
Davison et al. (2011) warn that, in this area, practice is preceding research, and research 
needs to catch up as a matter of urgency.

The fourth theme includes five papers with more diverse content. This set is made up of 
four empirical studies (two quantitative and two qualitative) and one theoretical study. 
Confidentiality (Ware, 1984), transparency and accountability (van den Brink et al., 2010) 
are aspects considered fundamentally and permanently inherent to the recruitment and 
selection process and contribute to establishing ethical interactions with applicants. Ensur-
ing confidentiality represents an especially relevant ethical dimension of the relationship 
with applicants and is expressed in numerous ways in recruitment and selection processes. 
According to Ware (1984), confidentiality is reflected in the treatment applicants receive 
throughout the selection process (telephone and e‐mail contact, for example, or in face‐
to‐face situations such as interviews, group trials, etc.). According to Ware (1984), these 
ethical concerns are just as apparent when headhunting as in an advertisement or internally 
managed process. It is therefore important to communicate the organization’s confiden-
tiality policy and to respect it during the entire process. The impact of hyper‐formalization 
of the selection process (Noon et al., 2013) and job advertisement characteristics (Walker  
et  al., 2008) are also aspects with ethical dimensions which, it is argued, need to be 
managed. Björklund et al. (2012) reveal how recruiters` preferences could be influenced 
by information on company norms, and that the effect could be to increase discrimination 
against members of some groups.

Ethics in Executive Search and Headhunting

In this section we review executive search and headhunting practices and their growth 
since the 1990s, with specific reference to ethical considerations.

Executive search and headhunting
The main reasons given by several authors for the growth of the executive search profes-
sion include the confidentiality, impartial evaluation and discreet attraction of talent 
(Beeson, 1965; Hunter, 1989; Meyer, 1995; Taylor, 1984). Others cite the high price 
paid by the organization when the wrong person is selected (Taylor, 1984), the special-
ized skills needed to hire the right person  –  their solid database and depth of search 
s ervice provide a more effective and efficient way of identifying the right professional for 
a certain position (Breaugh, 2008; Finlay & Coverdill, 2000; Jones, 1995; Lee, 1997; 
Taylor, 1984) – and the objectivity that is brought to the selection process by a third 
party. Another reason is that companies may not have the time and availability to conduct 
their own searches, and therefore ask headhunters to help them handle the more 
demanding aspects of the task (Cronin, 1981; Rutledge, 1997; Taylor, 1984). Despite 
these possible advantages, from the point of view of the executive’s career success, head-
hunting seems to have unclear and inconsistent consequences (Clerkin & Lee, 2010; 
Hamori, 2010).
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Overall, these factors have contributed to establishing headhunting as a powerful tool 
in many organizations, especially for global organizations and thus global talent (Lim & 
Chan, 2001). This practice is particularly focused on locating and recruiting elite talent, 
which some authors describe as workers occupying positions at the pinnacle of organiza-
tional hierarchies or specialist skilled roles (e.g., in the oil and gas industry, or the technology 
industry; Faulconbridge, Beaverstock, Hall & Hew, 2009).

Even with some reduction due to factors such as economic downturns (Stephen, 2002; 
Wells, 2003), executive recruitment continues to be one of the services most required by 
companies; and the higher the position in the organization’s hierarchy, the higher the 
probability of a company asking for these specialized services (Clark, 1992, Purkiss & 
Edlmair, 2005).

With the phenomenal growth and awareness of the executive search service worldwide, 
it became a central issue among professionals and academics to analyse more deeply 
the  ethical conduct of search consultants. In the next section we discuss this matter 
further.

Executive search, headhunting and ethical values
The Association of Executive Search Consultants (AESC) offers guidance to its members 
on their conduct (Bettleyon & Weston, 1986). Several standards of excellence have been 
developed in line with its code of professional practice. According to the AESC, the values 
aligned with executive search practices are:

1 Integrity: Above all, headhunters should maintain open communication, strong and 
mutual commitment and a transparent purpose of the assignment and inherent 
e xpectations and obligations with their clients, candidates and other interested 
parties.

2 Excellence: Headhunters should focus on providing a high‐quality service and using 
rigorous, results‐focused methodologies. Furthermore, they should have a full under-
standing of their client’s business and industry, challenges and opportunities, and 
economic and cultural environment, as well as the position description and search 
strategy.

3 Objectivity: Professionals should serve as trusted advisers, exercising independent and 
objective judgement in identifying and evaluating the field of candidates, and communi-
cate openly when, in their opinion, clients should consider modifying their specifications 
or approach.

4 Diversity and inclusion: Consultants should provide leadership to clients to benefit 
from the advantages of diversity and inclusion, and assist them in the successful 
integration and development of talent and help them to build a culture of inclusion.

5 Confidentiality: Client relationships are built on a foundation of trust; therefore, these 
professionals should protect confidential information concerning both clients and 
c andidates and share any client and candidate information on a strictly need‐to‐know 
only basis.

6 Avoiding conflicts of interest: Headhunters have an obligation to avoid conflicts of 
interest with their clients and should refuse an assignment where such conflicts exist. 
The AESC adds that they should not accept gifts of a material nature that could 
influence their impartiality.

The literature presents some ethical values associated with the executive search and 
headhunting practice.
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Off‐limits guarantee Headhunters have an ethical obligation to inform their client of the 
off‐limit constraints as long as such information is relevant for the client to decide whether 
to engage the headhunter (Mele & Roig, 1995). This guarantee is for a limited period 
only (usually 1–2 years) and the search firm is free to do business in other industries if it 
so desires, but this drawback should not be used as an excuse for not offering the off‐limit 
guarantee (Lim & Chan, 2001).

Gather adequate and accurate job vacancy data It is the headhunter’s responsibility to 
define the job vacancy accurately for the job candidate, so that the candidate has sufficient 
information to make a choice (Lim & Chan, 2001). The headhunter must not only pro-
vide accurate information, such as job requirements and the social and organizational 
environments that will affect the job candidate’s performance (Jenn, 1994; Mele & Roig, 
1995), but also help the candidate to examine whether the job fits their profile. However, 
as Lim and Chan (2001) point out, a search consultant with low ethical values may not 
provide sufficient information to the candidate and accept a search assignment even when 
the chances of success are limited (McCreary, 1997).

Information collection and provision Both the candidate and client organization have a 
right to receive sufficient information about the job vacancy. An unethical headhunter 
may, however, deceive the candidate into accepting a job by withholding critical 
information, such as the risks involved in the new job (Mele & Roig, 1995). Failure to 
inform is unethical because it is a direct violation of the principle of truthfulness, which 
demands that the headhunter maintains a high level of trust and accurate information 
regarding all the parties involved (Lim & Chan, 2001). The absence of important 
information may lead to costly mistakes when the candidate is unable to perform well on 
the job (Mele & Roig, 1995; Whitney, 1969).

Adequate evaluation of  the  candidate It is critical that headhunters conduct an 
in‐depth assessment of the candidate (background and current performance) as well as 
evaluate the compatibility between the candidate’s work style and personality and the 
client organization’s corporate culture. Thus, an ethical headhunter will conduct a 
t horough search for all relevant information; failure to do so may lead to their present-
ing unqualified p rofessionals to the client organizations (Lim & Chan, 2001; Mele & 
Roig, 1995).

Use of confidential information According to Lim and Chan (2001) the main concern 
with the use of confidential information is its possible unauthorized use for purposes 
beyond the process of recruitment. Headhunters who maintain a high ethical standard are 
usually able to assess the potential damage of the search and recognize that candidates 
have the right to choose their employer and job position (Mele & Roig, 1995).

Harm to  the  candidate’s employer An ethical headhunter should always consider the 
potential harm of approaching an employee in another organization, especially if it is 
clear this may have have profound consequences, such as bankruptcy or a drastic drop in 
profitability and sales (Lim & Chan, 2001).

Despite the convergence of perspectives regarding ethical values in executive search firms, 
it is important to consider research that challenges the universal application of these stan-
dards. Surveys conducted in the UK show that more than one third of respondents 
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(employers) have had bad experiences with executive search consultants, mainly when 
they  proposed unqualified candidates and their failure to honour agreements (Nash, 
1989). In the United States, many client organizations have expressed dissatisfaction with 
the d iscrepancies between what they received and what they were promised (Adshead, 
1990; Smith & Sussman, 1990). Others state that recruiters have been found to be 
unduly opportunistic about their prospects of recruiting a candidate and less concerned 
with maintaining a high level of ethical conduct throughout the process (Smith & 
Sussman, 1990).

Lim and Chan (2001) developed a systematic research of 65 search consultant firms 
which agreed to participate in their study in order to understand whether the unethical 
headhunting practices reported in the literature were representative of the overall 
h eadhunting industry. The results show that headhunters generally adhere to most of the 
ethical values and were more ethically inclined than expected.

Based on this literature, we can conclude that headhunting remains popular and that 
standards of ethical practice may not be too dissimilar from internal organizational 
p ractices. However, further research is needed to analyse the current ethical position of 
headhunting in the search and selection industry, especially the direct impact of these 
p ractices on potential candidates, employees and organizations.

Clerkin and Lee (2010) conclude that when search firms initiated contacts with poten-
tial candidates these were usually closely associated with career success. On the other hand, 
when the contact was initiated by candidates looking for a new job opportunity, firms 
seemed to make a potentially negative association, as they assumed that such candidates 
must be unsuccessful professionals.

This bias is just one example of candidates’ experiences. Bias that influences the decision‐
making process and relationships between professionals leading to different outcomes can 
be the difference between finding a successful job position and being excluded or under‐
evaluated. These concerns should lead us to discuss the ethics underlying these practices 
more thoroughly.

Ethics in Social Network Recruitment and Selection

In this section we discuss the advantages of using social media websites, such as Facebook 
and LinkedIn, in the recruitment and selection process. We then address some critical 
e thical aspects that should be taken into consideration when using those tools.

Social networks as a tool for recruitment and selection
Social networks (SNs) have become a vital part of a world in which information and 
resources flow constantly. They are in our everyday life and are growing. As we shall see, 
the business area is no exception.

Pew Research Center (2013) found that in 2005 only 8% of internet users were using 
SNs. By contrast, SN usage by adults in 2013 was up to 67%. As a consequence of the 
accelerating growth of these platforms, a growing number of organizations see online 
recruitment as an additional resource to take into consideration (Bartram, 2000). In fact, 
since the beginning of the century, as a strategy to increase the probability of finding the 
right candidate (Verhoeven & Williams, 2008), organizations have started to devote time 
to establishing a contact network through SNs, either to replace or in addition to t raditional 
routes, such as advertising job opportunities in newspapers (Faroldi, 2007; Sameen & 
Cornelius, 2013).
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SNs allow greater interaction between companies and candidates, facilitating the job 
hunting (Zhitomirsky‐Geffet & Bratspiess, 2015) and selection processes (Capelli, 2001). 
As a result, HR professionals have come to see the rise of SNs as an opportunity to redefine 
recruitment and the way they find talent (Sambhi, 2009). Nonetheless, it is important to 
bear in mind that SNs are not a substitute for the recruitment process itself. Cappelli 
(2001) emphasizes that this tool should complement the recruitment process, since there 
are still some variables that recruiters will only be able to assess in personal contact by 
conducting interviews and using other validated assessment methods.

Through SNs it is now possible to have a closer relationship between companies and 
candidates (Mitter & Orlandini, 2005), by sharing interests, resources and information 
among all those involved (Boyd & Ellison, 2007). Some authors have described the 
advantages of this type of recruitment for companies and recruiters. These include the 
cost‐effectiveness of the method (Breaugh, 2008; Peretti, 2007; Walsh & Kleiner, 
1990); the ability of organizations to attract different candidates compared to tradi-
tional recruitment methods carrying out active and passive recruitment (Dutta, 2014; 
Peretti, 2007); the ability to segment candidates more finely (Dutta, 2014; Peretti, 
2007) and to review d ifferent candidates’ experience to more precisely find the right fit 
(Mitter & Orlandini, 2005).

Zall (2000) claims that hiring via SNs is less time‐consuming than traditional recruit-
ment and selection methods. Studies conducted in the US concluded that the recruitment 
process dropped from 32 days or more using traditional methods to 16 days using internet 
recruitment (Burt, 2004; Veger, 2006; Zall, 2000). Furthermore, SNs not only help job 
seekers but also give hiring managers and recruiters access to high‐quality but passive job 
applicants (i.e., those who are currently employed and not searching for a new position 
but may switch job if the opportunity and offer are attractive; Joos, 2008). Hence, SNs 
provide a platform for employers to convert passive candidates into job applicants.

But recruiters are not the only ones enjoying the benefits of SNs. Advantages were also 
pointed out for the candidates. According to Peretti (2007), they offered candidates three 
benefits:

1 Their professional and personal information is available globally, 24 hours a day, 7 days 
a week.

2 Job seekers can look for job opportunities at any time, anywhere in the world.
3 They receive, more directly, job opportunities that best fit their profile and 

motivations.

Professional networking sites such as LinkedIn have started to become an important 
resource for job seekers, providing them the opportunity to advertise their skills and 
accomplishments, and promote their value in the market (McFadden, 2014).

Launched in 2003, LinkedIn has more than 300 million members worldwide (Novet, 
2015). Its mission is to help career professionals succeed through networking opportu-
nities, job listings, news and insights from other professionals in the field.

Surveys carried out by the Society for Human Resource Management, the US body for 
HR professionals, reveal that 77% of companies studied used SNs to recruit applicants, 
rising from 56% in 2011 and a mere 34% in 2008 (Segal, 2014). As we have seen in 
previous sections this is a particularly common practice in industries that deal with sensitive 
information or need a rapid response from the market, which therefore resort frequently 
to this type of direct recruitment.

According to the literature, we can summarize some of the advantages of using SN tools 
in the recruitment and selection process (Table 6.2).
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Despite the undeniable advantages of using SNs in the recruitment process, this comes 
with added ethical implications which are discussed in the next section.

The ethical risks of using social networks as a tool 
in recruitment and selection

With the emergence and increasing popularity of SN tools such as Facebook and LinkedIn 
in the HR field, more employers and recruiters have started to use the information avail-
able on these sites (Brown & Vaughn, 2011) in order to screen not only job applicants but 
also passive potential candidates.

Consequently, it became important to make a thorough analysis of potential and 
significant risks, especially in ethical terms. Table 6.3 presents some of the risks found in a 
search of the literature on SN use.

As noted, SN information is easily accessible by and visible to employers and hiring man-
agers (Chu & Snider, 2013), however, it also carries the risk of introducing biases to the 
screening process. For instance, possible bias via Facebook occurs when hiring managers 
reject suitable applicants after looking at their profile picture, which they believe reflects the 
applicant’s personality (Sameen & Cornelius, 2013). This reduces the likelihood of the appli-
cant being invited for an interview (Caers & Castelyns, 2011). Empirical research indicates 
that hiring managers are often influenced by factors such as age (Lahey, 2008; Weiss & Mau-
rer, 2004), gender (Riach & Rich, 2002; Swim & Hunter, 1995), sexual orientation (Dryda-
kis, 2009; Weichselbaumer, 2003), race (Cesare, 1996; Pager, 2003), obesity (Roehling, 
1999) and facial attractiveness (Tews, Stafford & Zhu, 2009) when screening candidates.

Therefore, by using information from sites such as Facebook or LinkedIn to screen 
applicants, employers are potentially violating privacy rights, obtaining misleading or 
i naccurate information about an applicant, and receiving protected information that an 
HR professional otherwise would not inquire about in order to conform to the employment 
legislation (Brown & Vaughn, 2011; Elzweig & Peeples, 2009; Slovensky & Ross, 2012).

Table 6.2 Advantages of using SNs in the recruitment and selection process.

Advantages Definition

Prevents 
negligent 
hiring

Employers feel they have a responsibility to conduct online checks in order 
to protect themselves from negligent hiring (Clark & Roberts, 2010; 
Elzweig & Peeples, 2009; Slovensky & Ross, 2012).

Information 
verification

Information on SNs may provide more honest information than traditional 
cover letters and CVs, which are compiled to highlight a person’s best 
characteristics. It has also been suggested that screening SNs may be more 
cost‐effective in the early stages of the selection process than the cost of an 
extensive background check (Slovensky & Ross, 2012).

Correlation to 
personal 
characteristics

Screening an applicant’s SN profile may also provide a ‘big picture’ of the 
applicant in order to determine fit with a company or job (Bottomly, 2011). 
Kluemper and Rosen (2009) found evidence supporting the validity of using 
SN information to determine personality, intelligence and global 
performance.

Influence on 
hiring 
decisions

Bohnert and Ross (2010) suggest that SN information does influence how an 
applicant is evaluated and can influence hiring decisions, such as wage offered 
and whether the applicant receives a job offer or not. It may also reinforce 
initial impressions or decisions based on other information, such as a cover 
letter or résumé (Elzweig & Peeples, 2009; Slovensky & Ross, 2012).
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A survey of 300 hiring professionals showed that 91% of surveyed employers use some 
sort of SN to evaluate applicants, and 69% have reported rejecting an applicant because of 
unacceptable profile content (MacLeod, 2011). To reinforce this, some studies have 
shown that employers usually reject candidates in the screening process if: applicants 
have inappropriate photographs on their SN profiles; have posted drugs‐ or alcohol‐related 
information; have insulted their previous employer/colleague/friend or relative; have 
poor communication skills; have posted discriminatory comments regarding religion, 
gender or race; have stated incorrect qualifications; have shared any confidential infor-
mation about a previous employer; and have links to criminality or have an unprofessional 
screen name (Careerbuilder, 2014).

Based on all this, some authors claim there are two important concerns about employers 
using these tools. The first is the potential of a claim for discrimination. In the US, Title 
VII of the Civil Rights Act 1964 makes it unlawful for an employer to make employment 
decisions based on race, religion, sex or national origin (Darragh, 2012). Similar legisla-
tion exists in the UK and most EU member states. Despite the current lack of legal 
guidance and legislation, employers must be vigilant in relation to discrimination that may 
occur when recruiting via SNs.

A second type of discrimination pointed out by some authors is when potential candi-
dates with little or no web presence are overlooked or excluded when using SNs as the 
only recruitment tool (Bartram, 2000; Feldman & Klaas, 2002; Singh & Finn, 2003). 
Effland (2010) warns that, even though the internet is considered a public domain, laws 
will soon be needed to address the use of information gathered on a potential employee 
using SNs. For instance, ensuring there is transparency in decisions to include or exclude 
specific candidates (Effland, 2010).

Table 6.3 Risks of using social networks in the recruitment and selection process.

Risks Definition

Inaccurate or 
incomplete 
information

When screening SN information, employers risk receiving inaccurate or 
incomplete information about a candidate (Dennis, 2011; Elzweig & 
Peeples, 2009; Slovensky & Ross, 2012). The profile may be falsified or 
created to make the applicant appear better or worse than they are, 
depending on the intended audience (Johnson, 2011); the information may 
also be outdated (Slovensky & Ross, 2012).

Misidentification 
of applicants

It is not always easy to determine if it was actually the applicant who posted the 
information on the SN profile (Dennis, 2011). Also, because of the 
popularity of SNs, it is possible that the profile an employer is looking at is 
not actually the applicant’s but a profile of someone who has a similar name 
(Slovensky & Ross, 2012).

Fairness 
perceptions

An applicant who discovers their SN information was screened may feel that 
their privacy has been violated and thus perceive that practice as having low 
procedural justice (Slovensky & Ross, 2012). These perceptions can 
influence an applicant’s decision to accept or reject a job offer (Bauer et al., 
2006; Blacksmith & Peoppelman, 2014; Slovensky & Ross, 2012).

Invasion of 
privacy

Employers use a variety of measures to gain access to information from SN 
profiles, which may or may not violate the individual’s right to privacy 
(Benraïss‐Noailles & Viot, 2012; Slovensky & Ross, 2012).

Potential 
discrimination

Employers are able to choose whom they want to hire, fire or promote without 
direct limitations (Elzweig & Peeples, 2009). That can introduce a bias in 
the process (Blacksmith & Poeppelman, 2014).
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Another ethical concern is invasion of privacy and security (Singh & Finn, 2003). 
Although creating a LinkedIn or Facebook profile greatly enhances users’ online 
v isibility (for better or for worse) employees may still feel their privacy has been violated 
when current or potential employers gather information from their profiles that could 
influence their chance of being recruited or employed (Davison et al., 2011). In the 
matter of security, Zeidner (2007) states that by resorting to online recruitment 
methods, some security aspects should be emphasized since with the high exchange of 
information (contacts, personal data), companies and candidates may run some addi-
tional risks of h aving confidential information accessed by or leaked to third parties.

From these studies we can conclude that, regarding SNs’ presence in recruitment and 
selection, each advantage seems to bring with it an ethical concern. Although the fast pace 
and development of SNs is an obstacle in dealing with these concerns in good time, orga-
nizations need to consider these issues and publicly state how they intend to manage these 
dilemmas ethically.

Future Research

The ethical issues facing organizations in recruitment and selection are under‐researched. 
That is surprising considering its importance for society, organizations and individuals 
alike. The recent growing interest in the ethical dimensions of organizations’ actions has 
not yet impacted the recruitment and selection process and there are thus significant gaps 
in knowledge and practice. The literature found is mostly practitioner‐oriented and based 
on reflection rather than empirical data or research.

In this chapter we have noted the limited number of empirical research studies on 
values‐based recruitment and selection, and those that do exist are almost exclusively in 
the field of healthcare. A preliminary literature review shows that researchers are becoming 
more aware of the importance of values for organizational actions as part of the way 
i ndividuals perform their duties. Further research could usefully explore the application of 
values within sectors outside of healthcare.

Ethics in the organizations’ relationship with applicants is the focus of some, but scarce, 
empirical research in the third section of the chapter. The papers here are however mainly 
theoretical and prescriptive. Research is needed to explore the relevance of fairness and 
justice, from organizational perspectives, as well as from both successful and unsuccessful 
candidates. Further, empirical research is also needed to understand the mechanisms that 
organizations can be put in place to promote and develop an ethical relationship with 
applicants.

Ethics in executive search and headhunting has also been subject to little empirical 
research. Most literature is practitioner‐oriented and refers to codes of conduct applicable 
to the field. Prescriptive literature offers advice on what should be done, but these views 
are based on the authors’ opinions and are not informed by systematic evidence from 
c andidates. Ethical research in other areas, such as executive education, can become a 
source of inspiration for new studies (e.g., Floyd et al., 2013).

We found no research literature focused on the ethical aspects of the use of social net-
works for recruitment and selection purposes. The main publications we did find focus on 
descriptive aspects of these tools and on the advantages and risks of using them. In some 
articles we can infer the ethical aspects, in others a short reference is made (Blacksmith & 
Poeppelman, 2014), but evidence is sparse. Therefore, this subject is a promising avenue 
for future research.
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Conclusion

In this chapter we have reviewed the ethical issues facing organizations and candidates in 
recruitment and selection, from values to the development of new practices, such as online 
and SN recruitment methods. While practices are changing, the evidence suggests that 
research is not keeping pace, and that there is a risk that ethics will be left behind in the 
rush to secure the ‘best’ candidates.
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7

Introduction

General mental ability (GMA) and specific cognitive tests have been recognized as the 
most powerful predictors of overall job performance, task performance, academic 
performance and training proficiency (Ackerman & Heggestad, 1997; Guion, 1998; 
Murphy, 2002; Ones, Dilchert, Viswesvaran & Salgado, 2010; Reeve & Hackel, 2002; 
Salgado, 1999; Schmidt & Hunter, 1998; Schmitt, 2014; Vinchur & Koppes, 2011). 
Thus, cognitive ability tests occupy the most relevant place among the personnel selection 
procedures.

There are at least six important reasons supporting the claim that cognitive ability tests 
play a key role in personnel selection procedures (Scherbaum, Goldstein, Yusko, Ryan & 
Hanges; 2012; Schmidt & Hunter, 1998). First, GMA tests have the highest validity and 
lowest application cost. Second, the empirical evidence on the validity of GMA measures 
for predicting job performance is stronger than that for any other method. Third, GMA 
has been shown to be the best predictor of job‐related learning. It is the best predictor of 
acquisition of job knowledge on the job and of performance in job training programmes. 
Fourth, the theoretical foundations of GMA are stronger than for any other personnel 
selection measure, and theories of intelligence have been developed and tested by psychol-
ogists for over 90 years. Fifth, the incremental contribution of specific abilities (defined as 
ability factors unrelated to the general factor, or g) to the prediction of performance or 
training outcomes may be minimal beyond g. Sixth, the findings on the validity of GMA 
and cognitive tests are the major contribution of industrial, work and organizational 
(IWO) psychology to the study of GMA and its use in applied settings.

This chapter reviews the literature on the use of ability tests in personnel selection, 
focusing on several relevant issues: 1) the definition of cognitive abilities and prevalence of 
use in personnel selection; 2) the main theoretical models of the psychometric structure of 
GMA and cognitive abilities; 3) the criterion validity and validity generalization of GMA 
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and specific cognitive abilities, including their incremental validity over GMA validity; 
4) issues of group d ifferences, bias and fairness; 5) applicant reactions and justice perceptions; 
and 6) suggestions for future research.

General Mental Ability and Specific Cognitive Abilities: 
Definition Issues

In this chapter, the terms general mental ability (GMA), general cognitive ability (GCA), 
general intelligence and g will be used as equivalents. GMA may be defined as the capacity 
of an individual to learn quickly and accurately a task, a subject matter or a skill, under 
optimal instructional conditions (Carroll, 1993; Hunt, 2011; Jensen, 1998). Less time 
and more precision indicate higher GMA. In this sense, solving problems correctly, 
making rapid but sound decisions, judging situations accurately, being able to use abstract 
reasoning, to acquire knowledge and to be able to use it in new contexts are examples of 
a high GMA. Some researchers have suggested that adaptability should be included in the 
definition of intelligence (Goldstein, Scherbaum & Yusko, 2010; Scherbaum, Goldstein, 
Yusko, Ryan & Hanges, 2012). To this effect, in the earliest years of intelligence research, 
the German psychologist William Stern (1912, p. 3) defined intelligence as ‘a general 
capacity of an individual consciously to adjust his thinking to new requirements: it is 
general mental adaptability to new problems and conditions of life’ (see Sternberg & 
Detterman, 1986, for other definitions). Stern’s definition appears to be even more rele-
vant today than it was in the past for it underscores that adaptability to new problems and 
life conditions is one characteristic of intelligence, and new problems and changing condi-
tions are the essence of current work tasks and situations, as Scherbaum and colleagues 
(2012) have pointed out. Thirty years earlier, Humphreys (1983, p. 236) expressed a 
similar view, and defined intelligence as ‘the resultant of the processes of acquiring, storing 
in memory, retrieving, combining, comparing, and using in new contexts information and 
conceptual skills; it is abstraction’. Accordingly, cognitive tests have to be composed of 
numerous and content‐heterogeneous items, and have only moderate levels of inter‐item 
correlations in order to sample these behaviours adequately (Humphreys, 1983).

The prevalence of cognitive tests in personnel selection
Since the early decades of the twentieth century GMA and ability tests have been exten-
sively used for decision making in personnel selection in virtually all countries around the 
world (Salgado, 2001, Salgado et al., 2010; Vinchur & Koppes‐Bryan, 2012). It is well 
known that ability and aptitude tests have been used systematically for decades in p ersonnel 
selection and currently many private companies (e.g., IBM, Microsoft), and public organi-
zations (e.g., the U.S. Armed Forces, UK civil service, and so on) have their own GMA 
tests; there is, additionally, a wide array of tests commercially available for measuring GMA.

In the last 20 years surveys have been carried out to evaluate the extent to which typical 
instruments for selecting personnel are used. Gowing and Slivinski (1994) reported on a 
survey carried out in the United States, which found that 16% of companies administered 
cognitive ability tests and 42% administered specific aptitude tests for selection purposes. 
They also reported that 43% of companies in Canada used aptitude tests. In another American 
survey, Marsden (1994) reported that 7.4% of companies used mental ability tests for hiring 
decisions in non‐managerial occupations, and 9.1% in managerial jobs. A survey conducted 
in 12 EU member states showed that the use of psychometric tests (e.g., GMA tests) 
by companies ranged from 6% of companies in Germany to 74% of companies in Finland 
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(Dany & Torchy, 1994). The average for these 12 countries was 34%. In another survey 
conducted in five European countries, Shackleton and Newell (1994) showed that the use 
of cognitive tests ranged from 20% of Italian companies to 70% of companies based in the 
UK. In Australia cognitive tests were used by 56.2% of companies (DiMilia, Smith & Brown, 
1994). Similar results were reported for New Zealand (Taylor, Mills & O’Driscoll, 1993) 
and for 15 countries from all continents (Ryan, McFarland, Baron & Page, 1999). Salgado 
and Anderson’s (2002) compilation of a large number of surveys on the use of cognitive 
ability tests in 16 European countries found that cognitive tests were more frequently used 
in Belgium, the UK, The Netherlands, Portugal and Spain, but less so in France, Germany, 
Greece, Ireland and Italy. They also found that ability tests were used more in graduate‐ and 
managerial‐level appointments than for g eneral selection processes.

Surveys conducted in the last 12 years show a similar picture. Taylor, Keelty and 
M cDonnell’s (2002) survey on the use of personnel selection methods in large organiza-
tions and recruitment firms in New Zealand found that cognitive tests were used in 31% 
of non‐management positions, 47% of management positions in organization, and that 
64% of recruitment firms used cognitive tests for management positions. These results 
were more than double the proportion used 10 years earlier (Taylor, Mills & O’Driscoll, 
1993). Pereira, Primi and Cobèro (2003) found that cognitive ability tests were used by 
44% of organizations in Brazil and that they were the most extensively used personnel 
selection procedures. In the UK, the Chartered Institute of Personnel and Development 
(2007) found 72% of responding companies indicated that they used general cognitive 
tests. In 2015, a study on the use of cognitive tests in small and medium‐sized companies 
in Spain revealed that 28% of companies used cognitive tests for decisions on personnel 
(Alonso, Moscoso & Cuadrado, 2015). This finding contradicted previous reports (e.g., 
Salgado & Anderson, 2002) and may suggest two factors are involved. The first is that the 
use of cognitive tests varies according to the size of the company (i.e., the larger the 
company the greater the use of cognitive tests). Second, since around 2005 cognitive tests 
have gradually been replaced by other selection procedures (e.g., emotional intelligence 
tests). Thus, further research is required to assess both developments in relation to the 
practice of personnel selection. Finally, a 2014 survey conducted for the British‐based 
multinational company SHL (now part of CEB), with a large sample of international com-
panies (N = 1,406 throughout the world), found that 59% of companies used cognitive 
ability tests, 47% used specific ability tests in pre‐hiring evaluations and 24% used cognitive 
ability tests and 25% of specific ability tests for post‐hiring assessment (Kantrowitz, 2014).

In short, cognitive tests have been used extensively for personnel selection purposes, 
and continue to do so. Excluding interviews, they are one of the most extensively used 
personnel selection procedures. Nonetheless, their use appears to be determined by the 
type of profession (e.g., managerial vs. non‐managerial occupations), the size of the 
company (large vs. medium or small companies) and legislation on equal opportunities, 
which varies widely across countries (see Myors, Livenes, Schollaert et al., 2008; Sackett, 
Borneman & Connelly, 2008).

The Psychometric Structure of GMA 
and Specific Cognitive Abilities

In IWO psychology the structure of cognitive abilities has been the focus of research for 
at least 80 years, following the publication of Spearman’s (1904) model. As Schmitt 
(2014) points out, cognitive abilities are typically hierarchically represented, with a general 
factor at the top, several broad content abilities on a lower level and the narrowest cognitive 
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abilities typically represented at the bottom of the hierarchy. Two psychometric models of 
the structure of cognitive ability have predominated for years: Spearman’s one‐general 
cognitive ability factor and its derivatives (e.g., Vernon’s model, Carroll’s model) and 
Cattell and Horn’s two‐general factor model (Cattell, 1963, 1971, 1987; Cattell & Horn, 
1978; Horn, 1989). In the last 20 years, the most dominant model has been the three‐
strata model developed by Carroll (1993) and its derivatives (e.g., Cattell–Horn–Carroll’s 
model). However, several alternatives have been proposed, such as Holzinger’s model, 
Vernon’s model, the Berlin model and Johnson and Bouchard’s VPS model (2005), 
among others. In order to provide a general overview, the main models of the structure of 
cognitive ability will be briefly examined as well as more recent theoretical contributions, 
such as van der Maas and colleagues’ (2006) revitalization of Thomson’s model and 
Bartholomew, Deary and Lawn (2009).

Spearman (1904, 1927) proposed that every test consisted of a general factor (g), which 
was common to all tests, and a specific factor (s), which was unique to each test. For this 
reason, Spearman’s model has often been represented as a large, central circle representing 
g, and a number of smaller circles arrayed radially, which represent the specific factors or 
abilities (e.g., Ree & Carretta, 1998; van der Maas et al., 2006). In this sense, Spearman’s 
model is g‐centric. Figures 7.1a and 7.1b represent Spearman’s model. For many years, 
Spearman refused to accept that ‘group factors’ or ‘specific abilities’ were possible, but 
eventually admitted they were possible in his key book of 1927.

Spearman’s model has been challenged since its inception, and several researchers have 
suggested that there are additional factors rather than a single general factor. The first 
challenge to Spearman’s model was the claim made by the British psychologist Cyril Burt 
that not one, but several group factors are involved (Burt, 1909). Moreover, Godfrey 
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Figure 7.1a Spearman’s model of cognitive abilities.
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Figure 7.1b A g‐centric representation of Spearman’s model.
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Thomson (1916, 1919, 1951) proposed group factors could exist without the need for a 
general factor to explain the positive manifold by mathematically demonstrating that a 
general factor could arise randomly.

Some years later, Spearman’s model was again challenged by Leon Thurstone (1938), 
who proposed a primary mental abilities (PMA) model, with seven orthogonal primary 
factors and no general factor. Figure 7.2 represents the PMA model. Initially, Thurstone 
refused to accept a second‐order general factor, but admitted the existence of a general 
factor two years later (Thurstone & Thurstone, 1941). Therefore, both Spearman and 
Thurstone eventually agreed on the structure of cognitive abilities, although insisting on 
their respective emphasis on the upper or the lower level of the hierarchy.

Spearman’s model was also challenged by his disciple Karl Holzinger (Holzinger & 
Swineford, 1937), who proposed there was both a general factor – called the basic factor by 
Burt – and group factors, but that there was no hierarchical order. Holzinger’s contribution 
initiated the idea of nested models of cognitive abilities. This proposal was called a bi‐factor 
theory because the group factors are independent of the general factor. In other words, this 
model assumes that all battery tests measure a common factor (i.e., GMA) but the variance 
of each test is influenced by an additional and smaller common factor reflected in tests 
tapping similar aspects of the smaller factor. Therefore, in a bi‐factor model tests are free to 
load on a general factor and a set of group factors. It is important to appreciate that a 
bi‐factor model is not a hierarchical model, as both the general factor and the group 
factors  explain common variance of tests (or items) (Reise, Moore & Haviland, 2010). 
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Figure 7.2 Thurstone’s model of primary abilities.
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Research undertaken since the 1940s has lent some support to Holzinger’s view (Harman, 
1976; Jenrich & Bentler, 2011; Swineford, 1949). Typically, bi‐factor models use confir-
matory factor analysis (CFA), but Jenrich and Bentler (2011) have p roposed a method for 
conducting exploratory bi‐factor analysis. Figure 7.3 represents Holzinger’s view.

Cattell (1963, 1971, 1987) hypothesized that there are two general factors of intelli-
gence rather than one: fluid intelligence (Gf) and crystallized intelligence (Gc). According 
to Cattell (1971, p. 96), Gc arises from educational opportunities and from motivation 
and persistence in applying fluid intelligence to approved areas of learning. This means 
that Gc reflects scholastic and cultural knowledge acquisition, and therefore would be 
consolidated knowledge. Gf would be most highly loaded in tests like Raven’s matrices, 
D‐48 or verbal tests designed to identify the relationship between words with similar 
meanings. Gc is the most highly loaded in tests based on scholastic knowledge and tests 
with a cultural content. Horn (1965, 1989; Cattell & Horn, 1978; Horn and Cattell, 
1966), Cattell’s  disciple, extended this initial model by including five broad factors 
(although they are narrower than Gf and Gc): visual inspection speed (Gs), visual–spatial 
reasoning (Gv), auditory thinking (Ga), quantitative reasoning (Gq) and fluency in recall 
of learned information (Gr). Figure 7.4 represents the Cattell–Horn model of intelli-
gence. Subsequently, the Swedish researcher Jan‐Eric Gustafsson (1988, 1992; Kvist & 
Gustafsson, 2008) found that a hierarchical factor analysis of a large battery of tests 
measuring Gf and Gc showed that, when the second‐order factor is residualized, Gf dis-
appears and is  subsumed in GMA, and the residualized Gc remains as a verbal–numerical–
educational factor. This last factor is very similar to the verbal–educational factor of 
 Vernon’s (1957) model of intelligence.
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Figure 7.3 Holzinger’s bi‐factor model.
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Vernon’s (1957, 1971) model consists of three levels, with g at the highest level and 
two broad factors at the lower level. The first broad factor was termed verbal–educational 
and the second practical–mechanical. At the primary level, Vernon distinguished six pri-
mary abilities: verbal, numerical, abstract, mechanical, perceptual and spatial. The first 
three abilities can be explained by the verbal–educational factor and the other three by 
the  mechanical–practical factor. According to Carroll (1993, p. 60), Vernon’s model 
was  the first truly hierarchical model of intelligence. Figure  7.5 represents Vernon’s 
i ntelligence model.

A further contribution relevant to the structure of intelligence is the Berlin Intelligence 
Structure (BIS; Jäger, 1967, 1982, 1984; see also Beauducel & Kersting, 2002), which is 
a hierarchical model with multiple facets. A general factor of intelligence is placed at the 
top of the hierarchy, and below this level a content facet with three abilities: verbal, 
numerical and figural, with an operation facet of processing speed, memory, creativity and 
processing capacity. At the lowest level, there are 12 ‘structuples’ (3 contents × 4 opera-
tions). These structuples serve to classify the task in the BIS. Beauducel and Kersting 
(2002) found that the BIS model included Cattell–Horn’s model of Gf–Gc. Figure 7.6 
represents the BIS model, including Gf/Gc distinction.

Carroll’s (1993) three‐strata model of cognitive abilities is worth a special mention as it 
is based on an impressive analysis of more than 400 datasets. Carroll (1993) found that 
cognitive ability can be hierarchically described using three levels or strata. At the highest 
level there is a general cognitive ability (also referred to as general mental ability, general 
intelligence, or factor g). At the second level, there are several specific broad cognitive 
abilities. According to Carroll, specific broad cognitive abilities are: 1) fluid intelligence; 
2) crystallized intelligence; 3) general memory ability; 4) visual perception; 5) auditory 
perception; 6) retrieval ability; and 7) cognitive speed. The first stratum includes a large 
number of more specific and narrow cognitive abilities, which are more homogeneous 
than those of the second stratum. Figure 7.7 represents Carroll’s model.

Over the last 15 years several researchers have suggested that Cattell–Horn’s model and 
Carroll’s model can be combined into a single model, usually denominated the Cattell–
Horn–Carroll’s (CHC) model (Alfonso, Flanagan & Radwan, 2005; Flanagan, McGrew & 
Ortiz, 2000; McGrew, 1997). The CHC model consists of 10 broad cognitive abilities 
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Figure 7.4 Cattell–Horn’s two‐factor theory of intelligence.
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Figure 7.5 Vernon’s hierarchical model of cognitive abilities.
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and more than 70 narrow abilities (see Alfonso, Flanagan & Radwan, 2007, for a complete 
list of the narrow abilities and their dependence on the broad cognitive abilities). The find-
ings of the Berlin model (Beauducel & Kersting, 2003) and of Kvist and Gustafsson 
(2008) converge somewhat with the perspective of the CHC model.

Johnson and Bouchard have offered an innovative hierarchical model (Johnson & 
Bouchard, 2005a, 2005b, 2007, 2011; Johnson et al., 2004), which is an alternative to 
Carroll’s (1993) three‐strata model. Inspired by Vernon’s (1957) model, Johnson and 
Bouchard’s model proposes a four‐strata model. The lowest level consists of primary 
abilities assessed by tests, such as solving anagrams or simple arithmetical calculations. 
The second stratum consists of broader but still narrow abilities. The third stratum con-
sists of three factors: a verbal (V) factor, a perceptual (P) factor and an image rotation (R) 
factor. The factors in the third level are highly correlated, indicating the need for a fourth 
stratum in which Johnson and Bouchard found a general cognitive factor, which explains 
why Johnson and Bouchard labelled the model VPR. Figure 7.8 represents the VPR model.

van der Maas and colleagues (2006) and Bartholomew, Deary and Lawn (2009) have 
proposed models for explaining intelligence structure, which were inspired by Thom-
son’s sampling theory of intelligence. van der Maas and colleagues (2006) proposed 
two possible structures of intelligence called the ‘mutualism model’ and the ‘extended 
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Figure 7.8 Johnson–Bouchard’s VPR model of intelligence.
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m utualism model’, which explain the positive manifold without the need for a general 
factor. Figures 7.9 and 7.10 represent these two structures of intelligence.

Bartholomew and colleagues (2009), after pointing out certain limitations of van der 
Mass and colleagues’ models, proposed a revised version of Thomson’s model. This 
 revised model supposes that the brain has N ‘bonds’, which can be called on when a person 
tries to respond to an item. If the bond i is active, then it contributes an amount ei to the 
total score. This quantity ei is a characteristic of each individual, and if the bond is selected 
it will contribute that quantity whatever the test items on all occasions. Because the 
essence of Thomson’s model is to assume that a fixed proportion of bonds, pi, are selected 
when the test item I is selected, then the resulting score is the sum of the es resulting from 
the sampled bonds. The model also assumes that each bond is selected independently 
with probability pi I = 1…, N, where N is the number of items. Finally, the model sup-
poses that the final score is arrived at by repeating the sampling process independently, 
several times.

Together the earlier models converge to the extent that they accept the existence of a 
general factor. Notwithstanding, whether the general factor is exactly the same or substan-
tially the same when it is extracted from the different test batteries conceptualized and 
developed for specific cognitive models remains to be ascertained.
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Figure 7.9 The mutualism model.
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Figure 7.10 The extended mutualism model.
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Johnson and colleagues (2009) addressed this issue by examining whether the g 
factor extracted from three test batteries is substantially the same or not. This point is 
important because, if GMA is not consistently found across batteries, then its theoret-
ical and practical importance will be small (Jensen, 1998) due to its dependence on the 
specific battery. Johnson and Bouchard (2005a, 2005b, 2007) conducted several com-
parative studies using three datasets in which they compared the Cattell–Horn model, 
the g–VPR model and Vernon’s model. In these three datasets, the g–VPR model was 
a better fit than the others. Another important finding was that the general factor of 
each b attery correlated largely with the others (0.99, 0.99 and 1.00). In other words, 
the  individual differences in GMA were identical for the three different batteries 
(Deary, 2012).

Woolley and colleagues (2010) have made another contribution to the cognitive 
ability domain, in this case from the group perspective rather than from the individual 
one. They claim they have found a collective intelligence factor, which explains how 
well a group performed tasks, and which is not the mean of the GMA of the group 
members. Earlier, Heylighen (1999) defined collective intelligence (CI) as the ability of 
a group to produce better solutions to a problem than group members can work indi-
vidually. Woolley and colleagues (2010) found that CI was higher in groups where 
turn‐taking in speaking was relatively evenly distributed among members and in groups 
whose members had higher mean social sensitivity. A practical suggestion from this 
study is that it can be useful to include CI for selecting team workers.

In short, despite the multiple sub‐factors and abilities measured in the various tests 
and batteries, most of the variance of these measures is due to a general factor, some-
times referred to as g, and sometimes as general mental ability (GMA) or general 
cognitive ability (GCA). Although computerized and video‐based versions of cognitive 
tests have been developed, there are no relevant differences in their predictive capacity. 
Thus, there is a general consensus that a general cognitive factor, or GMA, appears to 
be present in most ability tests and test batteries (Carroll, 1993; Deary, 2012; Hunt, 
2011; Schmitt, 2014). There is less consensus regarding the number and type of the 
narrower abilities, although verbal, numerical, spatial, perceptual and memory abilities 
are typically found in factor analytic studies.

Criterion Validity and Validity Generalization

Criterion validity is defined in the Principles for the Validation and Use of Personnel 
Selection Procedures (Society for Industrial and Organizational Psychology, SIOP, 2003) 
as the demonstration of a useful relationship between the test (predictor) and one or 
more measures of job‐relevant behaviour (criteria). Currently, the most useful and robust 
method for assessing the evidence of criterion validity of personnel selection procedures 
(e.g., GMA tests) is a meta‐analysis (Hunter & Schmidt, 2000). In personnel selection, a 
meta‐analysis is also used to examine whether there is evidence of validity generalization 
across studies (Schmidt & Hunter, 1977). In this section, the main findings on the 
validity of GMA for predicting different organizational criteria across the world are 
reviewed, as well as some relevant issues regarding differential validity and differential 
prediction. The section is divided into four subsections: (a) validity of GMA for predict-
ing overall and task performance and training; (b) primary validity studies in Africa, Latin 
America and the Indian‐Pacific Ocean countries; (c) validity of GMA for predicting non‐
task performance and other organizational criteria; and (d) validity and incremental 
validity of specific cognitive abilities.
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Validity of GMA for predicting overall and task  
performance and training

To date, numerous meta‐analyses on the validity of GMA and cognitive abilities for pre-
dicting job performance and training proficiency have been undertaken. Meta‐analyses 
have been performed in many countries and regions, including the United States, European 
Union (EU), Japan and South Korea. This chapter includes a summary of the major meta‐
analytic findings in different countries and for various organizational criteria. These data 
are from major sources, including Ghiselli (1966, 1973), Hunter (1983, 1986; Hunter & 
Hunter, 1984), Hartigan and Wigdor (1989), Schmitt and colleagues (1984), Levine and 
colleagues (1996), Salgado and colleagues (2003a, 2003b), Hülsheger and colleagues 
(2007) and Lang and colleagues (2010), among others. Additional meta‐analyses were 
reviewed in Ones, Diclhert and Viswesvaran (2012).

The seminal quantitative syntheses of the criterion‐related validity of cognitive ability 
tests must be attributed to Ghiselli (1966, 1973), although they were not a proper meta‐
analysis. Ghiselli (1966, 1973) grouped validity coefficients from thousands of studies and 
found an average observed validity of 0.25 for predicting job performance ratings. 
G hiselli’s data were subsequently re‐analyzed by Hunter and Hunter (1984).

Probably the most comprehensive meta‐analyses were conducted by Hunter (1983, 
1986; Hunter & Hunter, 1984), with a database consisting of 515 studies (N = 38,620), 
carried out using the GATB database of the US Employment Service (USES). Hunter 
presented the results for two criteria: job performance ratings and training success. He 
corrected the observed mean validity for criterion unreliability and range restriction. 
Hunter used 0.60 as an estimate of criterion reliability for a single rater, 0.80 as training 
reliability and 0.67 as the ratio between the standard deviation of the selected group and 
the standard deviation of the large group. Hunter found an average operational validity of 
0.45 for job performance ratings and 0.54 for training success (see T able 7.1). Hunter and 
Hunter’s (1984) work was subsequently replicated by the US National Research Council 
(Hartigan & Wigdor, 1989), but with three main differences with respect to Hunter and 
Hunter’s meta‐analysis: the number of studies was enlarged by 264 (N = 38,521), the 
estimate of job performance ratings reliability was 0.80 and they did not correct for range 
restriction. Under these conditions, the panel found an e stimated average operational 
validity of 0.22 (K = 755; N = 77,141) for predicting job performance ratings. Interest-
ingly, the analysis of the 264 additional studies showed an average observed validity of 
0.20. Several studies have shown that Hunter and Hunter’s estimate of job performance 
ratings reliability was very accurate with interrater reliability for a single rater of 0.52 
(Rothstein, 1990; Salgado et al., 2003a; Salgado & M oscoso, 1996; Salgado & Tauriz, 
2014; Viswesvaran, Ones & Schmidt, 1996). If Hunter and Hunter’s figures are applied 
to the mean validity found by the panel, average operational validity are 0.38, a figure 
closer to Hunter and Hunter’s result for job performance ratings.

Another meta‐analysis was carried out by Schmitt, Gooding, Noe and Kirsch (1984), 
using the studies published between 1964 and 1982 in the Journal of Applied Psychology 
and Personnel Psychology. They found an average validity of 0.22 (uncorrected) for predict-
ing job performance ratings. Correcting this last value using Hunter and Hunter’s figures 
for criterion unreliability and the ratio of range restriction, the average operational validity 
was essentially the same in both studies (see Hunter & Hirsh, 1987).

Meta‐analyses of the criterion‐related validity of cognitive ability have also been per-
formed for specific jobs. Pearlman, Schmidt and Hunter (1980) found that GMA was a 
valid predictor of job performance for clerical occupations, and its validity generalized 
across job families and organizations. Schmidt, Hunter and Caplan (1981) meta‐analysed 
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the validities for craft jobs in the petroleum industry, and Hirsh, Northrop and Schmidt 
(1986) summarized the validity findings for police officers. Hunter (1986), in his review 
of studies conducted in the US military, estimated GMA validity was 0.63. Another relevant 
meta‐analysis for craft jobs in the utility industry (e.g., electrical assembly, telephone tech-
nicians and mechanical jobs) was carried out by Levine, Spector, Menon, Narayanon and 
Canon‐Bowers (1996), who found an average observed validity of 0.25 and an average 
operational validity of 0.43 for job performance ratings. For training success, the average 
observed validity was 0.38 and the average operational validity was 0.67. Applying Hunter 
and Hunter’s estimates for criteria reliability and range restriction, the results show an 
operational validity of 0.47 for job performance ratings and 0.62 for training success. Both 
results agree with Hunter and Hunter’s findings.

Two single studies conducted in the US using large samples deserve a mention. In 1990 
the results of Project A, a research project carried out in the US Army, were published. 
McHenry, Hough, Toquam, Hanson and Ashworth (1990) reported validities of 0.63 and 
0.65 for predicting ratings of core technical proficiency and general soldering proficiency. 
The second large‐sample study was carried out by Ree and Earles (1991), who showed that 
a composite of GMA predicted training performance, with a corrected validity of 0.76.

In the EU, Salgado, Anderson and colleagues conducted a series of meta‐analyses using 
primary validity studies carried out in several European countries, including Belgium, 
France, Germany, Spain, The Netherlands, and the UK (Bertua, Anderson & Salgado, 
2005; Salgado & Anderson, 2002, 2003a, 2003b; Salgado et  al., 2003a, 2003b). 
They  found that GMA predicted both job performance and training proficiency, and 
g eneralized validity across studies and countries. Globally, they found an operational 
validity of 0.62 for predicting job performance and 0.54 for predicting training success. 

Table 7.1 Average validity of general cognitive ability for predicting job performance and training 
in different countries.

Country K N ρ 90CV

Job Performance
USAa 425 32,124 0.45 0.29
European Unionb 93 9,554 0.62 0.37

France 26 1,445 0.64 0.48
Germany 8 701 0.68 0.35
Belgium & The Netherlands 15 1,075 0.63 0.20
Spain 11 1,182 0.64 0.45
United Kingdom 68 7,725 0.56 0.46

South Koreac 8 1,098 0.57 0.57
Japanc 126 26,095 0.20 0.04

Training
USAa 90 6,496 0.54 0.32
European Unionb 97 16,065 0.54 0.29

France 22 5,796 0.38 0.26
Germany 26 4,645 0.63 0.42
Belgium & The Netherlands 8 706 0.65 0.48
Spain 7 712 0.61 0.41
United Kingdom 59 11,218 0.50 0.29

Source: a = Hunter (1986, p. 344) and Hunter & Hunter (1984, p. 81); b = Salgado et al. (2003); c = Oh, 
Schmidt, Shaffer & Le (2008; average of two meta‐analyses); Oh, Schmidt, Shaffer & Le (2008; average of 
three meta‐analyses).
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They also found that GMA predicted both criteria in 10 occupational families: engineering, 
chemistry, managerial, typing and filing, information, sales, police, mechanics, electrical 
and driving occupations. Hülsheger and colleagues (2007) conducted another meta‐analysis 
with German validity studies and found essentially the same results.

Japanese validity studies have been collected and analysed in three meta‐analyses over 
the last 20 years. In 1994, Takahasi and Nishida (cited by Oh, 2010, p. 14) conducted an 
initial meta‐analysis with 15 studies (N = 5898) and found a corrected validity of 0.28. 
Nimura, Imashiro and Naito (2000) conducted a second meta‐analysis of 24 validity 
studies of the new managerial aptitude test and found an observed validity of 0.18 and a 
corrected validity of 0.26 (N = 4420). In 2010, Oh (2010) published the third meta‐anal-
ysis with 65 studies (N = 14,777), and found a corrected validity of 0.15. The aggregation 
of these three validity studies resulted in an average corrected validity of 0.20, which is 
remarkably lower than the validity size found in US and European validity studies. Nimu-
ra and colleagues (2000) speculated that, in Japan, organizational citizenship behaviours 
(OCB) are more explicitly expected and appraised, and that GMA is a better predictor of 
task performance than OCB. An alternative explanation is that the values of range 
restriction and criterion r eliability were remarkably larger than those found in American 
and European validity studies, and that training proficiency and job performance ratings 
were collapsed as a single criterion in the initial meta‐analyses.

Two independent meta‐analyses were conducted with Korean validity studies of GMA. 
Lee (2005) found a corrected validity of 0.59 (N = 665), and Oh (2010) found a corrected 
validity of 0.53 (N = 443). The weighted‐sample average validity of these meta‐analyses 
was 0.56 (N = 1098), which was a value similar to that found in the American and European 
meta‐analyses.

An important finding in both American and European meta‐analyses was that job com-
plexity was a very significant moderator of GMA criterion validity. In the US Hunter and 
Hunter (1984) found that GMA validity dropped from 0.56 to 0.40 as job complexity 
decreased. The same pattern was found in the European studies, as GMA validity dropped 
from 0.64 for high complexity to 0.51 for low complexity. Tables 7.1 and 7.2 summarize the 
meta‐analytic findings for the different countries and the moderator effects of job complexity.

Primary validity studies in Africa, Latin America and  
the Indian‐Pacific Ocean c ountries

A number of primary validity studies are worth mentioning as they have been carried out 
in less known countries, such as South Africa, Abu Dhabi, New Zealand, Australia, 
Singapore, Brazil, Chile, Mexico, Peru and Argentina.

With regard to African countries, an increasing number of studies have been undertaken 
in South Africa in the last 15 years. Muller and Schepers (2003) carried out a study on the 
validity of GMA for predicting success in a training course for the South African National 
Defence Force. They found that a cognitive composite of four tests (Raven’s matrices, con-
ceptualization, reading comprehension and listening comprehension) predicted training 
proficiency (r = 0.584, N = 96). Kriek and Dowdeswell (2009) reported two concurrent 
validity studies, with validity coefficients separated for Black and White participants. In the 
first study, they found an average coefficient of 0.39 (N = 66) for Black participants and 
0.27 (N = 34) for White participants. In the second study, Kriek and Dowdeswell found a 
validity coefficient of 0.48 (N = 47) for Black participants and 0.36 (N = 57) for White par-
ticipants. In another South African study, Strachan (2008) examined the predicted validity 
of the APIL‐SV (a cognitive battery assessing fluid intelligence for predicting training suc-
cess) in a sample of auditing employees. Strechan found an average uncorrected validity of 
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0.38 (N = 69). Fertig (2009) found that cognitive ability predicted managerial performance 
in a multi‐ethnic sample of brand managers (average r = 0.16, N = 124). De Kock and 
Schlechter (2009) found that a battery of fluid and spatial ability tests predicted flight 
training (r = 0.35; N = 108). Nicholls, Viviers and Visser (2009) found that cognitive ability 
predicted supervisory performance ratings, call handling time and call quality in a sample 
of call centre operators (0.24, 0.28 and 0.33, respectively; N = 140). In another study, 
Pelser, Berg and Visser (2005) found that GMA predicted supervisor job performance rat-
ings in a sample of truck operators (r = 0.24; N = 104). Dale (2010) found that a test of 
mental alertness predicted work performance among leaners in the clothing industry 
(r = 0.33, N = 200). The correlations were meta‐analysed for this chapter and the results 
show that, on average, cognitive abilities have an observed validity of 0.30 (K = 9, N = 841), 
and 0.44 (K = 3, N = 273) for predicting job performance and training, respectively. These 
validities corrected for indirect range restriction (using the u values found by Salgado & 
Anderson, 2003a), and criterion unreliability (using 0.52 for job performance and 0.56 for 
training) resulted in operational validities of 0.66 (90CV = 0.66) and 0.81(90CV = 0.76) 
for job performance and training, respectively.

In the Indian subcontinent and the South Pacific islands (i.e., Australia, Singapore and 
New Zealand) a few small‐sample studies have been undertaken in the last 15 years. 
In New Zealand, Mann’s (2011) small‐sample study found that a battery of three cognitive 
tests predicted overall job performance (average r = 0.20, N = 43). Mann (2011) also found 
that general cognitive ability predicted task performance efficiently (r = 0.30), but p redicted 
neither contextual performance (r = 0.03) nor team performance (r = –0.12). Black (2000) 
found that GMA predicted training performance in a sample of New Zealand police 

Table 7.2 Moderator effects of job complexity on validity size.

Ability K N ρ 90CV

Training
USA studiesa

Low complexity 8 575 0.54 0.49
Medium complexity 54 3,823 0.57 0.36
High complexity 4 235 0.65 0.65

EU studiesb

Low complexity 29 8,152 0.73 0.60
Medium complexity 66 22,100 0.74 0.60
High complexity 4 596 0.75 0.67

Job Performance
USA studiesa

Low complexity 201 14,403 0.40 0.36
Medium complexity 151 12,933 0.51 0.31
High complexity 17 1,114 0.56 0.52

EU studiesb

Low complexity 12 864 0.51 0.38
Medium complexity 43 4,744 0.53 0.21
High complexity 14 1,604 0.64 0.33

K = number of studies; N = sample size; ρ = operational validity; 90CV = 90%  
credibility value.
Source: a = Hunter (1986, p. 344) and Hunter and Hunter (1984, p. 81); b = Salgado et al. 
(2003);  c = Oh, Schmidt, Shaffer & Le (2008; average of two meta‐analyses); Oh,  
Schmidt, Shaffer & Le (2008; average of three meta‐analyses).
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recruits (r = 0.33, N = 284). In Australia, Green and Macqueen (2008) reported a small‐
sample study (N = 37) in which they found that cognitive ability predicted job performance 
in managers and supervisors (r = 0.37). In Singapore, Chan and Schmitt (2002) found that 
cognitive ability predicted task performance (r = 0.25), but not OCB (r = 0.03) or overall 
job performance (r = –0.02) in a sample of civil servants (N = 160), and Roberts, Harms, 
Caspi and Moffit (2005) found that IQ predicted occupational level (r = 0.44, N = 838) 
and showed a very small correlation with counterproductive work behaviour (r = 0.08, 
N = 838). In Abu Dhabi, Al‐Ali, Gamer and Magadley (2009) found that GMA predicted 
both objective CWB (r = –0.14) and self‐rated CWB (r = –0.20) in a sample of police offi-
cers (N = 310). These studies were also meta‐analysed for this chapter and the results 
showed that cognitive abilities had an average validity of 0.11 (K = 3, N = 240) for predict-
ing job performance. This validity corrected for indirect range restriction (using the u 
values found by Salgado and Anderson, 2003a), and criterion unreliability (using 0.52 for 
job performance) resulted in an operational validity of 0.27 (90CV = 0.07).

A few studies have been carried out in the last 20 years in Latin American countries. In 
Brazil, Baumgartl and Primi (2006) found that a cognitive ability test was a predictor of 
job accidents in an electrical power company (r = –0.39), Thadeu and Ferreira (2013) 
found that cognitive ability predicted training in a large sample of police officers (r =0.14, 
N = 1,177), and Cobêro, Primi and Muniz (2006) found that GMA predicted supervisory 
job performance in a sample of heterogeneous workers (r = 0.39, N = 119). In Argentina, 
Castro‐Solano and Casullo (2005) found that Raven’s test predicted training in an Army 
sample (r = 0.23, N = 137). In Peru, Rosales-Lopez (2012) found that a mechanical 
aptitude test predicted performance in skilled workers (r = 0.78; N = 88). In Mexico, 
Moreno‐Garcia (2011) found that GMA predicted job performance ratings in managers 
of a financial company (r = 0.22, N = 87). In Chile, Cuadra‐Peralta (1990) found that 
cognitive ability, as measured by the GATB, predicted performance in a sample of 80 
workers of a copper mining company (r = 0.33), and Barros, Kausel, Cuadra and Diaz 
(2014) found observed validities of 0.16 (N = 253), –0.04 (N = 156) and 0.35 (N = 103) in 
three independent studies. I carried out a small‐scale meta‐analysis with these studies. The 
present meta‐analysis shows that, on average, cognitive ability predicted job performance 
with an observed validity of 0.26 (K = 7, N = 886) and training with a validity of 0.15 
(K = 2, N = 1,314). These validities, corrected for indirect range restriction using the u 
values found by Salgado and colleagues (2003a) and criterion unreliability using 0.52 for 
job performance and 0.56 for training, resulted in operational validities of 0.53 
(90CV = 0.09), and 0.36 (90CV = 0.36) for job performance and training, respectively.

In summary, primary validity studies in countries of Africa, the Asia‐Pacific region and 
Latin America in the last 12 years show that GMA predicted both job performance and 
training criteria. Small‐scale meta‐analyses carried out for this chapter with these validity 
studies show operational validities similar to those found in the US and Europe, confirm-
ing that GMA consistently predicts performance across cultures. The results of these 
small‐scale meta‐analyses are shown in Table 7.3.

Validity of GMA for Predicting Non‐Task Performance and 
Other Organizational Criteria

A number of recent studies, both primary and meta‐analytic, consider the criterion 
domain to be more than overall and task performance. There is broad consensus that, in 
addition to task performance, job performance encompasses two additional dimensions: 
organizational citizenship behaviour (OCB) and counterproductive work behaviour (CWB). 



 Ability Tests in Selection 131 

These two broad dimensions can be clearly distinguished from task performance, and are 
increasingly exerting an important influence on the outcomes of the organizations. For 
this last reason, meta‐analytic studies have recently turned to obtaining estimates of the 
relationship of GMA with OCB and CWB.

Gonzalez‐Mulé, Mount and Oh (2014) examined the validity of GMA for predicting 
CWB and OCB. They found that the validity of GMA for predicting overall counterpro-
ductive behaviours at work was essentially 0 (K = 35, N = 12,074). However, GMA showed 
a small, though not generalizable, validity size (ρ = –0.20, K = 7, N = 1,854) for predicting 
organizational CWB, one of the sub‐dimensions of CBW.

Postlethwaite (2011) examined the validity of general cognitive ability (GCA), as mea-
sured by a compound of Gf and Gc for predicting OCB, and found an operational validity 
of 0.18 (K = 7, N = 871). For their part, Gonzalez‐Mulé Mount and Oh (2014) examined 
the validity of GMA for predicting supervisory ratings of OCB and found an operational 
validity of 0.24 (K = 36, N = 10,404). Consequently, the two estimates of GMA were 
p redictors of OCB, though the validity size was remarkably smaller than the validity for 
predicting overall job performance and task performance.

An important conclusion in Gonzalez‐Mulé Mount and Oh’s (2014) and Postle-
thwaite’s (2011) meta‐analyses is that GMA seems to be only moderately useful for pre-
dicting OCB and CWB‐O, it has very small practical utility for predicting CWB‐I and it 
has practically 0 validity for predicting overall CWB. Nevertheless, further research is 
required given that the predictive validity for these criteria has been shown to be culturally 
determined (Nimura, Ishashiro & Naito, 2000; Al‐Ali, Gamer & Magadley, 2009). 
A summary of these meta‐analytic results is given in Tables 7.4 and 7.5.

Earlier meta‐analytic efforts examined the validity of cognitive ability for predicting 
other non‐performance criteria, such as turnover, achievement/grades, status change and 
work sample. Schmitt, Gooding, Noe and Kirsch (1984) performed the first meta‐analysis 
of the relationship between cognitive ability and these criteria and found that GMA pre-
dicted turnover (r = 0.14; N = 12,449), achievement/grades (r =0 .44, N = 888), status 
change (r = 0.28, N = 21,190) and work samples (r = 0.43, N = 1,793). It should borne in 
mind that these validity estimates were not corrected for criterion unreliability and range 
restriction. When these corrections are done the figures are much higher. Table 7.6 reports 
a summary of these findings.

In brief, meta‐analyses have shown that GMA predicted one of the dimensions of job 
performance, OCB, but not the other, CWB. Moreover, GMA appears to be a predictor 
of objective organizational criteria such as turnover, achievement, status change and work 
samples.

Table 7.3 Average validity of general cognitive ability for predicting job performance 
and training in Latin America, South Africa and South Pacific countries.

Country K N ρ 90CV

Job Performance
Latin America 7 886 0.53 0.09
South Pacific countries 3 240 0.27 0.07
South Africa 9 841 0.66 0.66

Training
Latin America 2 1,314 0.36 0.36
South Africa 3 273 0.81 0.76

K = number of studies; N = sample size; ρ = operational validity; 90CV = 90% credibility.
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Validity and Incremental Validity of Specific Cognitive Abilities
Several meta‐analyses have examined the validity of specific abilities. Hunter and Hunter 
(1984) examined the validity of perceptual ability, as measured by the GATB, and found 
validity was 0.35, 0.40 and 0.35 for predicting job performance and 0.53, 0.44 and 0.26 
for predicting training for the low, medium and high levels of job complexity. Salgado and 
colleagues (2003a) examined the validity of verbal, numerical, spatial‐mechanical abilities 
and memory for predicting training and job performance in the EU. They found that all 
the specific cognitive abilities were predictors of both criteria, with a moderately large 
validity size, but smaller than for GMA validity. The findings of this meta‐analysis can be 
seen in Table 7.7.

Postlethwaite (2011) meta‐analysed the validity of fluid ability (Gf ), crystallized ability 
(Gc) and general cognitive ability (CGA) as compounds of Gf plus Gc. Postlethwaite found 
that these three measures of cognitive ability showed large validity sizes for predicting training 
and job performance. In addition, Postlethwaite (2011) found that crystallized ability was 
a more valid predictor of the two criteria than fluid ability or the Gf or Gc c ompounds. 

Table 7.4 Validity of GMA for predicting counterproductive work behaviour.

Ability K N ρ 90CV

Overall CWB 35 12,074 –0.02 0.04
CWB – Organizational  7 1,854 –0.20 0.01
CWB – Interpersonal  4 1,462 –0.09 0.10

CWB = counterproductive work behaviour; K = number of studies; N = sample size; 
ρ = operational validity; 90CV = 90% credibility.
Source: Gonzalez‐Mulé et al. (2014, Table 1, p. 1228).

Table 7.5 Validity of GMA and GCA for predicting supervisor r atings of 
organizational citizenship behaviours.

Relation K N ρ 90CV

GMA‐overall OCBa 36 10,404 0.24 0.03
GCA‐overall OCBb  7 871 0.18 0.03

OCB = organizational citizenship behaviours; K = number of studies; N = sample size; 
ρ = operational validity; 90CV = 90% credibility
Source: a = Adapted from Gonzalez‐Mulé et al. (2014, Table 2, p.1229); b = Adapted from 
Postlethwaite (2011).

Table 7.6 Validity of GMA for predicting less common organizational criteria.

Criteria K N ρ

Turnover 8 12,449 0.14
Achievement/grades 5 888 0.44
Status change 9 21,190 0.28
Work sample 4 1,793 0.43

K = number of studies; N = sample size; ρ = operational validity; 90CV = 90% credibility.
Source: Schmitt et al. (1984).
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This author also found that job complexity moderated the validity of Gf, Gc and GCA for 
predicting job performance, but the moderator effects were very small for predicting training 
proficiency. Table 7.8 reports these findings.

With regard to the incremental validity of specific ability tests, Hunter and Hunter’s 
(1984) meta‐analysis found that perceptual ability did not show incremental validity 
beyond GMA and psychomotor ability for predicting performance. Also, several large‐
sample primary studies investigated whether specific cognitive abilities showed incremental 
validity over GMA. Ree and Earles (1991) and Ree, Earles and Teachout (1994) have 
shown that specific abilities did not account for any additional variance beyond GMA for 
job performance ratings and training success. In fact, the average increase by adding 
specific abilities to GMA was 0.02 across 89 training studies, and 0.02 across 7 job 
performance studies. A study of specific abilities showed an incremental validity over GMA 
of 0.08 for pilots and 0.02 for navigators (Olea & Ree, 1994). Thus, the empirical data 
appear to indicate that specific abilities do not predict job performance ratings and training 
success much more than GMA.

Nevertheless, this conclusion has been challenged by several studies. Campbell and Cat-
ano (2004) found that auditory attention showed incremental validity for predicting 
training proficiency in Canadian military personnel. Mount, Oh and Burns (2008) found 
that a test of perceptual speed showed incremental validity over GMA for predicting task 
performance. Lang, Kersting, Hülsheger and Lang (2010) found that the incremental 
validity of specific abilities for predicting performance beyond GMA can be related in part 
to the method used to examine the contribution of the specific abilities. They found that 
when they conducted multiple regression analyses, the validity of specific abilities  explained 
20% of criterion variance, but when they used relative importance analyses (Johnson & 
LeBreton, 2004) the contribution of verbal ability was larger than that of GMA. However, 
in interpreting these last findings, it should be taken into account that there was construct 
redundancy as verbal ability contained GMA variance. As Tonidandel and L eBreton (2011, 
p. 5) point out: ‘construct redundancy will have the apparent effect of reducing the  overall 
importance of a particular variable because the overall importance of that variable will be 

Table 7.7 Average validity of specific cognitive abilities for predicting job 
performance and training in different countries.

Country K N ρ 90CV

Job Performance
EU studies
Verbal 44 4,781 0.35 0.04
Numerical 48 5,241 0.52 0.52
Spatial‐mechanical 40 3,750 0.51 0.13
Perceptual 38 3,798 0.52 0.28
Memory 14 946 0.56 0.56

Training
EU studies
Verbal 58 11,123 0.44 0.20
Numerical 58 10,860 0.48 0.24
Spatial‐mechanical 84 15,834 0.40 0.16
Perceptual 17 3,935 0.25 0.00
Memory 15 3,323 0.34 0.08

K = number of studies; N = sample size; ρ = operational validity; 90CV = 90% credibility.
Source: Salgado et al. (2003).
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divided up among the redundant predictors thereby possibly producing a misleading 
result’. Salgado and colleagues (2015; see also Salgado, Moscoso & Berges, 2013) illus-
trated a way for residualizing variance and examining the relative c ontributions of primary 
and second‐order factors.

Briefly, the empirical data indicate that specific cognitive ability are good predictors of 
job performance and training proficiency, but their validities are smaller than GMA valid-
ity. With regard to the incremental validity of specific abilities, there is no overall consensus 
on the potential value over GMA, but the findings suggest that the incremental validity 
is small.

Ethnic Group Differences and Biased Prediction

An important issue regarding the use of cognitive tests in personnel selection is whether 
they produce ethnic group differences and biased predictions. In the US it has been well 
documented that cognitive tests show subgroup differences, for example when African‐
Americans and White groups were compared. It has typically been presumed that there is 

Table 7.8 Validity of fluid ability, crystallized ability and general cognitive 
ability for predicting training and job performance.

Ability K N ρ 90CV

Training
Fluid (Gf) 20 3,724 0.54 0.32

Medium complexity 11 2,658 0.44 0.25
High complexity 5 569 0.67 0.42

Crystallized (Gc) 114 38,793 0.70 0.53
Low complexity 29 8,152 0.73 0.60
Medium complexity 66 22,100 0.74 0.60
High complexity 4 596 0.75 0.67

GCA 24 7,563 0.59 0.39
Low complexity 2 156 0.53 0.53
Medium complexity 14 2,581 0.56 0.31
High complexity 2 2,824 0.57 0.44

Job Performance
Fluid (Gf ) 23 3,273 0.27 –0.07

Low complexity 2 251 –0.01 0.46
Medium complexity 10 1,677 0.26 0.02
High complexity 2 132 0.64 0.52

Crystallized (Gc) 199 18,619 0.49 0.31
Low complexity 108 9,307 0.45 0.30
Medium complexity 58 6,603 0.54 0.38
High complexity 27 2,214 0.59 0.38

GCA 86 8,070 0.43 0.23
Low complexity 37 3,420 0.37 0.20
Medium complexity 31 2,456 0.48 0.25
High complexity 11 861 0.60 0.38

K = number of studies; N = sample size; ρ = operational validity; 90CV = 90% credibility.
Source: Adapted from Postlethwaite (2011).
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1 SD difference between African‐Americans and Whites, with African‐Americans scoring 
lower (Hough, Oswald & Ployhart, 2001; Hunter & Hunter, 1984; Sackett, Bornerman & 
Connelly, 2008). However, the relevant estimates should be based on applicant samples 
rather than on incumbent samples and take into account the complexity of the job 
(Bobko & Roth, 2013). These issues are described below.

Schmitt, Clause and Pulakos (1996) reviewed the subgroup differences in the more 
widely used personnel selection procedures, including GMA and cognitive ability tests. 
When African‐Americans and Whites are compared on these tests, they found a d value 
of –0.83, indicating that the performance of African‐Americans on these tests was lower. 
They also found d values of –0.55 and –0.64 for verbal ability and mathematical ability, 
respectively. The subgroup effect sizes were smaller for the comparison of Hispanic and 
White groups, as well as between male and female groups. For Hispanic‐Americans, 
Schmitt, Clause and Pulakos found d values ranging from –0.45 to –0.58. For the male–
female comparison they found a d value of –0.09 for GMA and cognitive ability tests, 
with females showing lower performance. However, in the case of mathematical ability 
females showed a higher performance than males (d = 0.27).

Roth, Bevier, Bobko, Witzer and Tyler’s (2001) meta‐analysis found that overall the 
standardized difference (d) in GMA between Whites and African‐Americans was 1.10 and 
0.72 for the comparison between Whites and Hispanics. However, they found that job 
complexity was an important moderator of group differences. The comparison of Whites 
and African‐Americans in GMA showed d values of 0.86, 0.72 and 0.63 for jobs of low, 
medium and high complexity, respectively. They also found larger differences for GMA 
than for verbal and numerical abilities. Overall, d values of 0.83 and 0.74 were found for 
verbal and numerical abilities in the comparison between Whites and African‐Americans, 
and 0.40 and 0.28 in the comparison between Whites and Hispanics. Unfortunately, it is 
not possible to calculate the differences in these abilities across the job complexity level 
due to the scarcity in the literature (Roth et al., 2001).

Hough, Oswald and Ployhart (2001) reviewed the evidence on subgroup (ethnic, age 
and gender) differences for GMA and specific abilities. Comparing Whites with African‐
Americans, Hispanics and East Asians, they found d values of 1.0, 0 .5 and –0.2 in GMA, 
respectively. The magnitude of the differences was smaller for verbal and quantitative 
abilities. An important conclusion found in Hough, Oswald and Ployhart (2001), Roth 
and colleagues (2001) and Bobko and Roth (2013) was that the construct level (GMA vs. 
specific abilities), the design (within job vs. between jobs), the sample (applicant vs. 
i ncumbents) and job complexity were significant moderators of the size of the differences 
between groups.

Studies on ethnic group differences were also carried out in European countries. In The 
Netherlands, te Nijenhuis and van der Flier (1997) compared a large group of immigrant 
applicants with a majority group on the GATB. The immigrant group included four sub-
groups from Surinam, the Dutch Antilles, North Africa and Turkey. te Nijenhuis and van 
der Flier (1997) found large d values in verbal, numerical and spatial abilities, but no 
d ifferences in attention. The d values in cognitive abilities ranged from 0.4 to 1.06 for the 
Surinamese group, 0.52 to 1.32 for the Antilleans, 0.87 to 2.87 for the heterogeneous 
North African group and from 0.53 to 1.96 for the Turkish group. Unfortunately, this 
study did not distinguish between first‐generation and second‐generation immigrants. 
This limitation was overcome in a study comparing both first‐ and second‐generation 
immigrants from the same four ethnic groups with a majority group of a sample of police 
applicants (De Meijer, Born, Terlouw & van der Molen, 2006). Globally, the results show 
there were large differences between first‐generation immigrants and the majority group 
of applicants, but smaller differences for second‐generation immigrants. Moreover, large 
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differences were found in the comparison between first‐ and second‐generation immigrants 
in the four ethnic groups (De Meijer et al., 2006). Consequently, about two‐thirds of the 
differences between the majority group and the Caribbean, Moroccan and Surinamese 
group were explained by this factor (primarily, socio‐educational), and about a third in the 
case of the Turkish group. Table 7.9 presents a summary of these findings.

In Sweden, Kvist and Gustafsson (2008) compared a large group of immigrants who 
applied for vocational training, with a majority group using a battery of 15 cognitive tests. 
Using their data (Kvist & Gustafsson, 2008, Table  2), the standardized differences 
between the majority group and two groups of immigrants (Europeans and non‐Europeans) 
were computed. The Swedish group outperformed both European and non‐European 
immigrant groups in all tests. The average d was 0.52 for the European immigrants and 
0.90 for the non‐Europeans. Classifying the tests in four cognitive abilities (fluid, crystal-
lized, visual and speed), the size of the standardized differences was small for fluid, visual 
and speed abilities with d values ranging from 0.26 to 0.35 for the European immigrants 
and large for the non‐Europeans with d values ranging from 0.52 to 0.90. However, the 
standard differences were very large for crystallized ability in both groups (1.27 and 1.42 
for the European and non‐European immigrants, respectively). It is worth noting that the 
sample consisted of the unemployed or those at risk of becoming unemployed. The results 
are shown in Table 7.10.

Table 7.9 Ethnic differences (d values) between first‐ and second‐
generation immigrants versus the majority group in The Netherlands.

Ability C M S T

Majority vs. First Generation
Verbal 1.27 0.98 1.00 1.18
Inductive 0.90 1.03 1.00 0.96
Numerical 0.66 1.08 0.79 0.67
Word fluency 1.03 1.15 0.88 1.12
Spatial 0.69 1.06 0.79 0.87
Picture arrangement 0.90 0.98 0.98 1.11

Average 0.91 1.09 0.91 0.98
Majority vs. Second Generation

Verbal 0.33 0.48 0.41 0.82
Inductive 0.17 0.62 0.51 0.68
Numerical 0.43 0.56 0.58 0.43
Word fluency 0.28 0.60 0.48 0.71
Spatial 0.06 0.63 0.33 0.55
Picture arrangement 0.16 0.47 0.50 0.74

Average 0.24 0.56 0.47 0.65
Second Generation vs. First Generation

Verbal 0.90 0.44 0.53 0.29
Inductive 0.64 0.60 0.44 0.25
Numerical 0.26 0.61 0.25 0.26
Word Fluency 0.81 0.60 0.44 0.46
Spatial 0.49 0.37 0.42 0.31
Picture arrangement 0.61 0.45 0.40 0.34

Average 0.62 0.51 0.41 0.32

C = Caribbean; M = Morocco; S = Surinam; T = Turkey
Source: Adapted from De Meijer et al. (2006).



 Ability Tests in Selection 137 

An examination of ethnic differences was also performed in other countries. In recent 
years, South African psychologists have made important contributions to this topic. The 
significance of these studies is that they run counter to what is common in studies on 
ethnic differences as in South Africa the disadvantaged group is the majority one for 
political and historical reasons (i.e., the apartheid era). In South Africa prior to 1994, stan-
dardization measures were used only for Whites (Forbes, 2006; Kriek & Dowdeswell, 
2010). However, after apartheid was abolished, a number of studies on ethnic group 
differences on psychological assessment were carried out on various ethnic groups. Kriek 
and Dowdeswell’s (2009) study, consisting of a sample of 12,383 Black and 1,872 White 
South African clerical applicants to a financial institution, found d = 0.87 in an online 
verbal ability test, and d = 0.55 in an online numerical ability test, with White South 
Africans scoring higher. The authors also found that d values remained fairly constant over 
a five‐year period (2002–2006). In a second study, with a sample of 104 employees from 
business advisory services (47 Black, 57 White), Kriek and Dowdeswell (2009) reported 
an average d of 1.10 for cognitive ability. In both studies White South Africans scored 
higher than Black South Africans. In another study, Strachan (2008) examined ethnic 
group differences in three cognitive tests using a large South African sample (N = 2,877), 
consisting of 1,168 Blacks, 127 Coloured, 630 Indians and 952 Whites. He found differ-
ences across the four ethnic groups for the three cognitive tests. On average, Whites scored 
higher, followed by Indians, Coloureds and Blacks. Stracham also found that Indians 
o utperformed Coloureds, who in turn outperformed Blacks in the three tests.

Table 7.10 Comparison between immigrants and a majority group in Sweden.

Test 1‐order Ability 2‐order Ability d S‐EU d S‐non‐EU

Raven Reasoning Fluid 0.32 0.65
Aros number series Numerical Fluid 0.05 0.39
USTM number series Numerical Fluid 0.52 0.67
WIT numbers Numerical Fluid –0.10 0.17
R16A mathematical Numerical Fluid 0.51 0.84
Instructions V + N + S Crystallized 1.42 2.14
SP2A spatial Mechanical Crystallized 1.34 2.10
DLS reading Verbal Crystallized 1.26 1.43
WIT antonyms Verbal Crystallized 1.08 1.90
WIT puzzle Spatial Visual 0.51 1.04
Aros metal folding Spatial Visual 0.49 1.16
Wire Spatial Visual‐Psychomotor –0.04 0.14
Stockholm box Spatial Visual 0.37 0.58
Crawford pins Spatial Visual‐Psychomotor 0.05 0.16
P‐numbers (perceptual) Perceptual Speed 0.36 0.65
P‐words (perceptual) Perceptual Speed 0.28 0.62
P‐figures (perceptual) Perceptual Speed 0.42 0.68

GMA (average of 17 tests) 0.52 0.90
Fluid 0.26 0.52
Crystallized 1.27 1.42
Visual 0.33 0.73
Visual without psychomotor tests 0.46 0.93
Speed 0.35 0.65

Note: D values calculated with data from Kvist & Gustafsson, (2008), Table 2.
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Ethnic group differences were also examined in New Zealand by comparing a group of 
109 Maori applicants with a group of 55 European‐heritage applicants in a verbal ability 
test (Guenole, Englert & Taylor, 2003). The study found d = 0.55, with Europeans scor-
ing higher. They also found an average d = 0.70 (N = 75) in two numerical ability tests, 
with Europeans again scoring higher.

In short, ethnic group differences were found across different countries, but despite 
these differences, researchers suggest that such differences were not due to any bias in the 
tests as predictors of job performance (Hunter, Schmidt & Hunter, 1979; Schmidt, 
Ones & Hunter, 1992; Schmitt, 2014). These authors claim the empirical findings have 
corroborated that GMA tests are predictively fair for minorities and that the validity coef-
ficients are comparable. In other words, there is no test bias. Test bias means that systematic 
differences are found between groups (e.g., women and men; ethnic group members in 
comparison to a majority group), not only in mean test scores but also in how tests predict 
job performance ratings. For example, there is bias when an ethnic group scores lower in 
the test, but performs the job as effectively as the majority group. The usual conclusion 
has been that there was some small overprediction of minority performance based on 
intercept differences found in regressions of performance outcomes on test scores, 
minority status and their interaction. This method of analysis and the empirical research 
have been suggested by both AERA (1999) and SIOP (2003). Much research was under-
taken in the 1970s, 1980s and 1990s, and there seems to be a broad consensus that 
cognitive tests have not resulted in biased predictions for women and minorities. The 
most common finding is that cognitive tests produce some small overprediction of 
performance scores of minority groups as there are intercept differences in regressions of 
performance outcomes on test scores, minority status and their interaction (Schmitt, 
2014). These results have been found in US samples, and for example in The Netherlands 
and South Africa.

Since 2010, a series of scientific papers have empirically re‐examined the issues of 
differential validity and differential prediction (Aguinis, Culpepper & Pierce, 2010; 
Berry, Clark & McClure, 2011; Berry, Cullen & Meyer, 2014; Berry & Zhao, 2015; 
Roth et al., 2014; Mattern & Patterson, 2013). Differential validity analyses focus on 
subgroup differences in the correlation between a test and a criterion (e.g., job 
performance) as evidence of subgroup differences in test criterion relationships. 
Differential prediction analyses focus on subgroup differences in test criterion unstan-
dardized regression equations as e vidence regarding subgroup differences in test 
c riterion relationships.

With regard to the first issue, Berry and colleagues (2011) meta‐analytically examined 
the validity of cognitive ability tests across Black, White, Hispanic and Asian subgroups in 
the US. They found that the average observed validity was smaller for Hispanics and 
African‐American groups (0.33 for White and Asians vs. 0.30 and 0.24 for Hispanics and 
African‐Americans). They also found that the magnitude of the differences was larger in 
military contexts than in civilian ones. Roth and colleagues (2014) suggest that Berry and 
colleagues’ (2011) findings may be due to the effects of range restriction and measurement 
error. Using simulation, Roth and colleagues (2014) demonstrated that range restriction 
artificially increased the size of observed differential validity. Therefore, they claim that the 
concept of differential validity may be basically artifactual. However, this conclusion has 
been rejected by Berry and colleagues (2014), who conducted a study in which they con-
trolled for range restriction. The results again show evidence of a small degree of differential 
validity in line with their earlier study.

According to the Principles for Validation and Use of Personnel Selection Procedures 
(SIOP, 2003, p. 32), ‘predictive bias is found when for a given subgroup, consistent 
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n onzero errors of prediction are made for the subgroup’. In connection with the issue of 
differential prediction, Aguinis and colleagues (2010) posited that the intercept differ-
ences test typically carried out in differential prediction analyses was biased in such a way 
that it overestimates the size of subgroup intercept differences. A second problem of the 
differential validity studies conducted in the past is that they all used observed validities. 
Consequently, according to Aguinis and colleagues (2010), the established conclusion of 
over‐prediction of minority performance should be re‐examined. This has been achieved 
in Mattern and Patterson’s (2013), and Berry and Zhao’s (2015) meta‐analytic studies. 
Mattern and Patterson’s (2013) research consisted of 348 SAT validity studies, with a total 
sample in excess of 475,000 individuals. In order to avoid the methodological problems 
raised by Aguinis and colleagues (2010), Mattern and Patterson (2013) corrected validi-
ties for range restriction and criterion reliability and used regression plots instead of the 
intercept differences test. They found that the grades of African‐American and Hispanic 
students would be overpredicted.

More specifically in the personnel selection context, Berry and Zhao (2015) applied 
the appropriate corrections for indirect range restriction (i.e., there were three variables: 
X, Y and Z) and for criterion reliability to the observed validities of the GATB dataset. 
In indirect range restriction, selection is based on variables other than the predictor itself 
(Hunter, Schmidt & Le, 2006). In other words, for indirect selection scores on the test 
are not used in decision making. Berry and Zhao (2015) found that cognitive ability 
g enerally over‐predicts, with under‐prediction occurring only in unusual circumstances, 
for instance when the selection variable z is uncorrelated with job performance or 
exhibits no mean difference between African‐Americans and Whites. Considering 
M attern and Patterson’s (2013) results and their own, Berry and Zhao (2014, pp. 14–15) 
concluded that:

These studies are in agreement that, even when the biased intercept test is not used and 
analyses are carried out at the level of operational validity, cognitive ability tests generally still 
overpredict African American job and academic performance. Despite the excellent points 
made by Aguinis et al., the field still has a strong basis for concluding that cognitive ability 
test  scores are not predictively biased against African Americans in employment or college 
admissions settings.

Applicant Reactions

In 1984, De Wolff and Van der Bosch pointed out that the perspective of applicants had 
not been taken into account in previous research on the validity of personnel selection 
procedures, and considered that such a perspective was of great importance for personnel 
selection as applicants also make hiring decisions, not only the organization. They sug-
gested that applicant perceptions and reactions may be crucial for the success of personnel 
selection decisions and called for research into this issue. Apparently, their call was heard, 
and over the last 20 years a plethora of studies on the applicants’ reactions and their per-
ceptions of fairness were undertaken, many of them following seminal work by Steiner 
and Gilliland (1996). These researchers compared the perceptions of and reactions to 10 
selection procedures in France and the US. Specifically for cognitive ability tests, Steiner 
and Gilliland (1996) found that cognitive tests were between the best rated procedures 
in both France and the US. Using the same or very similar questionnaires, studies were 
devoted to examining the perceptions and reactions of applicants in a large number of 
countries, including the US (Bauer et  al., 1998; Steiner & Gilliland, 1996), France 
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(Steiner & Gilliland, 1996), Germany (Marcus, 2003), the UK, Ireland (Scroggins, 
Benson, Cross & Gilbreath, 2008), Iceland (Jónsdóttir & Hafsteinson, 2008), Spain 
(Moscoso & Salgado, 2004), Portugal (Moscoso & Salgado, 2004), Morocco (Scroggins 
et al., 2008), Greece (Nikolau & Judge, 2006), Belgium (Stinglhamber, Vandenberghe & 
Brancart, 2009), Israel (Gamliel & Peer, 2009), Italy (Bertolino & Steiner, 2007), 
Lithuania (Sidaviciute, 2008), The Netherlands (Anderson & Witvliet, 2008), Romania 
(Ispas, Ilie, Iliescu, Johnson & Harris, 2010), Singapore (Chan, Schmitt, Jennings, 
Clause & Delbridge, 1998; Phillips & Gully, 2002), India (Snyder & Shahani‐Denning, 
2012), South Africa (De Jong, 2000), Sweden (Sidaviciute, 2008) and Turkey (Bilgic & 
Acarlar, 2010). The results of these studies were meta‐analysed by Anderson, Salgado and 
Hülsherger (2010). Overall, they found that cognitive tests were the most favourably 
scored methods (mean N = 4.59, 95%CI = 3.89–5.30). The main conclusions of Anderson, 
Salgado and Hülsherger’s (2010) findings were that cognitive tests overall were: 1) rated 
positively; 2) perceived as the most scientifically valid method for personnel selection; 
3) showed respect for privacy, and 4) provided applicants with an opportunity to perform. 
The main drawback of cognitive tests was that they were regarded as interpersonally cold. 
Several more studies have been carried out since this meta‐analysis, but the picture 
remains much the same. Table 7.11 summarizes the favourability ratings of cognitive tests 
in 18 countries.

The main conclusion of this research was that applicants’ perceptions of fairness 
i nfluenced their reactions to the selection process and the organization’s attractiveness 
(Gilliland & Steiner, 2012). Thus, Bauer and colleagues (2012) examined research on 
fairness perceptions and proposed a series of recommendations to elicit positive candidate 
reactions, some of them directly applicable to the use of cognitive tests (e.g., content 
appropriateness, explanations about the selection procedure).

Table 7.11 Applicant perceptions regarding favourability to cognitive 
ability tests in 18 countries.

Country Sample Size Favourability

Belgium 235 3.50
France 117 4.21
Greece 279 4.29
Iceland 235 4.80
India 93 4.92
Ireland 73 4.16
Italy 139 4.43
Lithuania 193 4.51
Morocco 52 4.30
Portugal 104 4.13
Romania 235 5.68
Singapore 158 4.56
Spain 125 4.15
South Africa 286 4.75
Sweden 90 4.02
The Netherlands 167 4.15
United States 472 4.30
Vietnam 225 4.87

Total: 4,092 Weighted average: 4.60
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Future Research

A chapter like this is not complete without suggesting some avenues for future research 
and mentioning some issues that are still unexplored. As for fresh avenues, I concur with 
Schmitt (2014; Schmitt & Frandre, 2008) that new studies on the validity of GMA and 
specific cognitive abilities should be undertaken given that, in general, the databases used 
in meta‐analyses included in primary studies were undertaken 25 years or more ago. In 
addition, conceptions of job performance have changed and are now envisaged in multi-
dimensional terms, but many of the early primary studies did not include criterion mea-
sures to capture performance subdimensions. Although some research on the relationship 
between cognitive ability and performance has been undertaken recently, this contrasts 
with the scarcity of primary studies in the past two decades. Thus, further studies are 
required to examine new aspects of organizational behaviour. The following list is a brief 
overview of some unexplored areas, which deserve some attention:

1 Additional cross‐cultural research should be done on the relationship between GMA 
and specific cognitive abilities with job performance and other organizational criteria 
in Latin American, African and Asian‐Pacific countries.

2 Studies on the relationships between cognitive abilities and CBW are also needed. 
As  Gonzalez‐Mulé and colleagues (2014) have pointed out, their meta‐analyses 
contained only 35 primary studies, which clearly contrast with the number of primary 
studies included in the meta‐analyses of cognitive ability–performance relations, many 
of which analysed hundreds of studies (e.g., Hartigan & Wigdor, 1989; Hunter & 
Hunter, 1984; Salgado et al, 2003b). Furthermore, the relationship between cognitive 
ability and CWB should be examined to determine if it is moderated by the nature of 
CWB itself (e.g., organizational CWB vs. interpersonal CWB).

3 New models of cognitive abilities and re‐examination of older models (e.g. Thomson’s) 
pose the question whether specific abilities are more valid predictors than GMA and 
whether they show incremental validity beyond GMA. The studies based on Spearman 
(e.g., Ree & Earles, 1991; Ree et al., 1994) showed that specific cognitive abilities did 
not increase validity over GMA. However, this is not necessarily the case with nested 
models of cognitive abilities and some studies have suggested a new way for exploring 
this area (e.g., Lang et  al., 2009), or with the Gf–Gc model (Nisbett et al, 2012; 
Postlethwaite, 2011), and the studies by Campbell and Cattano (2004) and Mount 
et al. (2008) for perceptual speed ability.

4 Studies are required on differential validity and differential prediction, taking into account 
the methodological shortcomings underscored by Aguinis and colleagues (2010).

5 Further research on the relationship between cognitive ability and well‐being in 
o rganizations should expand the number the criteria and add important organizational 
behaviours. The relationships between GMA and job satisfaction, happiness, burnout, 
abusive supervision, mobbing and subjective well‐being should be analysed. Such 
studies will make relevant contributions to the study of abilities at work.

6 New studies should be conducted to explore the relationship between GMA and the 
Big Five personality factors as measured by quasi‐ipsative forced‐choice (QI‐FC) 
p ersonality inventories. Since 2014, meta‐analyses have demonstrated that QI‐FC 
p ersonality inventories are more valid for predicting job performance than standard, 
single‐stimulus (SS) personality inventories (Salgado, Anderson & Tauriz, 2015; 
Salgado & Tauriz, 2014). Several researchers have suggested that the cognitive strategies 
used to respond to SS and FC personality measures are different, with the first being 
less cognitively demanding than the second (e.g., Brown & Maydeu, 2013; Meade, 
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2004; Vasilopoulus, Cucina, Dyomina, Morewitz & Reilly, 2006). Consequently, QI 
measures may show a higher correlation with GMA than SS measures.

7 Another important area for future research is the potential relevance of group intelligence 
for predicting team performance and interpersonal performance. Woolley, Chabris, 
Pentland, Hasmi and Malone (2010) have shown that collective intelligence can be a valid 
predictor of team performance. This fresh area extends the number of criteria, adding to 
others such as group cohesion, team climate, team socialization, leadership effectiveness.

8 Finally, an interesting area for future research is the variability within groups in 
cognitive abilities and its potential effects on performance and differential prediction.

Conclusion

In The Nature of Intelligence, Thurstone (1924, p. xiv) wrote: ‘there is considerable difference 
of opinion as to what intelligence really is, but, even if we do not know just what intelligence 
is, we can still use the test as long as they are demonstrably satisfactory for definite practical 
ends.’ Ninety years later, we can conclude that intelligence and cognitive tests have demon-
strated they are excellent procedures for the practical purposes of p ersonnel selection and 
that, although opinions differ on what intelligence is persist, important advances on the the-
oretical account of cognitive ability have been made. There is no consensus about the nature 
and existence of a general factor of intelligence, but the vast majority of researchers now 
agree that a general factor can be found when a large b attery of cognitive tests is factor ana-
lysed, and the majority of the psychometric models of cognitive abilities include a general 
factor (Horn’s model is the exception). There is less agreement regarding the number of 
levels in the hierarchy and the number and type of medium and narrower abilities.

Though survey data show that GMA tests are frequently used in personnel selection 
across the world, this is not a sufficiently good reason for using the procedure for decision 
making. For example, graphology is very popular in some countries (e.g., Brazil, France 
and Israel), but the empirical evidence shows that its validity for predicting job proficiency 
is zero. In other words, if the validity of a procedure is zero, it would be the same as using 
a table of random numbers to choose an applicant. The empirical evidence cited in previous 
sections suggests that, in a rapidly changing world of work, GMA is the best predictor of 
the future adaptability to new tasks and functions.

Succinctly, the state‐of‐art suggests that: 1) the validity of cognitive ability tests are gen-
eralizable across occupations and situations, and moderated by job complexity, so that 
operational validity is 0.40 or higher; 2) the relationship between GMA and task performance 
is linear and its effects are primarily indirect thorough job knowledge; 3) GMA predicts 
moderately OCB, but not CWB; 4) there are ethnic and group differences in both GMA 
and the specific cognitive abilities, and the standardized differences are greater for lower 
job complexity levels and for crystallized ability; 5) although there is some evidence of 
differential validity, there is no differential prediction (bias) for African‐Americans.

Finally, the findings underscore that cognitive ability tests may be valuable, cost‐saving 
instruments for companies by ensuring high standards of individual job performance, 
which in turn raise productivity (Scherbaum et al., 2012).
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Introduction

Employee selection is the process of choosing which member(s) of an applicant pool is 
(are) most likely to behave in a manner that will achieve or surpass organizationally defined 
metrics of success, such as selling products direct to consumers, preventing crime, building 
and nurturing business‐to‐business relationships, caring for the sick and educating or 
inspiring others to perform to the best of their ability. The definition of successful job 
performance varies greatly across roles and organizations. Thus, while some elements of 
behaviour are important for all jobs (e.g., exertion of effort), it is likely that many other 
behavioural patterns will be suited to performance in some roles but not others. This 
straightforward observation has led to a broad consensus from industry and academia that 
personality testing, which as we discuss below is the fundamental descriptor of human 
behaviour, should be useful during selection programmes. However, whether and to what 
extent personality is useful remains a contested issue (see Morgeson, Campion, Dipboye, 
Hollenbeck, Murphy & Schmitt, 2007a; Ones, Dilchert, Viswesvaran & Judge, 2007). 
In this chapter we critically consider the evidence regarding the use of personality assessments 
in selection.

We begin by setting the scene of personality test use in selection before defining person-
ality, considering why it should be of value in selection and briefly considering how we 
arrived at the current state of knowledge in personality research generally. We then exam-
ine the predictive validity evidence for personality in selection, considering personality as a 
single predictor of job performance and as a part of a broader selection programme. 
We then explore debates regarding what level of the personality hierarchy (broad factors 
vs. narrow traits) is more useful during selection, whether universal job performance exists 
or whether different jobs require different behaviours and thus nuanced personality 
assessment, and we consider the potential utility of ‘other ratings’ of personality. We then 
move on from predictive validity and discuss how and when personality measures might be 



152 Selection

used within a selection programme. Finally, we suggest areas of research that offer great 
promise for improving our understanding, and subsequently evidence‐based practice 
within selection.

Setting the Scene

There are three key stakeholders in the personality–selection domain: academia, organizations 
and test publishers. In principle, these three stakeholders share one objective: to produce 
and use assessments that are reliable and valid. However, each constituency possesses 
potentially conflicting drives and foci, which have led to some disarray in the development 
and use of personality assessments in selection.

Academics have a primary interest in understanding the nature, theory and structure of 
personality. A focus on considering what personality is and what it is not, how it is struc-
tured, the processes underlying personality observations and the nomological net that 
informs our understanding of how different aspects of personality and other individual 
difference constructs relate. Organizations have a primary interest in using personality 
assessments to deliver a return on investment. A focus is what predicts both productive 
and counterproductive behaviour and performance in organizational contexts. Finally, test 
publishers hold a primary interest in commercializing personality assessments thereby 
making money from personality measures – a focus on what is marketable and useable by 
those willing to pay for their assessments.

The result is a marketplace where the tools that organizations use are often at odds 
with the theoretical foundations prized by academics. Further, in an effort to present 
what appears to be either a unique or similar product, test publishers produce tools that 
possess the same trait labels, but measure different constructs, or tools with different 
trait labels that measure the same constructs. This is often referred to as the ‘Jingle Jangle 
Fallacy’ (Kelley, 1927; Thorndike, 1904). Ultimately, these trends stifle scientific 
progress and lead to confusion for practitioners and organizations, neither knowing 
which personality m easures, if any, to use. What we have in the case of personality in 
selection is a classic example of a scientist/practitioner divide and often a lack of e vidence‐
based practice (Rynes, Gyluk & Brown, 2007). The most theoretically and empirically 
valid measures are often passed over for less‐grounded counterparts, with many test 
p ublishers failing to p ublish their validity studies and others simply not conducting them. 
These issues muddy the waters when we attempt to assess the utility of personality 
m easures in selection. It is far beyond the scope of this chapter to put an end to this 
c onfusion, but we can at least start to address some of the important issues regarding 
how useful personality testing really is and, perhaps most importantly, what can we do to 
maximize its utility.

What is Personality?

Before discussing personality in selection we must first clarify what we mean by personality. 
Personality has been variously defined as: ‘One’s habits and usual style’ (Cronbach, 1984, 
p. 6); ‘a dynamic organization, inside the person, of psychophysical systems that create the 
person’s characteristic patterns of behaviours, thoughts and feelings’ (Allport, 1961, 
p. 11); ‘a person’s unique pattern of traits’ (Guildford, 1959, p. 5); and ‘relatively stable, 
internal factors, which produce consistent individual differences at the emotional and 
motivational level’ (Pervin & John, 2001, p. 4).
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A single definition would never satisfy all stakeholders. However, a review of definitions 
reveals that certain features are agreed. Personality is seen as a relatively stable and consis-
tent set of traits that interact with environmental factors to produce emotional, cognitive 
and behavioural responses. Such theoretical views are supported by empirical evidence that 
shows that there are numerous identifiable personality traits (Cattell, 1954) with some 
cross‐situation stability (Funder & Ozer, 1983; Mischel, 1968), and develop through 
maturation (e.g., conscientiousness and emotional stability increase with age), while 
d emonstrating relative and rank‐order consistency in adulthood (Roberts & DelVecchio, 
2000; Roberts & Mroczek, 2008). Importantly, measures of personality traits can be used 
to explain and predict a wide range of behaviours and outcomes both cross‐sectionally 
(Roberts, Kuncel, Shiner, Caspi & Goldberg, 2007) and longitudinally (Chamorro‐
P remuzic & Furnham, 2003).

For the purposes of this chapter we suggest that personality be defined as a collection of 
traits that influence a person’s typical thought patterns (e.g., how deeply one considers the 
elements of a task), feelings (e.g., how anxious one is when faced with deadlines) and 
behaviour (e.g., how organized one is). There are three main assumptions with regard to 
the nature of personality traits that we adopt: 1) they are relatively stable (we discuss this 
further below); 2) each individual has a unique constellation of traits; and 3) they drive 
behaviour. Each of these assumptions is vital if personality is to predict behaviour at work.

Why should personality be relevant at work?
Given the broad agreement that personality is in part responsible for emotional, cognitive 
and behavioural responses, it must be relevant for the prediction of conduct at work. 
Workplace behaviour is not only defined in terms of what we can do (ability) but also how 
(style) we do it. Some people work systematically, others more haphazardly; some commu-
nicate empathetically, others in an authoritarian style; some are resilient under pressure, 
others appear less so. Is it possible to achieve the same level of performance regardless of 
these differences in style? Perhaps. Nevertheless, the manner in which tasks are conducted 
is undoubtedly important at work.

No employee or organization can operate in a vacuum. From a single person start‐up, 
through to a multinational corporation, people must interact with others. Personality has 
a notable role in determining the quality and utility of these interactions. Indeed, ‘person-
ality clashes’ are an often‐cited cause of workplace conflict and finding like‐minded 
c olleagues is an often‐cited contributor to job satisfaction.

Personality relates to the degree of enjoyment we take from certain elements of work 
and thus how much motivation we have to carry out certain tasks (Ackerman, 2000). 
For example, if employees are socially anxious and fearful of a negative evaluation, they 
will be less motivated to speak publicly. If they are particularly anxious, it might even 
reduce the quality of the communication and thus influence their job performance. Even 
if they are able to manage anxiety within the presentation effectively, the emotional labour 
and additional effects of the task on energy levels, well‐being and subsequent performance 
could be considerable. If, however, an employee enjoys being in the limelight and finds 
performing a presentation is a fun opportunity to relish, it is likely that job satisfaction and 
performance will be higher.

In sum, personality influences how we approach a task, how we interact with others and 
how natural or enjoyable we find a task or environment. Different approaches to these 
aspects of working life may well influence job performance, yet even if they do not, variations 
in these three areas are still pivotal to a wide range of other organizational variables 
(o rganizational commitment, citizenship behaviour, tenure, employee relations, etc.).
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Trait, State or Type?

Above, we assumed that personality is the product of a constellation of traits, yet a number 
of personality models and measures conceptualize personality through ‘types’ (e.g., Myers‐
Briggs type indicator; Myers, 1978). Personality types posit people as members of distinct 
and discontinuous categories (Carver & Scheier, 1996); for example, a person is either an 
extravert or an introvert. Typologies are suggested to have useful features, most notably 
that they are relatively simple to grasp, which can be beneficial when discussing personality 
with non‐expert individuals, as we often do within organizations. Type approaches are 
often contrasted with the trait view of personality, which suggests that an individual can 
fall on a continuum for each trait, so that positioning towards either extreme of the 
c ontinuum is indicative of a stronger tendency to think, feel or behave in that manner. 
A person is not simply extraverted or introverted, but rather is positioned somewhere 
along a scale ranging between the two extremes. A simple consideration of human person-
ality and behaviour favours a continuum approach over a type approach: people do differ 
in their level of extraversion (or indeed any other trait) and are not simply one type or 
another. For this reason alone, we can say that trait theories are more valid than typologies. 
Typologies come under further scrutiny when we consider the measures designed to assess 
them. For example, the MBTI, despite being widely used, lacks internal consistency, test–
retest reliability and predictive validity (Pittenger, 2005). Thus, due to poor reliability and 
questionable validity, the current authors recommend that regardless (or perhaps because) 
of their simplicity, typologies be treated with caution in all organizational contexts, and 
under no circumstances should be used for selection. That this point still needs to be 
raised is testament to the gulf between science and practice we raised in the introduction 
to this chapter.

A similarly contested yet more nuanced debate of real relevance to the personality in 
selection discussion relates to personality stability and the influence of situational variables. 
The extreme explanations that all behaviour is a product of the environment (if this were 
true no cross‐situational consistency would exist) or that traits alone explain everything 
(if this were true any cross‐situational variability would not exist) are inadequate. Indeed, 
both situational variables and traits can be of equal relevance to explaining any single 
behaviour. Often, traits share only modest correlations (0.3) with behaviour (Mischel, 1968), 
as do situational variables (Funder & Ozer, 1983).

Thus, behaviour is not simply the product of either traits or the environment. Rather, 
most behaviour is the product of complex trait × state interactions, whereby the influence 
of the trait tends to be greater than that of the state in circumstances where situational 
pressures are weak, and vice versa (e.g., Carver & Scheier, 1996; Judge & Zapata, 2015; 
Monson, Hesley & Chernick, 1982). Thus, the influence of personality traits differs across 
scenarios. Despite the role of situational variables, what we can conclude is that traits do 
predict behavioural patterns across situations and time (e.g., Feist & Barron, 2003); those 
who score high on measures of anxiety tend to be more anxious than those who score low 
on anxiety across situations. Such consistency is essential; without it, personality would not 
be a relevant construct to consider in a selection equation.

Identifying and organizing personality traits
Models of personality as they stand today are largely the result of work in two parallel 
t raditions: the lexical and psychometric. The lexical hypothesis (Galton, 1869) suggests 
that if a trait is important in influencing how we think, feel and act, it will be enshrined in 
l anguage; the more important the trait, the more likely that it will be encoded in language 
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in a single adjective. Thus, researchers scoured dictionaries and psychological theories and 
compiled lists of adjectives that describe personality (see Allport & Odbert, 1936; 
Baumgarten, 1933; Cattell, 1943; Galton, 1869). This iterative work eventually culmi-
nated in the development of Cattell’s bipolar personality–descriptor scales. These scales 
represent the foundations of many currently held trait measures of personality and served 
to generate, through numerous factor analyses, Cattell’s 16PF, which is today widely used 
in selection.

Early attempts to replicate Cattell’s work were not wholly successful, with numerous 
researchers finding that five broad personality traits consistently emerged from factor 
analyses of personality ratings (Borgatta, 1964; Fiske, 1949; Norman, 1963; Tupes & 
Christal, 1961). Further work in the area of personality structure continued to point 
towards five broad factors and as a result led to the general consensus that ‘analyses of any 
reasonably large sample of English trait adjectives in either self‐ or peer descriptions will 
elicit a variant of the Big‐Five structure’ (Goldberg, 1990, p. 1223).

Today there are two main variants of these five traits: the lexical Big Five and the 
p sychometric five‐factor model (FFM). The five factors are neuroticism, extraversion, 
openness‐to‐experience (intellect in the lexical Big Five), agreeableness and conscientious-
ness (Costa & McCrae, 1992; for a historical description of the emergence of the five 
factors, see Digman, 1990). Despite some rather substantial differences in item content 
and structural relations between the two models (e.g., the trait warmth is considered a 
facet of extraversion in the FFM but a facet of agreeableness in the Big Five), researchers 
and practitioners often conflate the two and use them interchangeably (Pace & Brannick, 
2010). These differences are often given only cursory discussion but are potentially critical 
in a selection environment. For example, if evidence from a job analysis or research litera-
ture suggests warmth is one of the most important behavioural characteristics of a care 
worker, how much emphasis is placed on extraversion or agreeableness in the selection 
equation should depend on which inventory is being used. This example also draws on 
another important debate that we will note here and consider in detail later. The band-
width fidelity argument concerns the question of whether narrower personality traits (e.g., 
warmth) or broader factors (e.g., agreeableness) are more useful in predicting behaviour. 
Ultimately, this debate contrasts the measurement specificity one can gain using narrow 
traits versus the superior reliability one can get from a broader trait. Equally, it is sug-
gested that predictors and outcomes should be matched in specificity, so when predicting 
complex and aggregate outcome variables such as job performance, complex and aggregate 
personality variables would be best.

Despite the differences between the two five‐factor approaches, there is a considerable 
amount of evidence in favour of the broad five factors. In particular, the psychometric 
FFM, which is argued to be ‘exhaustive of the personality sphere’ (McCrae & Costa, 
1985, p. 558), is the most dominant measurement framework in research. The widespread 
adoption of the FFM has undoubtedly benefited personality research. The FFM provides 
a parsimonious model to guide the accumulation of research findings, allowing for cross‐
study comparison and accelerating knowledge production. The ability to empirically 
aggregate research findings has ultimately resulted in the generation of meta‐analytically 
derived estimates of magnitude of prediction (e.g., Barrick & Mount, 1991, 1996; Barrick, 
Mount & Judge, 2001; Judge & Ilies, 2002). Meta‐analyses of the personality–job 
performance relationship are very important in understanding the role personality can play 
in selection.

Despite the popularity of the FFM, the adequacy of the model and even the fundamental 
notion that five broad orthogonal factors top the personality hierarchy, is frequently con-
tested. Briefly, there are valid concerns of both a theoretical and methodological nature 
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with regard to the development of the five‐factor measures (e.g., Block, 1995, 2001, 
2010). Further, research has been inconsistent in returning five factors from structural 
analyses (Booth & Hughes, 2014), and where five factors have been identified there has 
been debate as to whether or not these five factors are consistent (Pace & Brannick, 2010). 
In addition, the FFM does not fit in confirmatory factor analyses (Vassend & Skrondal, 
2011) or less restrictive exploratory structural equation models (Booth & Hughes, 2014; 
Marsh, Lüdtke, Muthén, Asparouhov, Morin, Trautwein & Nagengast, 2010), suggesting 
that the models are in need of some revision. These concerns may seem like excessive 
academic navel‐gazing, but quite simply if the measures do not offer optimal measurement, 
they are unlikely to produce optimal prediction. As a result, concerns of a structural nature 
are of utmost importance to personality in the selection debate.

A further consideration relates to claims of the exhaustive nature of the FFM. This is 
simply not the case. Many investigations have focused on traits that fall outside the FFM 
(Ashton, Lee & Son, 2000; Jackson, Ashton & Tomes, 1996; Jackson, Paunonen, Fraboni & 
Goffin, 1996; Lee & Ashton, 2004; Lee, Ashton, Hong & Park, 2000). Some of this 
research has led to the development of the HEXACO model, a six‐factor model with more 
facets than the FFM. There is also ample evidence of narrow, facet‐level personality traits 
being omitted. For example, Paunonen and Jackson (2000) noted that traits of conven-
tionality, egotistical, integrity, femininity, seductiveness, manipulativeness, humour, thrift-
iness and religiosity were missing. From a cursory perspective, one can see that these traits 
might be of value in explaining some workplace behaviours. Further, these traits offered 
incremental predictive validity over and above the FFM in relation to 19 criteria across 
samples from Canada, England, Germany and Finland (Paunonen, Haddock, Forsterling & 
Keinonen, 2003).

There are three main concerns to be recapped here. First, the FFM was not developed 
in a theoretically or methodologically optimal manner. Second, FFM measures often pro-
vide suboptimal measurement. Third, the FFM is not exhaustive and the traits it excludes 
might be of value in selection. These limitations do not preclude the use of the FFM in 
selection, but we must keep them in mind when evaluating the evidence pertaining to the 
predictive validity of personality in selection. It is also important to note that these 
c oncerns are not exclusive to the FFM. Many other broad personality measures offer poor 
measurement and miss (or incorrectly model) important aspects of personality.

What Does the Evidence Say about the Utility 
of Personality within Selection?

When considering the role of personality in selection one question is of utmost impor-
tance: is the tool a valid predictor of relevant work‐related criteria? Usually, the focus is on 
job performance, but it can also span other important related criteria (e.g., training 
performance, counterproductive work behaviour, citizenship behaviour). This section 
addresses the vexed question: what does empirical research say about the use of personality 
measures during personnel selection?

In 2007 a series of well‐respected organizational researchers considered the use of per-
sonality in selection and concluded that ‘Due to the low validity and content of some 
items, many published self‐report personality tests should probably not be used for 
p ersonnel selection’ (Morgeson et  al., 2007a, p. 720). In direct response, Ones and 
c olleagues (2007, p. 1020) argued, ‘Any selection decision that does not take the key 
p ersonality characteristics of job applicants into account would be deficient.’ Clearly, the 
jury on the utility of personality measures is still out.



 Personality Questionnaires 157 

The use of personality measures in selection remains a contested subject and the litera-
ture has been reviewed, in compelling fashion, to support both sides of the debate. There 
is evidence to suggest that personality measures can be useful, but the same evidence tends 
to suggest that their utility is limited. The current authors believe that the evidence shows 
personality can add value to selection decisions, but only if used appropriately. In this 
s ection, we discuss the evidence for and against the predictive validity of personality in 
selection, but we also address the perhaps most compelling aspect of this discussion: 
how can we maximize the utility of personality measures?

Predictive validity: Meta‐analyses
The interpretation of meta‐analytic correlations between personality ratings and job 
performance, often assessed by supervisor ratings, is central to the debate regarding the 
use of personality during selection. Before we look at some of those relationships, we must 
note that there are two main estimates of the correlation between personality and job 
performance: a raw correlation and a corrected correlation. Within a meta‐analysis it is 
common practice to adjust or correct correlation coefficients based on estimates of 
u nreliability. Often, there is an acknowledgement that the criterion variables (e.g., job 
performance metrics) and sometimes the predictor variables (in this case personality) lack 
reliability, and as a result attenuate the estimated relationship. Corrections increase the 
accuracy of population‐level estimates of correlations and are well supported both 
t heoretically and statistically (Hunter & Schmidt, 2004; Schmidt, Shaffer & Oh, 2008).

When addressing arguments or building theories and models, the more accurate our 
empirical estimates are the better. Nevertheless, despite the well‐accepted practice of 
c orrecting correlations in meta‐analyses, practitioners generally do not correct estimates in 
selection decisions (Morgeson et al., 2007a). Thus, there is a good argument for consid-
ering the magnitude and pattern of relationships of both the uncorrected and corrected 
estimates. In this chapter, we present both estimates where applicable.

In 1991, Barrick and Mount published a seminal paper describing the meta‐analysis of 
117 American and Canadian studies (undertaken between 1952 and 1988; N = 23,994). 
Conscientiousness proved a reliable and valid correlate of job performance across occupa-
tions (r = 0.13, corrected r = 0.23). The remaining traits (extraversion, neuroticism, agree-
ableness and openness to experience) were unrelated to job performance en masse. Barrick 
and Mount (1991) examined the correlations between the Big Five and a composite vari-
able of job performance, training performance and personnel data (e.g., salary, tenure) in 
the whole sample, but also provided estimates for different job roles. Once again, consci-
entiousness proved a valid and reliable predictor across all roles (r = 0.09–0.13, corrected 
r = 0.20–0.23). Extraversion was found to be relevant for those in sales (r = 0.09, corrected 
r = 0.15) or managerial roles (r = 0.11, corrected r = 0.18), while the other traits were 
g enerally unrelated. In a European equivalent, Salgado (1997) convergently found consci-
entiousness to be a valid and generalized predictor across occupations and performance 
criteria with a very similar magnitude of correlation coefficients. Divergently, Salgado re-
ported a role for neuroticism (r = –0.08, corrected r = –0.12) across all occupational groups, 
which corresponds with other meta‐analyses (Hough, Eaton, Dunnette, Kamp & McCloy, 
1990). Again, in line with Barrick and Mount (1991), Salgado found that the other per-
sonality traits were not relevant to job performance but were relevant to some other impor-
tant organizational criteria (e.g., training performance) in specific occupational groups.

The most compelling study examining the relationship between the Big Five traits and 
job performance was a meta‐analysis of meta‐analyses conducted by Barrick, Mount and 
Judge (2001). Conscientiousness was found to be important across occupational groups 
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in terms of job performance (objective rating: r = 0.10, corrected r = 0.23; supervisor 
r ating: r = 0.15, corrected r = 0.31) and all other job‐relevant criteria examined. Neuroti-
cism was also shown to be a generalizable predictor of supervisor‐rated job performance 
(r = –0.07, corrected r = –0.13) but was lower in magnitude than conscientiousness and 
less consistent across the other criteria examined. Thus, a relatively firm conclusion can be 
made that conscientiousness is important for performance in all roles, and that in most 
instances lower levels of neuroticism are also related to improved performance. The three 
remaining traits, while not relevant to job performance across occupations, can be rele-
vant in certain roles, for example management (extraversion: r = 0.10, corrected r = 0.21), 
and are related to specific work‐related behaviours such as training performance (open-
ness to experience: r = 0.14, corrected r = 0.33) and team working (agreeableness: r = 0.17, 
corrected r = 0.34).

Thus, decades of meta‐analyses have now shown that working in an organized, respon-
sible and industrious manner (conscientiousness), while maintaining a degree of e motional 
stability (neuroticism), is related to successful job performance across the board. Some 
researchers (and indeed practitioners) have argued that while evidence of some generally 
stable patterns of association between personality traits and job performance are informa-
tive, the magnitude of the relationships raises some serious questions (Guion & Gottier, 
1965; Morgeson et  al., 2007a). Indeed, with uncorrected rs of –0.10–0.15 and even 
corrected rs of –0.20 –0.30 the predictive validity of personality measures is roughly 
equivalent to many selection methods broadly considered unusable within selection 
(e.g., unstructured interviews, Schmidt & Hunter, 1998).

At a cursory level, we have to agree with Morgeson and colleagues (2007a). These 
results do pose serious questions about the utility of personality within selection. The 
current authors would certainly feel uncomfortable being selected, or not, based on our 
conscientiousness and neuroticism alone. However, we must travel beyond a cursory level 
and consider a number of important and substantial nuances within the personality–selection 
debate before we reach any firm conclusions. The remainder of this section focuses on five 
important nuances within this debate. First, when considering the personality of potential 
employees we rarely, if ever, focus on a single trait. Thus, we must look at the combined 
explanatory power of multiple personality traits not just univariate correlations. Second, 
selection by personality alone (or indeed any single selection method) would be indefensi-
ble. Thus, we must consider the relative and incremental explanatory power of personality 
when considered alongside other valid selection tools. Third, broad factors of personality, 
such as the FFM/Big Five, currently dominate personality assessment; we consider 
whether they offer superior levels of prediction compared to their constituent lower‐order 
facets. Fourth, we contest the very premise of universal job performance: that successful 
job performance across occupational roles should or would require the same degree and 
combination of behaviours seems an odd assumption, one that has perhaps masked the 
true potential of personality in the prediction of job performance. Fifth, we consider long‐
standing concerns about the measurement error produced by response distortions during 
personality assessment with a special focus on the potential utility of partially ipsative 
m easures and ‘other ratings’.

Personality is multidimensional
Behaviour is complex. In seeking to explain complex behaviours at work (or anywhere 
else), we rarely expect a single trait to be sufficient. Rather, we identify multiple traits that 
might contribute and examine their combined ability to explain the behaviour of interest. 
Thus, univariate relationships between individual personality traits and job performance 
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may underestimate the value that personality has to offer. In the same way we would not 
calculate the predictive validity of a structured interview or cognitive ability test based on 
their constituent parts, we should not judge personality based on single trait associations.

This line of argument has been most convincingly put forward by Ones and colleagues 
(2007), who re‐examined the meta‐analytic correlations presented by Barrick and col-
leagues (2001; discussed above) and computed the multiple correlations for all of the Big 
Five and job performance. The results show that personality predicts objective job 
performance with a multiple r of 0.27 (uncorrected r = 0.23) and a composite overall job 
performance variable of r = 0.23 (uncorrected r = 0.20). Ones and colleagues (2007) also 
demonstrated that personality variables measured at the Big Five level are even more 
p redictive of other important elements of workplace behaviour. For example, counter-
productive work behaviours (r = 0.44 and 0.45 for avoiding interpersonal and organi-
zational deviance, respectively), organizational citizenship behaviours (r = 0.31), leadership 
(r = 0.45), teamwork (r = 0.37) and training performance (r = 0.40).

There is no doubt that Ones and colleagues’ (2007) evidence provides a much more 
optimistic view of the role of personality in understanding workplace behaviour. Notably, 
however, and despite increases from the univariate estimates, the multivariate estimates 
relating to job performance – the crucial criterion for selection decisions – are still less than 
impressive. Indeed, the multivariate estimate is only slightly greater than that reported for 
conscientiousness alone (Barrick et al., 2001) and collectively the Big Five account for 
around 5–7% of variance in job performance measures. Thus, some have argued that these 
results still provide underwhelming support for the use of personality in selection (Morge-
son et al., 2007b). Again, we generally agree, explaining the same amount of variance in 
job performance as unreliable selection methods such as unstructured interviews is hardly 
compelling. However, we do not believe that this means that personality tests are not 
or  cannot be useful. Below, we continue to consider the ways in which personality 
a ssessments can be used effectively within selection.

Incremental predictive validity of personality measures
Selection decisions are never made based on personality assessments alone and nor should 
they be. Given that personality assessments are used as a part of a selection programme, 
the practical value of any validity debate pertains to the incremental predictive validity that 
personality assessments offer over and above other selection methods. Personality tends to 
be weakly correlated with other selection tools, and in particular other individual difference 
variables such as cognitive ability. For example, in their meta‐analysis, Judge, Jackson, 
Shaw, Scott and Rich (2007) show that the correlations between general mental ability 
and the Big Five are small, with the largest correlation being just 0.22 with openness. 
Thus, personality and cognitive ability measures capture different information about an 
employee and thus personality measures may offer unique predictive validity beyond that 
obtained from cognitive ability measures.

Schmidt and Hunter (1998) estimated the incremental predictive validity of 18 selec-
tion methods beyond general mental ability using data from previous meta‐analyses. Their 
analyses suggested that, when combined with general mental ability, the personality mea-
sures of integrity (a compound trait consisting of specific traits selected due to their likely 
relevance, e.g., conscientiousness, dependability, honesty) and conscientiousness offered 
27% (multiple r = 0.65) and 18% (multiple r = 0.60) increases in prediction respectively. 
The only other methods to offer similar levels of incremental predictive validity were struc-
tured interviews and work samples (both multiple r = 0.63), which are typically more 
expensive and time‐consuming to construct and administer than personality assessments.
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Given the positivity of these results, it surprising that little additional empirical study has 
followed. In 2006, Rothstein and Goffin, when reviewing personality and selection, found 
only two studies examining this question, one demonstrating that personality assessments 
offer incremental predictive validity over an assessment centre when predicting manage-
rial potential (Goffin, Rothstein & Johnston, 1996) and the second showing personality 
supplements biodata in predicting job performance (McManus & Kelly, 1999).

In the years following Rothstein and Goffin’s (2006) review a number of researchers 
have addressed this issue. In 2014, Oh and colleagues examined the incremental predictive 
validity of the Big Five and honesty–humility over and above cognitive ability when 
predicting task‐based performance and also contextual performance (the extent to which 
employees support non‐performance‐related organizational and psychosocial aspects of 
work) of 217 military officer candidates. In relation to task‐based performance, both 
cognitive ability (β = 0.25), and conscientiousness (β = 0.34) were significant predictors, 
with personality accounting for a 0.22 increase in the multiple correlation. When consid-
ering contextual performance, cognitive ability was not a significant predictor but the per-
sonality traits of conscientiousness (β = 0.32), extraversion (β = 0.16), and honesty‐humility 
(β = 0.13) were, and collectively produced a multiple r of 0.37. (The figures presented here 
are the uncorrected estimates; the corrected estimates provided by Oh and colleagues 
(2014) show no deviation from this pattern but are generally increased in magnitude by 
around 0.1–0.15.) Similar results were reported by Colodro, Garcés‐de‐los‐Fayos, López‐
García and Colodro‐Conde (2015), who showed that personality traits (assessed using the 
Spanish 16PF) accounted for incremental predictive validity beyond cognitive ability, with 
personality explaining three times as much variance in performance.

Despite the positive trend in the incremental validity literature, a recent advance in meta‐
analytic corrections suggests that the increment offered might only be, on average, in the 
region of 5% variance explained (Schmidt, Shaffer & Oh, 2008). Nevertheless, personality 
does offer somewhere in the region of a 5–30% increase in predictive validity. Whether the 
validity is towards the upper of lower estimates will depend on the characteristics of the 
role and the quality and job relevance of the personality measurement.

Clearly, personality offers novel and useful information that can improve selection 
decisions regardless of whether assessments focus on task performance or broader defini-
tions of performance. The incremental predictive validity offered by personality measures 
is particularly valuable to organizations because, in comparison to work samples, role‐plays 
or structured interviews, personality scales can be purchased and administered in a 
time‐ and cost‐effective manner.

Broad factors or narrow traits
Personality models generally build from large item pools, through facets to higher‐order 
factors. For example, each of the Big Five factors as measured by the NEO‐PI‐R subsumes 
six narrower facets/traits, each measured by eight items. It has been suggested that there 
is little added value in measuring narrow facets, when the five broad factors account for 
much of the variance in their lower‐order constituents. For instance, Ones and Viswesvaran 
(1996) have argued that the direct measurement of broad personality factors alone is 
sufficient, and in the case where the outcome variable is itself broad or complex (e.g., job 
performance), preferable, as they suggest predictor and outcome variables of similar 
bandwidth give optimal prediction.

However, this approach is also the subject of debate, with suggestions that regardless of 
the bandwidth of the outcome, narrow traits still offer important insights. Lower‐order 
facets and the broad factors supposed to subsume them are not perfectly correlated; facet 
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measures possess specific and reliable (non‐random) variance that might offer increased 
predictive validity (Paunonen et al., 2003), which is lost when using broad factors.

A number of studies have empirically assessed the predictive validity offered by 
broad factors and narrow facets. The conclusion is that narrow facets consistently offer 
better and/or incremental predictive validity regardless of the complexity of the be-
havioural o utcomes (Ashton, Jackson, Paunonen, Helmes & Rothstein, 1995; Jenkins & 
Griffith, 2004; Lounsbury, Sundstrom, Loveland & Gibson, 2003; Paunonen & 
A shton, 2001; Rothstein, Paunonen, Rush & King, 1994; Tett, Steele & Beauregard, 
2003; Timmerman, 2006).

Perhaps the most compelling evidence for the superiority of narrow facets when predict-
ing job performance comes from Judge, Rodell, Klinger, Simon and Crawford’s (2013) 
meta‐analysis of 1,176 studies derived from 410 independent samples. Judge and 
c olleagues examined the relationships between three hierarchical levels of personality and 
task performance, contextual performance and an overall composite performance variable. 
At the highest level of the trait hierarchy were the Big Five factors. At the next level, each 
factor split into two mid‐level factors consistent with the framework derived by DeYoung, 
Quilty and Peterson (2007). At the lowest level of the hierarchy, each factor split into the 
six facets defined by FFM framework (Costa & McCrae, 1992).

Judge and colleagues’ (2013) meta‐analysis reveals that optimally weighted composites 
of facets resulted in greater criterion‐related validity for predicting all performance out-
comes than did the Big Five factors, often accounting for 3 or 4 times more variance in 
performance. With the exception of conscientiousness, which showed similar predictive 
validity at all three levels, there was a clear pattern of facets outperforming the De Young 
factors, which were in turn better than the Big Five, so providing clear evidence that the 
broader the factor the weaker the prediction. A summary of the correlations is shown in 
Table 8.1.

The muddying effect of aggregating personality facets into broad factors is detrimental to 
predictive validity. For example, when considering task‐based performance, neuroticism at 
the Big Five level and facet level accounted for 0.7% and 6.4% of variance, respectively. One 
might conclude that 6.4% is not particularly impressive, but as an incremental addition to 
other personality traits and other selection methods such as cognitive ability it might prove 
very useful. Another stark example of the obscuring effect of broad factors is observed in 
the extraversion to contextual performance link where the facets accounted for 24.1% of 
variance compared to just 5.4% for the DeYoung factors and 4.8% for the Big Five factor.

Table  8.1 Correlations between personality at three levels of  aggregation and  overall, task, 
and contextual job performance.

Correlations with Job Performance

Overall Task Contextual

Trait Facet Mid Broad Facet Mid Broad Facet Mid Broad

Emotional stability 0.23 0.12 0.10 0.25 0.10 0.08 0.30 0.21 0.16
Extraversion 0.40 0.21 0.19 0.18 0.14 0.12 0.49 0.23 0.21
Openness 0.30 0.10 0.08 0.17 0.13 0.12 0.18 0.06 0.03
Agreeableness 0.19 0.17 0.17 0.24 0.11 0.10 0.33 0.18 0.18
Conscientiousness 0.26 0.27 0.26 0.24 0.25 0.25 0.33 0.32 0.32

Facet = 6 NEO facets, Mid = DeYoung et al. (2007) factors, Broad = FFM
Source: Judge et al. (2013).
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We noted earlier that conscientiousness did not as obviously follow this pattern and that 
the differences across the three levels are so marginal that they would have little practical 
significance. Thus, there seems to be something unique about conscientiousness in the 
selection context.

Each of the conscientiousness facets – achievement striving, competence, deliberation, 
dutifulness, orderliness – is positively related to job performance in the range of 0.11 to 
0.28. This is not surprising given that the aspects of personality assessed by the items (e.g., 
pays attention to detail, follows a schedule, always prepared, determined to succeed) are 
clearly of importance for performance in a range of jobs. Thus, the common variance 
b etween these facets represented by broad conscientiousness is generally useful in every 
aspect of work. However, even some conscientiousness facets are unrelated or even 
n egatively related to some aspects of job performance in certain roles (e.g., Bunce & West, 
1995; Driskell, Hogan, Salas & Hoskin, 1994; Tett, Jackson, Rothstein & Reddon, 1999). 
In such cases, it is likely that facets would outperform aggregated factors. The same is true 
but more common and extreme for facets of the other factors, which more often show 
differential and even opposite relationships.

Further, from a measurement perspective the conscientiousness factor tends to fit well 
relative to the other four factors in structural examinations, suggesting that the broad 
factor accounts for a good proportion of the facet‐level variance (Vassend & Skrondal, 
2011). The other factors often do not fit as well in structural examinations (Vassend & 
Skrondal, 2011), suggesting that the facets are less closely related, which is also evident in 
the differential relationships displayed with performance criteria.

Given that organizations want to maximize predictive validity, narrow facets rather than 
broad factors  –  which lead to underestimates and/or distorted estimates of relation-
ships – are evidently of greater value (even in some cases for conscientiousness). However, 
it is often not practically feasible or sensible to administer tests of all known personality 
traits. Thus, a process of identifying the specific traits to assess is needed.

Job analysis and the selection of relevant traits
So far we have reviewed evidence pertaining to the predictive validity of personality in 
predicting job performance en masse, whether that be for police officers, managers in an 
investment bank, managers in an ethical bank, nurses, teachers, or military personnel. Yet 
we contest the very premise of universal job performance and argue that it is not at all sur-
prising to find that personality is not a simple universal predictor (Tett & Burnett, 2003; 
Tett et al., 1999). Cognitive ability is a linear predictor of performance, so the quicker you 
can acquire and utilize information the better, regardless of the job. Yet even for cognitive 
ability there are quite marked differences in the magnitude of predictive validity coeffi-
cients across roles. Typically, cognitive ability is most valid in cognitively demanding roles, 
with corrected correlations ranging from 0.3 for clerical workers and drivers to 0.7 for 
professionals and engineers (Bertua, Anderson & Salgado, 2005).

We suggest that most personality traits are differentially related to performance across 
job roles and that the Big Five level of aggregation is not specific enough to maximize 
prediction. The diversity of the narrow facets subsumed by the Big Five – warmth and 
excitement seeking in extraversion or impulsiveness and depression in neuroticism, for 
example –  is such that knowing exactly why one of the Big Five should or should not 
c orrelate with performance is rather difficult. A ski instructor would probably benefit from 
scoring high on both warmth and excitement seeking; a nurse would probably benefit 
most from warmth but less so from excitement seeking (excitement seeking might even 
be detrimental if the nurse works on a rehabilitation ward where novelty is low); while a 
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soldier would probably benefit most from excitement seeking but less from warmth. So, is 
extraversion relevant for ski instructors, nurses and soldiers? Some aspects are and some 
are not; some might even be negatively related (Tett, Jackson & Rothstein, 1991). Put 
another way, one would not ask the same structured interview questions or use the same 
assessment centre tasks when selecting a ski instructor, nurse or soldier. Nor should we use 
and weight personality assessments generically.

So, how do we choose which traits to measure during a selection programme? The 
answer is not particularly novel: job analysis. For years, recruiters have undergone a pro-
cess of describing the characteristics of jobs in order to identify the knowledge, skills and 
abilities that are relevant for performance (Brannick & Levine, 2002). Often, such job 
analyses will reveal that broad sociability is important, thus a measure of extraversion is 
used. We suggest that job analysis should go one step further and identify which aspects of 
extraversion; is it warmth, excitement seeking, or both? By considering the role in such 
detail, recruiters can then choose facet‐level measures with greater predictive validity than 
the Big Five and which ones are probably more time‐efficient to administer.

Numerous authors have discussed personality‐oriented job analysis methods (e.g., 
Costa, McCrae & Kay, 1995; Goffin, Rothstein, Rieder, Poole, Krajewski, Powell & Mes-
tdagh, 2011; Jenkins & Griffith, 2004; Raymark, Schmit & Guion, 1997; Tett, Jackson, 
Rothstein & Reddon, 1999) and this area is now receiving more attention in both acade-
mia and p ractice. If organizational researchers and practitioners measure narrow facets that 
are t heoretically and empirically demonstrated (through job analyses and existing research) 
to be relevant to performance in a specific role, we can begin to increase the predictive 
validity offered by personality within selection. Empirical support for this confirmatory 
approach to personality selection is provided by Tett and colleagues (1991, 1999), who 
showed that confirmatory strategies (i.e., those based on job analyses) yield predictive 
validity coefficients double in magnitude (uncorrected r = 0.20, corrected r =0.30) compared 
to those derived using exploratory strategies (uncorrected r = 0.10, corrected r = 0.16). 
Further evidence is reported in a meta‐analysis by Hogan and Holland (2003), who show 
corrected correlations between theoretically‐related facets and performance‐based criteria 
ranging from 0.3 to 0.4 (uncorrected 0.1–0.3).

The use of personality‐oriented job analysis yields more detailed and precise hypotheses 
regarding the associations between personality and job performance. For example, one 
might find that being an effective team player is crucial to job performance. The literature 
might suggest that gregariousness and assertiveness (facets of extraversion) predict team 
functioning in similar industries. One can then begin to model personality appropriately 
as X (gregariousness, assertiveness) → M (team effectiveness) → Y (job performance). 
We know from years of mediation research that it is possible that X is modestly related to 
Y but strongly related to M, while in turn M is strongly related to Y. Such process models 
of personality more accurately approximate the real world and as a result are more infor-
mative and predictive (Hampson, 2012; Hughes, 2014). In order to evaluate such models 
one would also need robust measures of job performance that include ratings of the 
M variables. Such measures would not be particularly difficult to generate as these  variables 
will be identified during job analysis. Presumably, managers would be interested in these 
facets of performance as well as an overall composite. Equally, one could adopt existing, 
multifaceted measures of job performance, such as the Universal Competency Framework 
(Bartram, 2005; Rojon, McDowall & Saunders, 2015).

Before closing this section, it is worth noting that there is likely one large hurdle to 
overcome before targeted, facet‐level programmes are widely adopted in research and 
practice, namely, identifying a satisfactory list of facets that prove as marketable as the 
Big Five. One initial reaction might be simply to use the facets of the five‐factor model. 
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This is certainly not a bad starting point. However, as we discussed earlier, neither the 
NEO‐PI‐R facet list nor a facet list from any popular omnibus measure is exhaustive of the 
personality sphere. Thus, one major goal has to be to develop such a list.

The first author of this chapter and colleagues (Booth, Irwing & Hughes, in prepara-
tion; Irwing & Booth, 2013) are in the process of building on the work of Booth (2011), 
who semantically sorted and then factor‐analysed 1,772 personality items. The items were 
drawn from seven major omnibus personality inventories (NEO‐PI‐R, CPI, 16PF, MPQ, 
JPI‐R, HEXACO, 6PFQ) and four specifically chosen narrow inventories with several 
specific measures (social dominance orientation, right‐wing authoritarianism, Machiavel-
lianism, need for cognition). In total, this analysis identified 78 seemingly unique person-
ality facets, though it is evident that some important traits appear to be missing from this 
list and further validation work is ongoing (for details contact david.hughes@mbs.ac.uk). 
Should this research produce a final list of 100 or so reliable and valid traits, it can serve as 
a personality trait dictionary to be utilized to measure the important aspects of personality 
identified during a job analysis in a manner that reduces the general problems of the Jingle 
Jangle Fallacy discussed in the introduction to this chapter.

In the meantime, regardless of whether a universal list of personality facets is available, 
researchers and practitioners alike can adopt the targeted facet approach within whichever 
personality framework they deem most suitable. All personality measures have facets, 
which can be used to measure personality traits closely aligned with crucial aspects of job 
performance.

Response Distortions

The final predictive validity discussion concerns the persistent problem of response distor-
tions. Personality items are designed to measure respondents’ characteristic patterns of 
thinking, feeling and behaving. The utility of any measure corresponds to its reliability and 
validity, both of which are attenuated by measurement error (i.e., measuring things other 
than the intended target). Self‐report questionnaire items are susceptible to a wide variety 
of measurement errors, from differences in item and response scale interpretations to 
systematic differences in response styles (e.g., acquiescence; extreme responding; Furnham, 
1986). Many of these sources of measurement error are well known. However, of more 
interest in the selection literature is measurement error arising from response distortions 
due to low self‐awareness and deliberate faking.

There is a number of excellent discussions of faking in the literature, covering areas such 
as how much people fake, how successful people are at faking and how faking influences reli-
ability and validity (see Birkeland, Manson, Kisamore, Brannick & Smith, 2006; Morgeson 
et al., 2007a; Mueller‐Hanson, Heggestad & Thornton, 2003; Ones & Viswesvaran, 1998; 
Tett & Christiansen, 2007), and we do not intend to reproduce these discussions here.

For the current authors, the bottom line is that response distortions such as faking almost 
certainly occur and that some individuals fake more than others, which is of course problem-
atic from measurement, validity and ethical perspectives (Birkeland et al., 2006). Neverthe-
less, personality measures retain predictive validity, as discussed above, regardless of response 
distortions (Ones & Viswesvaran, 1998). Thus, personality measures are still useful in a 
world where response distortions are quite common. This does not mean, however, that 
we should ignore response distortion or, as some have suggested, see it as a desirable social 
skill (Morgeson et al., 2007a). Rather, we should aim to measure, model and prevent it. 
If we can reduce response distortions, then we may be able to improve the predictive 
validity of personality tests further and certainly reduce the associated ethical issues.
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Numerous solutions to combat response distortions have been suggested. Solutions 
such as social desirability scales (Feeney & Goffin, 2015), forced‐choice or ipsative 
m easures (presenting candidates with multiple trait statements that are matched for social 
desirability and allowing them only to indicate one that is most like them; Heggestad, 
Morrison, Reeve & McCloy, 2006; Johnson, Wood & Blinkhorn, 1988; Meade, 2004), 
and imposing time limits for candidates (Holden, Wood & Tomashewski, 2001; Komar, 
Komar, Robie & Taggar, 2010). While each of these methods shows some promise, none 
has shown any genuinely compelling empirical support.

That forced‐choice personality measures have little influence over social desirability 
r atings, despite appearing to be more difficult to fake, is surprising (Heggestad et  al., 
2006). It is also the prevailing view in the organizational psychology community that 
compared to Likert‐type formats, ipsative measures produce lower predictive validity. 
Recent studies, however, provide evidence to the contrary (Bartram, 2007; Salgado, 
A nderson & Tauriz, 2014; Salgado & Tauriz, 2014).

Forced‐choice measures come in two broadly different formats: fully ipsative (e.g., 
rank order four items/traits beginning with the one most like you) and partially ipsative, 
which contain a forced‐choice element while retaining some flexibility (e.g., choose from 
a list of four the item/trait least and most like you; see Hicks, 1970). A recent meta‐
analysis by Salgado and colleagues (2014) suggests that fully ipsative measures perform 
poorly with regard to predictive validity, but that partially ipsative measures produce 
impressive levels of predictive validity (Salgado et al., 2014). Compared to validity esti-
mates derived predominantly from Likert‐type measures (Barrick et al., 2001), partially 
ipsative assessments of emotional stability, openness and conscientiousness are consider-
ably larger, while measures of extraversion and agreeableness are equivalent across f ormats 
(See Table 8.2).

Salgado and colleagues (2014) also examined associations within eight job roles: clerical, 
customer service, health, managerial, military, sales, skilled and supervisory. The primary 
study numbers (k = 2–11) and sample sizes (N = 171–3,007) are small and vary markedly 
across job roles. Equally, estimates for each of the Big Five were not available across all 
roles (e.g. emotional stability not reported in customer service roles). We suggest that 
these notable limitations preclude firm conclusions regarding which traits best predict 
which role, however, the pattern of the results remains very interesting. Particularly 
striking is the range of validities reported, which in raw correlations vary from 0 to 0.4 and 
in corrected validates vary from 0 to 0.7. Table 8.3 includes the highest and lowest predic-
tive validity reported for each of the Big Five. The difference in variance explained b etween 
the mean and largest validity estimates is substantial, with the largest estimates between 4 
and 10 times as large as the mean.

The variation in predictive validity provides compelling support for the arguments put 
forward in the ‘Job analysis and the selection of relevant traits’ section, specifically, that 
universal job performance does not exist and that the nature of the role moderates the 
correlations between personality and job performance. Further research using job‐relevant , 
partially ipsative personality measures identified through personality‐oriented job analysis 
or theoretical frameworks appears warranted.

The results from partially ipsative measures appear compelling. However, self‐report dis-
tortions remain resilient. One potential avenue for mitigating the problems with self‐ratings 
altogether is not to rely on them but instead have ‘others’ rate candidates’ personality. Two 
meta‐analyses indicate that other ratings of personality might offer improved predictive 
validity over self‐ratings. Connelly and Ones (2010) conducted a meta‐analysis of 44,178 
targeted individuals rated across 263 independent samples. Each target participant had 
at least one set of other ratings for the Big Five. Similarly, Oh, Wang and Mount (2011) 
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conducted a meta‐analysis of some 2,000 target individuals from 18 independent samples. 
Table 8.3 displays a summary of the main findings of these meta‐analyses.

The predictive validities of other ratings were substantially higher than for self‐ratings, 
regardless of whether or what type of correction was utilized. In many instances the pre-
dictive validity of other ratings are 2, 3 or 4 times the magnitude of self‐ratings. In the case 
of openness, the other ratings are 6 times the magnitude of self‐ratings. The magnitudes 
of these relationships are impressive. If we use the estimates provided by Schmidt and 
Hunter (1998) as a guide, the univariate validities are equivalent to some of our most valid 
selection methods, the multivariate validity would no doubt surpass many of these other 
methods and the potential incremental predictive validity over and above other methods 
is substantial.

Oh and colleagues’ (2011) meta‐analysis provides two more particularly interesting 
findings for the selection domain. First, it appears that combining self‐ratings with other 
ratings is of little value as self‐reports offer little incremental predictive validity over other 
reports. Second, while predictive validity increases in line with the number of other r atings, 
the increment is generally small. Specifically, the increase from 1 to 3 other ratings ranges 
from 0.04 to 0.06 (uncorrected) and 0.05 to 0.09 (corrected), suggesting that while 
m ultiple other ratings are optimal, the value of a single other rating is still substantial 
(Oh et al., 2011).

Table 8.2 Mean, lowest and highest predictive validities of partially ipsative measures of the Big Five.

Correlations with Job Performance

Partially Ipsative Likert‐type

Trait r r1 r2 r r1 r2

Emotional stability
Highest: Supervisory 0.37 0.68 460.2
Lowest: Managerial –0.01 –0.02 00.0

Mean 0.11 0.20 40.0 0.09 0.10 10.0
Extraversion
Highest: Managerial 0.21 0.34 110.6

Lowest: Sales 0.05 0.08 00.6
Mean 0.07 0.12 10.4 0.06 0.13 10.7

Openness
Highest: Clerical –0.27 –0.44 190.4

Lowest: Sales 0.11 0.17 20.9
Mean 0.14 0.22 40.8 0.02 0.03 00.0

Agreeableness
Highest: Skilled 0.28 0.42 170.6

Lowest: Managerial –0.04 –0.07 00.5
Mean 0.10 0.16 20.6 0.07 0.17 20.9

Conscientiousness
Highest: Skilled 0.43 0.71 500.4

Lowest: Supervisory 0.09 0.18 30.2
Mean 0.22 0.38 140.4 0.10 0.23 50.3

Likert‐type estimates taken from Barrick et al. (2001); r  = uncorrected correlation; r1 = corrected for unreliability 
in criterion only and indirect range restriction in the predictor; r2 = percentage of variance explained.
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Clearly, other ratings offer a marked improvement over self‐ratings in predicting job 
performance. One likely contribution to the increase is that other ratings mitigate the 
response distortions commonly associated with self‐ratings, which is highly desirable. 
P erhaps less desirable is the possibility that observer ratings and job performance ratings 
are highly correlated due to an element of common method bias. It is plausible that other 
ratings of personality are assessing reputation and likeability, which is arguably what super-
visor ratings of overall job performance are assessing. Whether this shared variance is a 
good or bad thing remains to be debated. Nevertheless, the results from studies of other 
ratings are highly promising.

Predictive validity: Conclusion
Self‐ratings of higher‐order factors of personality modestly relate to supervisor and 
objective ratings of overall job performance. The magnitude of the correlations (or 
corrected operational validities) typically ranges from 0.0 to 0.3 and this is true whether 
personality factors are examined in univariate (single‐factor correlations) or multivariate 
(as a group of five factors) fashion. With the exception of conscientiousness, many broad 
personality factors appear to be generally unrelated to ratings of overall job performance. 
However, broad personality factors do offer much greater levels of prediction of other 
crucial elements of workplace performance, such as counterproductive behaviours, 
l eadership and teamwork.

Table 8.3 Correlations between job performance and personality as assessed by self‐ratings and 
other ratings.

Correlations with Job Performance

Connelly and Ones (2010) Oh et al. (2011)

Trait and rating type r r1 r2 r r3

Emotional Stability
Other rating 0.14 0.17 0.37 0.17 0.24

Self‐rating 0.06 0.11 0.12 0.09 0.14
Extraversion

Other rating 0.08 0.11 0.18 0.21 0.29
Self‐rating 0.06 0.11 0.12 0.06 0.09

Openness
Other rating 0.18 0.22 0.45 0.20 0.29

Self‐rating 0.03 0.04 0.05 0.03 0.05
Agreeableness

Other rating 0.13 0.17 0.31 0.23 0.34
Self‐rating 0.06 0.11 0.13 0.07 0.10

Conscientiousness
Other rating 0.23 0.29 0.55 0.31 0.41

Self‐rating 0.12 0.20 0.23 0.15 0.22

r = uncorrected correlation; r1 = corrected for unreliability in criterion only; r2 = corrected for unreliability in 
the predictor and criterion; r3 = corrected for unreliability in the criterion measure and range restriction in 
the predictor; Other ratings for Oh et al. (2011) refer to the mean predictive validity taken from three 
observers.
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At this point, some might conclude that personality is generally not fit for purpose in 
the selection context (e.g., Morgeson et al., 2007a). However, that personality measures 
as a stand‐alone do not offer particularly grand levels of predictive validity does not mean 
that they are useless. Rather, personality measures offer significant and cost‐effective 
(in  terms of time and money) incremental predictive validity over other selection 
methods. Notably, the combination of cognitive ability and personality is among the 
most powerful combinations of selection methods. Thus, we can endorse the use of per-
sonality as a c omponent of a rigorous selection programme (Schmidt & Hunter, 1998; 
Schmidt et al., 2008).

Further, when we step away from meta‐analytic correlations of the Big Five the picture 
is much more interesting. Narrow, lower‐order facets offer much greater predictive 
validity (with the exception of conscientiousness, between 2 and 6 times more) than do 
their broad composite factors. While facet‐level analyses are clearly superior to broad 
factor analyses, it is also likely that our current estimates of this superiority represent 
underestimates. Currently, the data we have lack nuance as they pertain to job 
performance en masse across numerous industries, organizations and roles. However, as 
we suggest, personality is not a universal predictor: different roles require the utilization 
of different levels and combinations of behaviours. In addition, no single facet list from 
popular measures of personality is exhaustive, and thus omits potentially important 
p ersonality traits (e.g., the dark triad) and further underestimating the predictive validity 
of personality.

In spite of the current limitations on our estimates, it is clear that matching a few narrow 
traits on the basis of existing empirical evidence and theory leads to increased predictive 
validity (Judge et al., 2013; Paunonen & Ashton, 2001). Personality‐oriented job analysis 
offers an avenue to identify the narrow facets of relevance and, if utilized appropriately, can 
further increase the predictive validity of self‐ratings of personality. We know of no studies 
that have examined the incremental predictive validity of facet‐level personality ratings, 
based on job analysis, over and above cognitive ability. We suggest that such a study is of 
great importance in furthering this debate.

One of the likely limiting factors in the validity of personality measures is their suscepti-
bility to response distortions (e.g. low self‐awareness, faking). The evidence reviewed here 
suggests that replacing self‐ratings with other ratings might mitigate self‐report response 
distortions and offer substantially increased predictive validity. An intriguing question 
remains just how much predictive validity increases by the simultaneous use of job analysis 
to identify relevant narrow facets, which are rated by others and used in a multivariate 
manner to predict nuanced measures of job performance. The evidence reviewed in this 
chapter suggests that this approach could yield substantial gains in predictive validity and 
ultimately improve our selection practices.

Equally, recent research suggests that partially ipsative personality measures have 
improved predictive validities compared to traditional, Likert‐type measures. The utility of 
partially ipsative measures is even more pronounced when the moderating effects of job 
role are taken into account, with univariate relationships with performance within specific 
roles ranging from 0.3 to 0.7. In addition, recent advances in the scoring and modelling 
of ipsative items (Brown & Maydeu‐Olivares, 2013, in press) make the measures more 
appealing and practically useful.

In sum, we believe that the predictive validity evidence suggests that personality traits are 
valuable during selection. Even a simple measure of conscientiousness offers incremental 
predictive validity in most selection scenarios. However, more nuanced use of personality 
measures leads to even greater levels of predictive validity which, in our view, make 
p ersonality an important component of the selection toolbox.
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How and When to Use Personality Assessments in Selection

The previous sections have examined the question of whether or not personality assess-
ments are useful for selection. Having concluded that they can be, we now provide a 
slightly more practitioner‐focused discussion of the questions how and when personality 
assessments can be useful.

Employees are often the single largest cost and most complex ‘resource’ to manage; 
they are also the source of the knowledge, skills and abilities needed for organizations to 
thrive. Therefore, effective employee selection is a crucial component of organizational 
functioning and there is an indisputable need for organizations to ensure that they manage 
the flow of talented people within their organizations. The activities and processes often 
identified as vital for talent management include recruitment, selection, development, 
reward, performance management and succession planning. Personality data can be useful 
in all these areas. Equally, selection does not refer exclusively to the selection of new 
employees. Personality data can be useful for the selection of redeployed staff, short‐term 
secondments, expatriate workers and future talent.

In order to elucidate how and when personality assessment can be useful in selection 
and talent management more broadly, a selection paradigm is presented in Figure 8.1. 
There is no established framework for the selection paradigm, but authors have agreed on 
some key elements (Guion & Highhouse, 2006; Smith & Smith, 2005), which range from 
identifying the needs of the organization through to the evaluation of the selected 
candidate(s). As discussed above, personality‐oriented job analysis offers a very useful 
framework but rather than repeat this discussion, in this section we focus on consider-
ations when choosing selection methods (beyond predictive validity), administering 
s election methods (initial and additional) and how to use personality data after the initial 
selection decision is made.

Choosing selection methods
Selection methods should be chosen based on consideration of seven key criteria in four 
main areas: 1) reliability and predictive validity; 2) legality and fairness; 3) cost and practi-
cality; and 4) candidate reactions. Personality assessments generally perform well against 
these key criteria (Hough, Oswald & Ployhart, 2001; Mount & Barrick, 1995).

The first and most important consideration, and the main focus of this chapter, is reli-
ability and predictive validity. Put simply, if the method does not predict job performance, 
then it is of no interest in a selection context. It is important to note here that the reliabil-
ity and predictive validity of each personality assessment will vary, and often free research 
scales perform better than for‐pay scales (e.g. Hamby, Taylor, Snowden & Peterson, 2016; 
Salgado, 2003). Given the detailed exploration of predictive validity discussed above, little 
remains to say beyond check the research evidence pertaining to reliability and validity and 
choose the measure with the best predictive validity. There are, however, four caveats. 
First, make sure the test measures traits shown to be of relevance during the job analysis. 
Second, ensure the measure has been tested and validated on an appropriate sample that 
approximates the likely candidate pool. Third, be wary of wild claims about predictive 
validity – if a self‐report measure of a construct closely approximating conscientiousness 
claims predictive validities much greater than 0.3, carefully examine this evidence. Fourth, 
gains in predictive validity should be considered alongside testing time and format. Choos-
ing a more complex, demanding, lengthy or expensive measure for a marginal increase in 
validity (e.g., 0.33 vs. 0.35) makes little sense.
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Once predictive validity has been assessed, selection method choice moves on to 
c oncerns of fairness and practicality. Turning to legality, there is a requirement to check 
the relevant legislation in each geographical area of usage. That said, if a valid personality 
assessment was chosen based on a thorough job analysis and the measures are appropriate 
(e.g., are not clinical in nature), administered and interpreted by qualified personnel and 
are used as part of a fuller selection programme, then there is little to suggest that using 
them will be indefensible. This claim is further supported by the comprehensive body of 
evidence that shows personality assessments to be less prone to adverse impact than many 
other selection methods such as interviews, assessment centres or references (Hough 
et al., 2001; Sackett & Lievens, 2008). In general, there are minimal racial group and age 
group differences observed in personality assessments, and certainly these are much smaller 
than those observed in measures of cognitive ability and situational judgement tests. 
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Hiring decision
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Figure 8.1 Overview of a typical selection paradigm.
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However, there are some notable differences between men and women on personality 
measures, which may not be a result of measurement error but reflections of actual group 
differences (Costa, Terracciano & McCrae, 2001; Del Giudice, Booth & Irwing, 2012). 
These should be considered during selection (Hough et al., 2001). It is also currently 
unknown whether partially ipsative measures and other ratings of personality influence 
adverse impact. Nevertheless, we can conclude that self‐ratings of personality perform 
relatively well in terms of fairness and legality.

The next considerations when choosing selection methods (or perhaps first in practice) 
are cost and practicality. Personality assessments are an extremely cost‐effective selection 
method. They are largely inexpensive to procure and can be administered digitally without 
any negative effects on response patterns (Ployhart, Weekley, Holtz & Kemp, 2003), 
a llowing time‐ and cost‐efficient assessment of many candidates in multiple geographic 
locations. Personality measures are among the best selection methods when considering 
cost and practicality.

The final consideration is candidate reactions. Organizations do not want new employees’ 
first interaction with the company to be unpleasant. Equally, organizations do not want 
talented but unsuccessful applicants to be deterred from applying for future vacancies. So 
it is important to consider how the candidate might feel during the selection process 
 (however, this is much less important than predictive validity and fairness). Despite some 
concerns regarding intrusiveness and a lack of perceived job relevance (Rosse, Miller & 
Stecher, 1994), personality assessments are ‘favourably evaluated’ by selection candidates 
(Anderson, Salgado & Hülsheger, 2010, p. 291), but less so than interviews, work samples 
and cognitive ability tests (Anderson et al., 2010). Nevertheless, personality assessments 
are a ‘scientific method of selection’ (Steiner & Gilliland, 1996) and, when used, as we 
suggest throughout this chapter, in conjunction with cognitive ability, they receive positive 
candidate reactions (Anderson et al., 2010; Rosse et al., 1994). Indeed, organizations that 
employ rigorous selection procedures and use scientific selection methods are deemed to 
be more attractive to potential employees (Steiner & Gilliland, 1996), which is hugely 
important in recruiting a larger applicant pool. This is of course important, as selection will 
be poor, regardless of the quality of the selection methods employed, if the candidate 
pool does not consist of individuals with the knowledge, skills and abilities necessary to 
perform well.

Administering selection methods – Initial
An early stage of the selection process often involves the filtration of potential applicants 
(Cook, 2009). Traditionally, this first sift or filter is achieved through a number of methods 
which may include examination of application forms or curricula vitae, situational judge-
ment tests, job knowledge or skills, minimum experience or qualifications, criminal record 
check or cognitive ability assessments. Personality assessment, if based on a job analysis 
and used in conjunction with other selection methods (e.g. cognitive ability), can be used 
to sift the initial candidate pool. This approach allows more expensive and labour‐intensive 
methods to be applied to a reduced candidate pool. In general, initial assessments can be 
conducted online and thus, as discussed above, become very time‐ and cost‐effective 
without any reduction in response quality and an improvement in candidate reactions 
(Salgado & Moscoso, 2003).

A recent trend concerns the ‘selecting out’ (removing from the candidate pool) of 
candidates with specific traits. Identifying the personality traits of the ‘dark triad’ – psy-
chopathy, Machiavellianism and narcissism (Paulhus & Williams, 2002) – is popular in 
this area given their negative influence in the workplace (e.g., Moscoso & Salgado, 2004; 
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O’Boyle, Forsyth, Banks & McDaniel, 2012). However, further research is needed 
regarding selecting out in general and the potential adverse impact such a practice might 
induce in the selection process before any firm practitioner points can be made. For 
example, some research examining the dark triad suggests that higher scores are not 
universal indicators of poor performance or delinquency (Hogan, 2007).

Administering selection methods – Additional
Following initial sifting, most organizations employ additional selection methods before 
making a final selection decision. Personality assessments can be used at this stage to 
improve the efficacy of the selection process. First, as we have discussed throughout this 
chapter, personality assessments can be used to identify the extent to which candidates 
may possess the characteristics that will help them excel against competences or duties 
essential for the role. Second, the analysis of candidates’ personality profiles can be used to 
identify specific interview questions which can be used alongside traditional structured 
interview questions (e.g., Morgeson et al., 2007a; Schmitt & Kunce, 2002). F or example, 
candidates who report an extreme tendency to be introverted might be asked to explain 
how they tend to collaborate, while candidates who report an extreme t endency towards 
extraversion might be asked how they work independently. Third, personality assessments 
can be used to identify values and motives in order to ascertain potential cultural fit 
b etween the candidate and the recruiting organization (Blackman, 2002).

Using personality assessment data post‐selection
Selection processes can be expensive and the data gathered can be of use beyond a final 
selection decision. The re‐utilization of personality data after selection makes for a better 
return on investment and ensures that the data collected has continuing benefits. If per-
sonality data are to be used after selection, it is important that candidates be informed of 
this prior to completing the measures. If this is done, we see personality data as useful in 
four ways after selection.

First, when selecting multiple candidates, personality data can inform initial placement 
by matching the candidates with mentors (Wanberg, Kammeyer‐Mueller & Marchese, 
2006), teams (Morgeson, Reider & Campion, 2005) or leaders (Monzani, Ripoll & Peiró, 
2015). In this approach, the personality profiles of the selected employee will be compared 
with those of existing team members or managers. It is important to note that this does 
not represent the ‘cloning’ of existing team members or leaders, which is generally to be 
avoided, but ensuring a complementary fit of typical tendencies for thinking, feeling and 
behaving.

Second, personality assessment data can inform initial employee coaching and development 
(Batey, Walker & Hughes, 2012). Here, the new employee can discuss their likely strengths 
and development areas on starting in their new role, and the same information can be 
shared with team colleagues as part of the induction process.

Third, the personality data might indicate that new employees possess managerial 
potential (Goffin et  al., 1996) and are well suited to leadership positions (Judge, 
Bono, Illies & Gerhardt, 2002) or expatriate roles (Caligiuri, 2000) and thus they 
could be c onsidered for ‘high potential’ or ‘rising talent’ programmes (Silzer & 
Church, 2010).

Fourth, if the role, team or department that new employees have joined is subsequently 
subject to redesign, restructuring or redeployment, the personality data could partially 
inform what new roles they could perform.



 Personality Questionnaires 173 

The key issue stressed here is that personality data collected during selection can be 
effectively used later, provided the candidate is informed of these potential uses during the 
selection process. Using selection data to inform placement and development offers other 
advantages. Framing personality assessment during selection as the first step in a develop-
mental trajectory and explaining to candidates how the data are to be used increases the 
face validity and job relevance of the measure, thus improving candidate reactions during 
selection. It is also possible, though at this point speculative, that candidates may be more 
engaged in the selection process and ‘fake’ less if they understand that the personality 
assessment will influence with whom they will work and the training they will receive.

One final note is that while self‐ratings are useful, other reports appear to offer greater 
predictive validity. Thus, we suggest that once a candidate has been in role for a year or so, 
the company ceases to use self‐ratings and instead uses other ratings gleaned from 
c olleagues, managers and subordinates as part of ongoing 360‐degree development 
(Batey et al., 2012).

Future Research

To our mind, the study of personality is deeply fascinating. That we can measure the very 
essence of human character is marvellous. That those measurements predict workplace 
behaviour is hugely useful. The focused review and analysis in this chapter demonstrate 
that research regarding personality and selection has made incredible progress over the 
past 30 years and that the area remains vibrant with novel studies frequently challenging 
assumptions, improving knowledge and creating a very solid platform for evidence‐based 
practice. In keeping with the dynamic nature of the personality–selection field, we finish 
this chapter by presenting a number of exciting avenues that are ripe for future research. 
Throughout the chapter, we have noted areas of research with promising findings that 
need further exploration. We will briefly recapitulate these and discuss some other areas we 
believe deserve research attention.

Our first suggestion for future research – the further development of personality mea-
sures – is unlikely to prove universally popular. Many researchers and practitioners have a 
preferred tool to which they are strongly committed. However, as discussed in the early 
sections of this chapter, there are limitations with currently popular measures based on the 
Big Five (e.g., NEO‐PI‐R, HEXACO, HPI). Specifically, the models were developed with-
out a guiding theoretical framework and use suboptimal psychometric procedures, meaning 
that debate remains regarding how many factors exist at each level of the  personality 
hierarchy and most omnibus personality measures have less than spectacular psychometric 
properties (Block, 2010; Booth & Hughes, 2014). In addition, and of great importance 
to the selection domain, all omnibus personality measures omit a large number of poten-
tially important traits (Booth, 2011; Paunonen & Jackson, 2000). Further research that 
improves personality theory and measurement along these lines is very welcome.

We believe it is time to move away from producing meta‐analyses of correlations bet-
ween broad personality factors and broad measures of performance. Instead, we wish to 
see more theory‐driven model testing approaches to personality–job performance 
research. Particularly, process models examining the effects of mediators (e.g., teamwork, 
communication, motivation) and moderators (e.g., organizational culture, team composi-
tion, leader behaviour) within the personality–job performance link appear to be a fruitful 
avenue of exploration.

In line with the argument that universal job performance does not exist and that job 
roles moderate predictive validity, we call for researchers to begin building a picture of 
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role‐specific associations (e.g., leadership roles, clerical roles, sales roles, policing, teaching). 
Within this call, we see a crucial role for personality‐oriented job analysis and narrow facets 
of personality. In order to facilitate such research we believe that the production of a 
single, exhaustive list of narrow facets would reduce the common Jingle Jangle Fallacy 
problem and allow for the systematic exploration of the relations between narrow traits 
and job performance. It is also important within this research that we move away from 
unidimensional measures of performance and towards more realistic multidimensional 
models such as that proposed by Bartram (2005). Such research would be much more 
theory‐laden and have great practical value. In time, we will be able to aggregate these 
studies to provide meta‐analytic estimates while retaining useful, role‐specific information. 
Similar efforts have been successful in cognitive ability research (e.g., Bertua et al., 2005).

Traits do not exist or act in isolation; as discussed above, personality is multidimen-
sional. Currently, most multidimensional personality research adopts a simple, cumulative 
regression or aggregation approach. However, we believe that the value of traits is not 
simply additive. Rather, traits interact to drive motivation and behaviour. A number of 
studies show that trait interactions are of value in understanding performance at work 
(e.g., Blickle et  al., 2013; Judge & Erez, 2007; Oh, Lee, Ashton & De Vries, 2011). 
Accordingly, we call for further research in this promising area.

Similarly, the relationship between personality and job performance in some roles might 
be curvilinear. It is possible that too much conscientiousness or too much extraversion 
will be counterproductive in some roles (e.g., Bunce & West, 1995; Driskell et al., 1994; 
Tett et al., 1999). Examinations of curvilinear relationships might increase understanding 
regarding when and where traits are most relevant and potentially indicate optimal trait 
levels for specific workplace tasks. Studies have been undertaken examining curvilinear 
effects, but to date the results are generally inconclusive (e.g., Le, Oh, Robbins, Ilies, 
H olland & Westrick, 2011).

One area of work we have not discussed in any detail is teamwork. People often work 
in teams, at least to some degree, with truly solitary work virtually unheard of in most 
roles. Despite the fact that workplace interdependence is the norm, we measure only 
individual traits and individual performance. While conscientiousness is the single most 
important predictor for individual task performance, it is possible that other traits are very 
important because they have an impact on the performance and well‐being of others. 
Examining how personality enhances or suppresses group performance is a much‐needed 
avenue of exploration.

Response distortions remain a problem for self‐ratings of personality. Further research 
is required to understand these distortions and generate useful methods to overcome 
them. Forced‐choice measures have generally offered limited utility in combating social 
desirability. However, recent research suggests that some of this underwhelming 
performance might be the result of suboptimal test construction, variable scoring and 
a nalytical procedures (Brown & Maydeu‐Olivares, 2013, in press; Meade, 2004). 
Regardless of effects on social desirability, partially ipsative forced‐choice measures offer 
impressive levels of predictive validity and outperform those achieved using Likert‐type 
measures. Further examinations of the predictive validity of partially ipsative measures are 
warranted, as are explorations of how these rating formats influence adverse impact.

In related fashion, the results from other ratings are so promising that we must continue 
to examine them as a plausible measurement approach. Research must consider how other 
ratings perform when using facet measures and compare these to broad measures. If the 
increment in predictive validity offered by narrow traits in self‐ratings applies equally to 
other ratings, then other ratings become even more attractive. We also need to explore 
more thoroughly how other ratings differ from self‐ratings: do other ratings still perform 
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fairly across different groups (e.g., are there sex or racial differences in ratings), does the 
rank order of applicants change from self‐ratings and other ratings and to what extent does 
common method bias account for the increased correlations with job performance met-
rics? Equally, pragmatic research regarding how to source other ratings reliably is required.

Finally, we call for a tighter integration between academia, selection practitioners and 
test publishers. Practitioners have the ability to accelerate progress by adopting some of 
the approaches outlined in this chapter and collecting real‐life, real‐time data which can 
only serve to enhance our understanding of the personality–job performance link. B ridging 
the science–practitioner divide discussed in the introduction is paramount to the fruitfulness 
of our field.

Conclusion

In this chapter, we have reviewed the evidence for the utility of personality trait assess-
ments within selection. We conclude that personality assessments can be a very useful 
component of the selection toolbox. We have also considered that the latest evidence sug-
gests that the use of narrow facets based on theoretical and empirical reasoning offers 
superior predictive validity to broad factors and currently represent the most effective 
method of utilizing self‐ratings of personality within selection. In addition, we discussed 
the potential of partially ipsative measures and other ratings to bypass response distortions 
and greatly increase predictive validity. Further, we have outlined a defensible and robust 
paradigm for integrating personality assessments into the selection process.

What we believe this review demonstrates for practitioners is this. The utilization of per-
sonality assessments in selection must operate concurrently with a broader selection 
programme involving cognitive ability or similar selection tools. Further, if personality is 
used in an off‐the‐shelf and uncritical fashion it will almost certainly yield modest values 
(correlations with job performance in the region of 0.1–0.3). In fact, using personality 
measures in this way is questionable given that trait measures are not linked to job 
performance. However, practitioners prepared to employ more nuanced job analyses and 
trait selections, within a rigorous selection paradigm, will maximize the value of personal-
ity assessment, thus increasing the likelihood that the chosen candidate(s) will think, feel 
and behave in a manner that will contribute to organizationally defined metrics of success.
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Introduction

Numerous tools and processes are available to help organizations narrow the range of 
c andidates for a job and hone in on those who are most qualified and well suited for a 
given job opening. These include a variety of formal assessments, which range from high‐
fidelity assessment centres that provide a work sample for various ability, skill, knowledge 
and personality measures. In spite of the abundance of rigorous assessment measures, 
the employment interview remains the most commonly used selection instrument, either 
alone or in combination with complementary selection measures. Since its conception in 
the early 1920s, the employment interview has evolved considerably and, if developed 
and implemented properly, can be a reliable and valid selection tool. Thomas Edison was 
one of the first credited with implementing a selection interview on a regular basis 
(Dennis, 1984). Finding himself with hundreds of college graduates who wanted to work 
in his laboratory, Edison developed 150 selection questions that tapped a variety of 
s ubjects (e.g., geography, mathematics, manufacturing, history and trivia). His goal was 
to narrow the applicant pool, based on applicants’ having comparable knowledge and 
intellect to his own, which would be a good match for the level of work that he was 
conducting.

Early uses of the selection interview took a similar approach, whereby specific questions 
were used, which interviewers thought would be relevant to their hiring decisions. Inter-
views were informal, with candidates being asked selected questions interspersed with 
small‐talk and diversions. It is unlikely that any type of rating form or structured evalua-
tion was used to assess candidates in relation to understood job requirements. Instead, like 
many continue to do today, interviewers relied primarily on their gut instinct to make 
selection decisions and then rationalized what went wrong if the chosen candidate failed 
to perform to par after being hired. Although the selection interview has evolved 
t remendously since its early days, many employers are still unaware of how to use it to their 
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maximum advantage and the ability of the interview, used effectively, to rival the predictive 
accuracy of formal assessments.

Traditionally, the selection interview focused on predicting a candidate’s technical skills 
relevant to the job in question (Campion, Palmer & Campion, 1997; Conway, Jako & 
Goodman, 1995; Cronshaw & Wiesner, 1989). However, by asking the right questions, 
it is possible to ascertain a wide variety of criteria during the interview. These include the 
applicant’s personality, interests, motivation, person–job fit, organizational citizenship 
behaviour and integrity, among others (Blackman, 2002a; Blackman & Funder, 2002; 
Ones, Viswesvaran & Schmidt, 1993; Organ, 1988; Podsakoff, Whiting, Podsakoff & 
Mishra, 2011). In addition to predicting multiple criteria, the interview can be adminis-
tered in different formats for a variety of purposes, ranging from a two‐person interaction 
with standard questions to a multifaceted, multi‐person encounter. Moreover, depending 
on how the interview is administered, what the interview is looking to predict and other 
factors (e.g., the extent of interviewer training, use of standard evaluation criteria, etc.), its 
reliability and validity can rival or even surpass standardized assessment measures (Ham-
dani, Valcea & Buckley, 2014; Huffcutt, Culbertson & Weyhrauch, 2013; Townsend, 
Bacigalupi & Blackman, 2007). This chapter will critically review research, theory and 
practice relevant to the employment interview and discuss how to use this selection 
m easure to optimize hiring decisions.

Structured versus Unstructured Interview Questions

One prominent factor that can affect the reliability and predictive validity of an employment 
interview is the structure of the interview questions the candidate is asked. The most basic 
distinguishing attribute for interview question types is whether the questions are struc-
tured or unstructured. Structured questions are pre‐planned questions that the inter-
viewer asks of all applicants in a specific order with little or no follow‐up questions on the 
part of the interviewer (Conway & Peneno, 1999). These questions are frequently based 
on job analyses or critical incidents. Unstructured questions are questions that usually 
develop spontaneously during the interview and at times are comparable to small‐talk 
(Campion, Palmer & Campion, 1997; Dana, Dawes & Peterson, 2013). Typically, there 
is considerable follow‐up to the applicant’s responses. These questions are not based on a 
job analysis or critical incidents. One prominent disadvantage to unstructured interview 
questions is the higher likelihood of biases being unintentionally introduced. For instance, 
an interviewer who asks an unstructured question may develop the ‘similar to me’ error 
with the applicant, which ultimately can impact a protected group (Carson, Carson, 
Fontenot & Burdin, 2005). As most unstructured questions develop spontaneously dur-
ing the interview they are more susceptible to bias or may even stereotype the applicants. 
These biases have the potential to leave an organization open to litigation (Carson, 
Carson, Fontenot & Burdin, 2005). Another disadvantage is that the applicant’s responses 
are not directly comparable to other applicants’ responses as the questions and depth of 
follow‐up vary from interview to interview. Ultimately, the validity and reliability of the 
interviewer’s ratings can be significantly compromised. However, research has shown that 
particular constructs (e.g., applicant integrity and personality characteristics) can be very 
accurately assessed through unstructured questions (Blackman & Funder, 2008). In a 
similar vein, Dana, Dawes and Peterson (2013) point out that extreme applicant person-
ality traits (i.e., those at either end of the spectrum) can be easily identified with a screen-
ing interview by using unstructured questions. This topic is discussed in more detail in a 
later section.
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Types of structured question
Over the years three basic types of structured interview questions have ben formulated in 
response to the demand for more reliable and valid interview questions. The three types 
are: situational, experience‐based (referred to by Janz, 1989, as patterned behavioural 
description questions) and general structured questions. Situational questions are based 
on critical incidents and measure the candidate’s future intentions and thus their future 
behaviour (Latham, 1989). Typically, these questions are preceded by ‘What would you 
do if…?’ A psychometric advantage of this type of question is that it can be directly com-
pared to other applicants’ responses, thus helping to enhance the reliability of the inter-
viewer’s rating. Another advantage to the situational interview question is that, if applicants 
have not had direct experience with the job at hand, they are still able to provide an answer 
by hypothesizing what they would do in the situation. Validity estimates for the situational 
interview question format in terms of predicting future job performance average about 
0.27 (McDaniel, Whetzel, Schmidt & Maurer, 1994).

The second format, the experience‐based interview question, is targeted at assessing the 
candidate’s past job performance behaviour. These questions frequently begin with the 
prompt, ‘What did you do when…?’ A disadvantage of the experience‐based question is 
that applicants use different examples of past behaviour in their responses which are not 
directly comparable for the raters, limiting the reliability and validity of the ratings. The 
validity estimates for experience‐based interview questions have been found to average 
0.55 (Motowidlo, Carter, Vaughn, Dunnette, Tippins, Werner & Burnett, 1992)

As a side note, Motowidlo and colleagues developed a hybrid variation of the situational 
and experience‐based interview which they term ‘structured behavioural interview’ 
(Motowidlo, Carter & Vaughan et al., 1992). This format not only incorporates both past 
and future‐oriented structured questioning, but stipulates using structured rating methods 
such as behaviourally anchored rating scales as well as explicit interviewer training.

Conway and Peneno (1999) measured the construct validity of the situational format 
 versus the experience‐based format. They found that the situational interview questions and 
the experience‐based questions were highly correlated. More specifically, the situational 
 questions tapped into job knowledge and the experience‐based questions reflected previous 
job experience. Experience‐based interview questions produced the highest validity  coefficients 
in comparison to situational interview questions and predicted job performance for partici-
pants’ current job. The researchers concluded that the two interview question formats each 
measured different content domains and that the different question types  supplemented each 
other. In particular, the experience‐based interview question format was found to measure 
intelligence, emotional intelligence and citizenship behaviour (Carson et al., 2005). Pulakos 
and Schmitt (1995) extended this research and found that both formats were equally 
 predictive of subgroups, such as race (White, Hispanic, Black) and gender.

Conway and Peneno’s (1995) study then evaluated general structured interview 
q uestions and concluded that they tend to reflect personality and general understanding 
of the job at hand. Interestingly, they found that general questions were preferred by the 
applicants in comparison to other formats.

Interview Formats

Today the employment interview has evolved and is now found in several versions or for-
mats, each with its own optimal predictive criteria. The primary distinction with regard to 
interview formats is whether they are structured or unstructured. Structured interviews 
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consist of standardized questions based on a job analysis and asked of all candidates in the 
same order with little to no follow‐up questioning (Campion, Palmer & Campion, 1997). 
Also, with the structured format, interviewer training through the rating of videotaped 
candidates with feedback is encouraged so that all interviewers reach a similar level of reli-
ability in their ratings. Note‐taking during the interview is also encouraged so that the 
interviewers will recall details more accurately. In addition, the interviewer(s) then use a 
detailed rating form to evaluate the candidate’s responses. The unstructured interview, on 
the other hand, consists of small‐talk, perhaps some standardized questions and several 
spontaneous questions initiated by the interviewer as well as follow‐up questioning to the 
candidate’s responses (Campion, Pursell & Brown, 1988). Prior to the 1970s, employers 
entered the selection process with the single criterion of performance prediction in mind 
(Ulrich & Trumbo, 1965). Employers would choose what they thought was a ‘structured 
interview’, but in reality was unstructured in format. These early interviews consisted of 
pre‐planned questions, however on closer inspection, the interviewers did not consistently 
adhere to a script but asked supplementary questions spontaneously, thus characterizing 
the format as more unstructured than structured (Campion, Palmer & Campion, 1997; 
Campion, Pursell & Brown, 1988; Levashina, Christopher, Morgeson & Campion, 2014; 
Schmidt & Hunter, 1998). Research, theory and practice served as the impetus that spot-
lighted the need for strict standardization of the structured interview to obtain good levels 
of predictive validity.

Predicting the job candidate’s skill set, however, was not enough for practitioners as 
they were still plagued with the long‐term problem of employee turnover. As a result it 
was realized that the structured interview was not able to predict the fit of the candidate 
to the organization. Researchers then started to examine other contributory factors of 
turnover, such as constructs of the candidate’s personality, which had previously been 
overlooked (Blackman, 2002a, 2006). Researchers then started asking ‘Does the candi-
date have the personality traits that optimally fit the job description and ultimately the 
climate of the organization?’ Realizing also that counterproductive behaviour is another 
personality‐related factor that contributes to turnover, researchers knew that accurately 
assessing traits like dependability and conscientious that are directly linked to counterpro-
ductive behaviour was crucial (Ones, Viswesvaran & Schmidt, 1993; Townsend, Baciga-
lupi & Blackman, 2007). It was soon apparent that the lack of these two prominent traits 
could potentially lead to chronic absenteeism, tardiness, volatile behaviour and even lack 
of attention to detail on the part of emploees (Taylor & Small, 2002). No doubt, in jobs 
where fatalities are a risk (e.g., Emergency Services dispatchers, firefighters, air traffic 
controllers and offshore oil and gas workers) accurately assessing these traits in a job 
c andidate is essential.

The first priority for researchers was to ask, ‘How accurate are lay interviewers in assess-
ing job‐relevant personality traits during the selection interview?’ If an organization was 
relying on personality inventories to select candidates, this question was not relevant, but 
for those organizations that used the interview as their principal selection method it was 
crucial. Blackman’s (2002a, 2000b) research pointed to the type of interview format used 
to answer this question. Blackman (2000a) examined the accuracy of personality 
 judgements made by lay judges who used either a structured interview format or an 
unstructured format in an experimental setting. Her study found that college student 
interviewers who used the unstructured format produced significantly more accurate 
 personality judgements of job candidates who were applying for a student clerical position 
when self‐interviewer and peer‐interviewer agreement was used as the criteria for 
a ccuracy. It is interesting to note in this study that the structured interview contained 
significantly more personality‐related interview questions than did the unstructured 
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format, yet the unstructured format still prevailed with regard to superior accurate per-
sonality judgements. Blackman found that the unstructured format elicita small‐talk and 
many diversions in conversation which allows candidates to drop their guard. When this 
occurs, the applicants’ true persona emerges. The relaxed job candidate might even see 
the interviewer as a friend and admit to relevant knowledge about their shortcomings. 
This allows the interviewer to glean information about the candidate’s personality as well 
as their integrity. As candidates feel very comfortable with this format much more of their 
nonverbal behaviour is revealed, with references to past or future behaviour (Townsend, 
Bacigalupi & Blackman, 2007). Taking candidates out for coffee or lunch, or giving them 
a tour of the organization, are prime venues for an unstructured interview. Research 
reveals that candidates participating in an unstructured interview elaborate more in their 
responses, display significantly more nonverbal behaviours and have longer interviews 
than candidates in structured interviews (Blackman, 2002a). The inherent nature of this 
format lends itself to accurately predicting multiple criteria. Specifically, job‐related per-
sonality characteristics and constructs such as conscientiousness, agreeableness, depend-
ability, organizational citizenship, integrity and person–job fit can be more accurately 
predicted from an unstructured interview compared to other formats and even matching 
the accuracy of standardized personality and integrity tests (Blackman, 2008; Townsend, 
Bacigalupi & Blackman, 2007). Townsend and colleagues administered an integrity test 
very similar in content to the Reid Report (Reid London House, 2007) to job candidates 
in an experimental study. Then peers who knew the applicants well provided assessments 
of the job candidates using the integrity inventory, thus giving an additional perspective. 
The job applicants then participated in a structured, face‐to‐face interview. After the 
interview, the interviewer completed the integrity survey on the candidate. Self–inter-
viewer agreement on the integrity inventory was very high, yet it was not significantly 
different from the high levels of peer–interviewer agreement that was obtained. It should 
be reassuring to interviewers to know that their integrity assessment made during an 
interview is just as accurate as that made by a well‐acquainted peer of the job candidate 
and that of the applicant himself. Blackman (2008), however, urges that the interviewer 
still use the structured interview format to predict the candidate’s skill set and then follow 
up with promising candidates by using an unstructured format to screen for personality 
and integrity‐relevant traits.

Interviewers have been turning their attention to other formats in their search for 
greater predictive validity and efficiency. The structured, unstructured, panel, multiple‐
applicant, telephone and video‐conference are among the many formats that the inter-
viewer can choose from. The multiple‐applicant interview (two or more candidates are 
interviewed simultaneously by one interviewer) is another format that can be deployed as 
an alternative for interviewers who are hiring seasonal help or need to interview a large 
pool of applicants (Tran & Blackman, 2006). An example is the case of Wynn Casino and 
Resort in Las Vegas, which needed to hire 3,000 employees in a three‐week period leading 
up to its opening. A one‐on‐one, structured interview would not be efficient, but the mul-
tiple‐applicant interview would be ideally suited for this purpose. The evidence suggests 
that interviewers who implement this format should use it only to predict job performance 
and not personality factors (Tran & Blackman, 2006). The cognitive load and multi‐tasking 
that the multiple‐applicant interview requires was found to compromise the interviewer’s 
overall judgement. Tran and Blackman (2006) found that the one‐on‐one interview 
format was far superior in predicting the candidate’s personality‐relevant traits to the multiple‐
applicant format, although after reducing the applicant pool by employing the multiple‐
applicant format, a more intimate, one‐on‐one, unstructured format could be employed 
to determine personality factors and the integrity of employees if necessary.
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Some employers find that the panel interview, in which two or more interviewers inter-
view the candidate, suit their needs best. This format has been found not only to predict 
job performance and personality factors (if used in an unstructured format) but also to 
improve the accuracy of the assessment (Dipboye, Gaugler & Hayes, 1997; Prusha, 
2014). When several interviewers pool their ratings of a factor, the increase in accurate 
ratings is substantial. Another merit of this technique is that biases and self‐fulfilling 
prophecies that a single interviewer might hold can be minimized. A final benefit found 
with this format is that it is perceived as a fairer method by candidates than a simple, 
one‐on‐one format as the candidate may fail to develop a relationship with a single inter-
viewer and thus perceive the process as unfair if not selected (Dipboye, Macan & Shahani‐
Denning, 2012; Farago, Zide & Shahani‐Denning, 2013; Kuo & Chang, 2011). This 
perception of fairness leads to good public relations for the organization, especially if 
three or more interviewers are involved. Interviewers sometimes forget the social process 
involved in the interview, where both the organization and the candidate seek to project 
themselves in the most favourable light. The candidate’s perception of the fairness of the 
interview and the questions asked will in turn determine the applicant’s opinion of the 
organization regardless of what they had held prior to the interview (Dipboye, Macan & 
Shahani‐Denning, 2012).

For travel and efficiency sake, telephone and video‐conference interviews have become 
increasingly popular in some countries, such as the US, facilitated by the development of 
communications technology, but these perceived benefits come at a price (Chapman & 
Rowe, 2002; Sear, Zhang, Wiesner, Hackett & Yuan, 2013; Straus, Miles & Levesque, 
2001). Evidence suggests that interviewers should use this format only with the predictive 
criterion of job performance as their goal. When employing the formats the interviewer 
will find that the candidate’s responses via the telephone or video‐conference monitor are 
briefer and have less informative details than one typically finds during a face‐to‐face 
f ormat (Blackman, 2002b). The telephone conference call is efficient, but the accuracy of 
relevant personality factors is sacrificed. Nevertheless, these formats are useful for making 
broad cuts in the selection process before following up with in‐person interviews with 
promising candidates.

It is important to remember that the selection interview should not be conceptual-
ized as a one‐time event. Instead, the effective interview should be conceptualized as a 
series of multifaceted interviews with different sources of judgement. Judgements from 
a variety of viewpoints create a fuller portrait of the candidate’s persona and skills from 
which to make an informed hiring decision. Using not only the main interviewer, but 
the incumbent, potential subordinates, potential peers and long‐standing clients in the 
interview process can also add to the accuracy of judgements (Blackman, 2008; Funder 
& Colvin, 1988). Funder and colleagues took peer assessment of personality further in 
their research. They solicited judgements from the participants’ parents and friends. 
These sources from different aspects of the target participant’s life provided reassurance 
that in general people’s behaviour is cross‐situationally consistent, that they display 
s imilar personality and behaviour patterns during the selection interview process at home 
or at school (Funder & Colvin, 1991). Funder and Colvin have also suggested that 
peers and lay interviewers are fairly accurate judges of personality when self–interviewer 
and peer–interviewer agreement is used as the criterion of accuracy. In addition, with 
multiple interviewer sources, any caveats about the candidate can be cross‐referenced 
through this multifaceted approach. The multifaceted interview process parallels 
 Campbell and Fiske’s (1959) multi‐trait, multi‐method philosophy with the long‐term 
goal of obtaining convergent validity about the candidate’s job‐related skills, personality 
traits and job fit.
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The evidence suggests the need to prepare fully for the process, with interviewers 
thinking about what kind of criteria they wish to predict (e.g., integrity, personality, job 
performance). The fit between the criteria and interview format is crucial, as is the type of 
interview questions asked (see Table 9.1). The choice of interview questions is another 
important step that the interviewer should not take lightly. For the unstructured interview, 
in predicting personality any small‐talk over a period of time has been shown to be highly 
predictive of the candidate’s personality (Blackman, 2002a). But for assessing job 
performance, behaviourally/situationally‐oriented scenario questioning is optimal (Tay-
or & Small, 2002). Asking the candidate to remember a time when they ‘had to deal with 
a difficult customer. What was the problem and how did they resolve it?’ these behav-
iourally cued questions allow the employer to ascertain candidates’ potential to think on 
their feet and their aptitude within a matter of minutes.

Criteria for Evaluating Interview Responses

Every interviewer would like to be as accurate as possible about the potential of the can-
didate in question, so employing multiple criteria to evaluate interview responses should 
be high on the interviewer’s list of priorities. One of several techniques that can facilitate 
the accurate evaluation of a candidate’s responses is understanding the interview context 
within the framework of the Realistic Accuracy Model (RAM) (Funder, 1995). RAM 
advocates that there are four moderator variables that facilitate accurate interpersonal 
judgements of others. The first is judgemental ability (also known as the good judge). The 
RAM model has shown that some individuals are simply better judges of personality than 
others due to their ability to perceive and use cues from the target correctly. Past research 
(Akert & Panter, 1988) and theory (Funder, 1995) suggest that the good judge has an 
extraverted personality and wide experience in social settings (Christiansen, Wolcott‐
Burnam & Janovics, 2005; McLarney, 2003). Such experience undoubtedly gives the 
judge more knowledge about how personality is revealed in specific behaviours. 
Organizations should consider carefully before choosing an interviewer as the accuracy of 
the interview is largely dependent on that person. The most senior individual in the orga-
nization may not be the best interviewer (Funder, 1995). However, interviewers can 
become better judges by training and rating videotaped targets, thus increasing the accu-
racy of their judgements and decreasing biases or errors (Wexley, Sanders & Yukel, 1973).

A second moderator of interpersonal judgement according to RAM is termed the ‘good 
trait’. Research shows that properties of the trait being judged also affect the degree to 
which an accurate interpersonal judgement is likely (Funder & Dobroth, 1987). RAM 
posits that some attributes are difficult to judge, while others are relatively easy (Funder, 
1995). An attribute such as ‘is socially at ease around others’, which is revealed by frequent 
positive social interactions, is easier to judge than a quality such as ‘daydreams or rumi-
nates frequently’. For this trait the interviewer must infer its presence from verbal state-
ments from the target or, even more difficult, from distracted responses. Funder and 
Dobroth (1987) revealed that the more visible the trait or cues of the trait, the higher the 
levels of inter‐judge and self–other agreement. With this knowledge in hand, interviewers 
can be confident in the accuracy of their ratings for highly visible traits such as the degree 
to which the individual is conscientious, agreeable or even dependable. And for those 
hard‐to‐judge qualities or traits, such as the candidate’s potential to sabotage others’ 
work, the interviewer should focus on going beyond the interview (e.g. reading letters of 
recommendation, utilizing assessment centres) to increase the quality and quantity of 
information on which to base the judgement.



Table 9.1 The optimal usage of various interview formats.

Interview Format Description Predictive Criteria Optimal Use Research

Structured Standardized 
questions, no 
follow‐up questions, 
ratings forms

Skill sets, future job 
performance

To facilitate reliable 
comparisons between 
candidates

Campion, Palmer & Campion, 
1997;

Levashina, Christopher, 
Morgeson & Campion, 2014

Unstructured Spontaneous questions, 
small‐talk, informal 
format, follow‐up 
questions

Personality characteristics, 
integrity, counterproductive 
behaviour, organizational 
citizenship

Assessing the candidate’s 
potential for engaging in 
counterproductive

behaviour and person–
organization fit

Blackman, 2002a

Panel Multiple interviewers 
and one applicant

Skill sets Reduces interviewer bias, 
perceived by applicants as a 
fair interview

Prusha, 2014;
Dipboye, Gaugler & 

Hayes, 1997
Group Interview/

Multiple Applicant 
Interview

Multiple applicants 
with a single 
interviewer

Skill sets, future job 
performance

Efficient pre‐screening device to 
make broad cuts in applicant 
pool

Tran & Blackman, 2006

Telephone/
Conference Call

Interview over the 
phone or via a 
video‐conference 
monitor

Skill sets, future job 
performance

Efficient pre‐screening device to 
make broad cuts in applicant 
pool

Chapman & Rowe, 2002; Sear, 
Zhang, Wiesner, Hackett & 
Yuan, 2013; Straus, Miles & 
Levesque, 2001;

Blackman, 2002b
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The third moderator variable is termed ‘good information’. This variable refers to the 
quantity and quality of information available to the judge of personality. At a basic level, 
the longer you have known or have experience with targets the more accurate you will be 
in assessing their traits and qualities (Funder & Colvin, 1988). More specifically, in an 
experimental setting, Blackman and Funder (1998) showed that self–other agreement 
steadily increases as acquaintanceship with a target subject via videotaped, 5‐minute 
e pisodes increases. Other studies support this finding (Cloyd 1977; Colvin & Funder 
1991; Funder & Colvin 1988; Paulhus & Bruce 1992; Paunonen & Jackson, 1988).

The quality of information likewise plays a role in the assessment process. Blackman and 
Funder’s (1998) research specifically supports the utility of this moderator variable. When 
comparing the accuracy of ratings made by interviewers who conducted a structured inter-
view with who those used an unstructured format, the interviewers using the unstructured 
format were significantly more accurate in assessing the job candidate’s personality and 
job‐relevant traits. This research indicates that the unstructured interview, in which the 
candidate’s behaviour is spontaneous, is generally more informative about personality than 
meeting the candidate in a very structured format where personality is less likely to vary 
(Blackman, 2002a).

The implications for interviewers are that part of the interview should be unstructured 
when the candidate’s behaviour is free to vary, thus producing high quality information on 
which they can base their judgements. The unstructured format will increase the likelihood 
that the interviewer will make an accurate judgement about the candidate job‐related 
qualities. Evidence suggests, however, that interviewers should refrain from using inter-
view techniques that yield poor quality information, such as the telephone conference or, 
in some cases, the multiple‐applicant interview with more than four candidates participating 
(Blackman, 2002a; Chapman & Rowe, 2002; Straus, Miles & Levesque, 2001; Tran & 
Blackman 2006).

The final moderator variable in RAM is coined ‘the good target’. Colvin’s (1993a, 
1993b) research found that some individuals are easier to judge than others. This ulti-
mately increases the likelihood that candidates will be judged accurately. ‘Judgable people’ 
are those Colvin found to be consistent in their actions, cognitions, words and deeds in 
different situations. For this reason, their future behaviour is easy to predict and the judge 
of personality more likely to be accurate in the assessment.

Blackman and others have identified the challenge of candidate behavioural inconsis-
tency. This behaviour may be an indication that the individual is trying to conceal a nega-
tive aspect of their personality or work‐related traits (Funder, 1995; Blackman, 2008). 
Follow‐up interviews are an ideal way to observe a candidate’s behavioural patterns, while 
eliciting more information from which to make an accurate assessment (Blackman, 2008).

Interviewers who are able to increase the accuracy of their assessment of the candidate 
during the interview process are doing a lot more than hiring the most qualified candidate. 
Accurate interview assessments are also a preventative measure that an organization is 
t aking to reduce the number of employees who might engage in counterproductive behav-
iour, such as absenteeism, weight, volatile behaviour and workplace violence (Blackman, 
2008; Ones, Viswesvaran & Schmidt, 1993).

When interviewers incorporate into the interview process their knowledge of the four 
moderator variables that curb accurate interpersonal judgement they increase their 
likelihood of hiring the best candidate. Regrettably, due to the complexity of the charac-
ters involved and the interaction between them, there is no single way to accurately predict 
a job candidate’s standing on every job‐relevant attribute during an interview. But if 
the duration of the interview is increased, a larger breadth or quantity of information 
becomes available on which to base a judgement. Even when conducting a panel interview, 
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if one interviewer misses a candidate‐prompted indicative behavioural cue, another inter-
viewer may spot it. With multiple judges, a more accurate picture of the candidate can be 
made (Prusha, 2014).

Once knowledge of how to increase the accuracy of one’s interpersonal judgements has 
been achieved, interviewers should supplement this knowledge with structured response 
rating scales, such as the Behaviorally Anchored Ratings Scales (BARS). BARS were devel-
oped by Smith and Kendall (1963) as a superior appraisal method to subjective graphic 
rating scales. BARS focus on identifying important employee behaviours that are relevant 
to successfully completing a particular job, rated on a numerical scale. Standard graphic 
rating scales, on the other hand, do not focus on the specific behaviours, but on personal-
ity characteristics and subjectively determined work habits. An example is: ‘Employee 
answers telephone within three rings.’ A standard rating scale might state it more loosely: 
‘Employee answers telephone promptly and efficiently.’

Behavioural anchors are typically developed using a critical incident technique or task 
analysis. BARS have been to shown to be more accurate and reliable than mixed standard 
scales when evaluating job applicants (Benson, Buckley & Hall, 1988). The method has 
been shown to reduce the adverse impact of various ethnic groups in a college admission 
study (Sinha, Oswald, Imus & Schmitt, 2011). An advantage of BARS is that applicants 
and employees view the rating process as fairer than trait‐rated scales (Latham & Seijts, 
1997). In addition, this method is more legally defensible when evaluating employee 
performance than other graphic rating scales (Benson, Buckley & Hall, 1988). And if the 
interviewer plays a role in the development of the BARS, convergent validity has been 
shown to increase while errors or biases such as the halo decrease (Friedman & Cornelius, 
1976). However, a disadvantage of BARS is that administrators need to update the behavioural 
anchors as the job requirements change or the work context evolves.

Biases in the Interview Process

It is essential to understand that the interview process is a bi‐directional process (Dipboye, 
Macan & Shahani‐Denning, 2012; DeGroot & Motowidlo, 1999; McFarland, Ryan & 
Kriska, 2002). The interviewer’s qualities can influence the candidate’s responses; equally, 
the qualities of the candidate can influence the interviewer’s assessment at any given 
moment (Purkiss, Perrewé, Gillespie, Mayes & Ferris, 2006). Interviewers need to be edu-
cated and trained in the processes that can occur during the interview and affect the impar-
tiality and integrity of the process. Once this education has occurred certain safeguards can 
be implemented (e.g., standardized questions, interviewer training, note‐taking, BARS) to 
reduce the likelihood of biases prejudicing the interview process.

Something that can occur during the interview process is self‐fulfilling behaviours or 
opinions about the candidate on the part of the interviewer (Dipboye, 1982; Dipboye, 
Macan & Shahani‐Denning, 2012). Simply by reading a candidate’s name or application 
file prior to the interview can cause the interviewer to conjure up a profile and supposed 
responses and behaviours, which the interviewer might unintentionally elicit from the can-
didate. Keep in mind that these responses and behaviours may be desirable or undesirable 
according to the interviewer’s preconceived ideas. For instance, on seeing that the candi-
date attended the same undergraduate institution as the interviewer, the interviewer may 
assume that the candidate will share their work ethic, personality characteristics and 
m otivation (Gilfford, Ng & Wilkinson, 1985; Rand & Wexley, 1975). It might even be as 
simple as the candidate’s name that the interviewer develops preconceived ideas about and 
unconsciously confirms these ideas through questioning or nonverbal behaviour.
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Ultimately, interviewers and applicants come to the interview with pre‐interview 
information and impressions from many sources, ranging from the media to their personal 
networks. These impressions can include goals for the interview and expectations that 
affect how the interviewer perceives the candidate during the interview. During the inter-
view itself, the behavioural, cognitive and affective reactions of the two have reciprocal 
effects. These reactions result in demographic stereotyping and the interviewer’s potential 
to distort information to confirm expectations about the candidate. This section addresses 
bi‐directional factors we often do not consider, but which can affect the selection 
interview. These are specifically the candidate’s physical attributes (e.g. stigmas, weight, 
non‐native accent, physical attractiveness) the candidate’s diversity (e.g., disability, sexual 
orientation), the uniqueness of the candidate’s responses, the interviewer’s warmth, the 
candidate’s perceptions of interview fairness, as well as the interviewer’s level of training. 
Implications for these factors biasing the interviewer and candidate’s perceptions are 
d iscussed next.

Job candidate‐prompted biases
Physical attributes The candidate’s appearance and nonverbal behaviour provide an array 
of visual cues that can trigger a self‐fulfilling prophecy (Hollandsworth, 1979; Hosoda, 
Stone‐Romero & Coats, 2003; Nordstrom, Huffaker & Williams, 1998; Wade & Kinicki, 
1997). In many Western cultures, piercings and tattoos have become more commonplace. 
In spite of this, interviewers may see piercings and tattoos as stigmas and hold negative 
opinions about the personality characteristics, work ethic and citizenship behaviour of 
individuals who have them. Research shows that individuals who have any type of bodily 
stigma often face discrimination in an employment interview (Breecher, Bragger & 
Kutcher, 2006; Dipboye, Gaugler & Hayes, 1997; Madera, 2008). Madera (2008) inves-
tigated the ways in which a stigma (birthmark, scar, piercing, tattoo) on the face affects 
interview outcomes. The study revealed that participants who faced an applicant with a 
stigma divided their attention between looking at the stigma and the interview process in 
comparison to participants looking at applicants without a stigma. Additionally, partici-
pants who looked at an applicant with a stigma rated that applicant lower than participants 
who viewed an applicant without a stigma.

Another physical appearance issue that can affect judgement is the job candidate’s 
weight (O’Brien et al., 2008; Roehling, 1999). Regardless of whether the candidate is thin 
or obese, a self‐fulfilling prophecy can occur. When interviewers were shown videotapes of 
average‐weight candidates and overweight candidates, they rated the overweight candi-
dates significantly poorer than the average‐weight candidate (Kutcher & Bragger, 2004; 
Pingitore, Dugoni, Tindale & Spring, 1994). The results suggested that bias against hiring 
overweight applicants does exist, especially for female applicants. Bias was most evident 
when applicants were rated by participants who were satisfied with their own body size. 
The decision not to hire an obese applicant was, however, only partly mediated by person-
ality attributes (Kutcher & Bragger, 2004). Keep in mind that the cited studies were 
c onducted in the United States, New Zealand and Australia, so the results may not be 
generalizable to all societies. There may be poor societies in which obesity is an indicator 
of good health and wealth, so that slender applicants may be perceived as impoverished 
and in poor health.

The physical attractiveness of the job applicant can cloud the objectiveness of the inter-
view (Berscheid & Walster, 1974; Gilmore, Beehr & Love, 1986). Interviewers (like peo-
ple in general) link attributes such as physical attractiveness to other socially desirable traits 
and successful job outcomes. Dipboye and colleagues (1977) found that the perceived 



 Interviewing in Selection 193 

attractiveness of the candidates affected hiring decisions made by student and professional 
raters. Interestingly though, the interaction between applicants’ sex and physical attrac-
tiveness have produced mixed results, which researchers posit is due to the perceived 
 relevance of physical attractiveness for job performance (Cash, Gillen & Burns, 1977; 
Gilmore, Beehr & Love, 1986). But what the studies do point to is that physical attrac-
tiveness is an advantage in the interview process (Cash, Gillen & Burns, 1977; Dipboye 
et al., 1977; Gilmore, Beehr & Love, 1986). The idea that ‘what (or who) is beautiful is 
good’ in both the workplace and in general has been found to be a cross‐cultural 
phenomenon using samples of French and Chinese participants (McColl & Truong, 2013; 
Zhang, Kong, Zhong & Kou, 2014).

With an increasingly global and diverse workplace, interviewers will be faced with appli-
cants who are non‐natives to the country and have ethnic accents, as well as class or 
regional accents. In the UK an accent is an indication of upbringing and education 
(C oupland & Bishop, 2007). An accent can result in unintentional bias in an interviewer’s 
ratings. A study by Purkiss and colleagues (2006) conducted in the US examined two 
implicit sources of bias in the selection interview: accent and name. As hypothesized, an 
interaction existed between the applicant’s name and accent which affected participants’ 
positive judgements of the applicant’s characteristics. Specifically, an applicant with an 
ethnic name and speaking with a foreign accent was rated less positively by interviewers 
than an ethnic‐named applicant without a foreign accent and non‐ethnic‐named appli-
cants with and without an accent. Another American study (Deprez‐Sims & Morris, 2013) 
replicated these results. In this second study participants were asked to evaluate an appli-
cant with one of three accents (Midwestern US, French, Mexican) at two levels (low and 
high). The interviewers were played audio versions of the applicants’ voices. The results 
revealed that the applicant with the Midwestern accent was viewed as more hirable than 
the applicant with the difficult to understand French accent. The researchers’ path model 
showed that the accent condition – the hiring recommendation relationship – was medi-
ated by similarity, interpersonal attraction and understandability. Cross‐cultural studies 
support these assertions. Hansen, Rakić and Steffens (2014) conducted a study in Germany 
with standard‐accent job candidates and nonstandard Turkish accent job applicants. The 
researchers found that the interviewers discriminated against the Turkish accent applicants 
and perceived them as less competent. Interviewers should definitely be versed in the 
potential biases that can occur when interviewing a non‐native speaker. It is imperative 
that safeguards be integrated into the interview process, such as standardized response 
rating scales and interview training to mitigate potential interview bias.

Diversity features Almost every country, including many developing countries, have leg-
islation that prohibits discrimination in the workplace, based on factors such as race, 
gender, disability, age and sexual orientation (O’Cinneide, 2011). But even with legisla-
tion in place, it has been documented that diversity factors (race, disability and sexual ori-
entation; Baumle, 2013; Sacco, Scheu, Ryan & Schmitt, 2003; Tews, Stafford & Shu, 
2009) can bias evaluations during employment interviews. Though blatant discrimination 
is generally declining, more subtle forms of discrimination, which the perpetrator is often 
unaware of committing, occur (Dipboye & Colella, 2005). Sexual orientation is a non‐
observable form of diversity and research about it is scarce (Van Hoye & Lievens, 2003). 
Most research on sexual orientation discrimination during the selection interview is 
qualitative and based on self‐reports with small sample sizes (Crosteau, 1996). However, 
a Belgium study by Van Hoye & Lievens (2003) used an experimental approach with 
professional recruiters to determine if applicants’ sexual orientation affected their hirability. 
The researchers, after examining paper applicants in which their sexual orientation was 
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revealed, found that the recruiters were just as likely to hire qualified gay applicants as 
h eterosexual applicants. Though this is just one study from one country, the results are 
encouraging with regard to how some interviewers are managing diversity during the 
interview process. One should bear in mind though that numerous countries still have 
legislation that criminalizes homosexuality (2013 Report from the International Lesbian, 
Gay, Bisexual and Trans and Intersex Association).

As with sexual orientation, research on the effect of applicant disability in the interview 
process is scant (Hayes & Macan, 1997; Miceli, 1997). Miceli (1997) found that appli-
cants who revealed a disability reduced the favourable impact they had made during the 
interview and decreased their chance of being hired.

Unique responses In addition to the physical and diverse features of the applicants, the 
uniqueness of their interview response can potentially bias the interviewer’s rating. 
Research has explored the methods applicants use to ‘stand out from other applicants’. 
Rouline, Bangerter and Yerly (2011) tested how an applicant providing a unique answer 
was evaluated relative to applicants providing qualitatively equivalent but non‐unique 
answers. Applicants providing unique answers received higher evaluations and increased 
their chances of a job offer. The study indicates that interviewers can be influenced by the 
uniqueness of applicants’ answers, regardless of applicants’ true abilities to perform on the 
job. The researchers believe that a contrast effect can come into play when the previous 
job candidate gives competent, but non‐unique answers, and is then followed by a candi-
date who supplies unique answers to the interview questions, regardless of the content. 
Ultimately, unique answers can give these candidates an advantage over their rivals 
(Rouline et  al., 2011). The study also showed how applicants giving unique answers 
to  interview questions received better ratings on knowledge, skills, abilities and other 
c haracteristics in comparison to candidates who supplied non‐unique answers.

Interviewer‐prompted biases
Warmth of the interviewer In this subsection we focus on the interviewer’s persona and 
actions as sources of bias in the selection interview. A potentially biasing facet is the affec-
tivity of the interviewer, in particular, warmth. Based on their US studies, Farago, Zide 
and Shahani‐Denning (2013) advocate that all interviewers should be trained in ‘warmth’ 
and should be screened for warmth when they are undergoing the selection process. 
Warm behaviours include eye contact, nodding, smiling and hand‐shaking. Farago and 
colleagues also believe that interviewers should learn to establish common ground by 
incorporating small‐talk (an aspect of unstructured interviews) before and after the struc-
tured interview questions. Interviewers should remember that they are representatives of 
the organization, so it is in everyone’s interest to ensure that applicants feel at ease during 
the interview. Further, adding warmth to the interview process can be easily incorpo-
rated, so the benefits of such training is likely to outweigh the costs, such as the job 
c andidate not accepting the job offer or denigrating the organization to peers (Chen, 
Yang & Lin, 2010).

Fairness and structure of the interview
Other studies take into account the applicant’s perceptions of the interview process and 
how they affect job acceptance offers. A field study by Kuo and Chang (2011) conducted 
in the manufacturing industry in Taiwan set out to examine applicant reactions to the 
structure of the interview they had participated in. The study implemented organizational 
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justice theory and examined the applicants’ reactions (organizational attraction, intention 
to accept the job, self‐efficacy, self‐perceived performance) to the interview structure 
(job‐relatedness, standardization) and investigated the bases for these reactions in terms of 
the perceived procedural justice. The researchers found that the interview structure had a 
significant predictability for perceived procedural justice. Compared to job‐relatedness, 
the effects of standardization on perceived procedural justice were larger. It suggests that 
standardization has more influence on the applicants’ perception of procedural justice 
than the influence of job‐relatedness. In addition, perceived procedural justice had 
significant predictability for the applicants’ post‐interview reactions, such as organizational 
attraction, intention to accept the job, self‐efficacy and self‐perceived performance under 
the condition of controlling the applicants’ demographic variables and pre‐interview 
perception of the organization, intention to accept the job and self‐efficacy. It shows that 
applicants rely on the interview structure to gain information and make evaluations about 
the recruiting firms and jobs. Therefore, in order to enhance the applicants’ positive 
perception and reactions in organizational settings, practitioners should provide as much 
information as possible about the employment interview during the selection process. 
Ultimately, the researchers found that perceived procedural justice mediates the relation-
ship between standardization and applicant reactions. The researchers believe that the 
quality of the interview as an assessment tool depends on taking into consideration both 
the interviewer’s and the applicant’s perspectives.

In the same vein, a study conducted by Campion, Palmer and Campion (1997) in the 
US identified elements of the interview structure and made predictions of how applicants 
and interviewers might react to these elements. The interview structure was described by 
four dimensions: questioning consistency; evaluation standardization; question sophistica-
tion; and rapport building. It was found that interviewers with formal training and those 
with a selection rather than recruiting focus employed higher levels of interview structure. 
In addition, reactions to increased structure were mixed. Both higher structure (question 
sophistication) and lower structure (rapport building) were positively related to inter-
viewer reactions. It was found that applicants reacted negatively to the increased perceived 
difficulty of structured interviews, but perceptions of procedural justice were not affected 
by the interview structure. These results point to the importance of the interview struc-
ture, as it can directly affect applicants’ perceptions and ultimately their decision whether 
or not to accept a job offer.

Interviewer Training

Despite the general use of employment interviews in personnel selection, we know very 
little about how interviewers are trained and whether interviewer training influences the 
way interviews are conducted (Campion, Palmer & Campion, 1997; Cogger, 1982; 
Palmer, Campion & Green, 1999). Interview practitioners and researchers agree that 
formal interviewer training is crucial to successful recruiting and selection practices. 
Researchers believe that formal training can be used to improve a variety of interviewer 
tasks, including establishing valid criteria for job analysis, evaluating candidates more 
effectively (Day & Sulsky, 1995) and improving rapport (Gatewood, Lahiff, Deter & 
Hargrove, 1989) and the recruiting function of the interview (Chapman & Rowe, 2002; 
Rynes, 1989).

Despite agreement on the need for interviewer training, the extent to which inter-
viewers receive training and whether this training is effective remain overlooked topics 
in the research literature (Palmer et al., 1999). Surprisingly, studies have been mixed 
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regarding the efficacy of training in increasing interview rater effectiveness (Palmer 
et al., 1999). Rynes (1989) discussed the duality of the employment interview as both a 
selection device and a recruiting tool. Rynes hypothesized that there might be differ-
ences in the extent to which interviewers focus on the selection function of the interview 
or the recruiting function. Researchers believe that these roles may conflict with each 
other in that a greater focus on selection has the potential to reduce the attractiveness of 
the organization, while a greater focus on recruiting can reduce the validity of the selec-
tion decision (Chapman & Rowe, 2002). Barber, Hollenbeck, Tower and Phillips 
(1994) manipulated the interview focus so that applicants received either a recruitment 
interview or an interview that combined recruitment and selection elements. The study 
found that student applicants for a part‐time research assistant position reacted more 
positively to a combined recruitment and selection interview than those who received 
only a recruitment interview. These results suggest the importance of interviewer 
training and how direction of focus can potentially be a liability for the interviewer and 
the organization as a whole.

Future Research

The selection interview is now widely used in candidate selection. However, interviewers 
and professional practitioners are often ignorant of the wealth of research that can be used 
to inform practice and thus optimize recruitment decisions. This is one area where psy-
chologists working in I‐O psychology could focus more attention on communicating 
research findings in ways that are more accessible to practitioners. When it comes to 
setting up a selection process many lay interviewers are uncertain where to begin. It 
should be our charge to develop a learning process, perhaps in the form a matrix listing 
various predictive criteria (e.g., integrity, job performance, personality) and the optimal 
interview formats to utilize. The matrix would offer optional selection devices for specific 
criteria (e.g., in‐b asket task, inventories) to complement the interview. The matrix could 
serve as a quick reference for interviewers who are embarking on the initial phases of their 
selection process.

There are several gaps in the selection interview literature to which we might well aim 
our future research. One of these areas is finding methods to mitigate the effects of inter-
viewer bias. As discussed, interviewers can be biased against candidates who have certain 
qualities, ranging from a non‐native accent to conspicuous physical stigmas. Safeguards to 
mitigate these biases (e.g., standardized rating forms, training of interviewers, note‐taking) 
can reduce these biases to some extent, but more foolproof techniques are needed and 
shown to significantly reduce bias.

Another research area to explore is utilizing applied samples of professional recruiters 
and job applicants. Samples of convenience that frequently utilize college students in 
simulated employment interviews seem to be the norm for the majority of selection inter-
view research. However, researchers are encouraged to take it to the next level and n etwork 
with practitioners in the field and solicit applied samples. Though these relationships can 
be difficult to form for legal reasons, the wealth of knowledge that is obtained from these 
samples will undoubtedly advance our knowledge base considerably.

Equally important is targeting multicultural populations. Cross‐cultural research in the 
selection interview is very limited and could be greatly expanded. With our ever‐expanding 
global workforce, interviewers must be well versed in cultural differences in interview 
procedures, biases and phrasing of interview questions. The generalizability of selection 
interview theory is limited due to the lack of cross‐cultural studies.
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Conclusion

Integrity tests, personality inventories and in‐basket tasks are just a few devices that can be 
used in the selection process. These methods can be both complex and expensive. Selection 
interviews, however, can offer a low‐cost method that can achieve similar ends when the 
process is well designed and well implemented. Practitioners who opt for a multifaceted 
interview approach with varied interview formats and multiple judges should ultimately 
feel confident that improved recruitment decisions can be achieved.
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Introduction

Those wishing to select and recruit people know what a difficult task they face. People are 
complex and capricious, difficult both to predict and understand. Most attempt to find 
methods that help them gather data to be able to assess the ability, motivation and person-
ality of an individual. Some become desperate and turn to methods such as graphology 
which has long since been discredited, though it remains widely used in France (Cook, 2009). 
This is discussed in a later section.

The questions for assessors and selectors are essentially what to assess, how to assess 
these characteristics, who is best suited to do it and when and why it should be done in a 
particular way.

To some extent the ‘what’ can neatly be divided into three areas:

 • What a person can do. This refers to their ability. It is about their capacity to do various 
tasks efficiently given that they have the desire to do so. It also refers to their ability to 
learn new tasks. Assessing what a person can do is often measured by cognitive ability 
(intelligence) and skills tests.

 • What a person will do. This refers to people’s motivation or what they will to do when 
asked or instructed so to do. Motivation refers to values and drives. It is the extent to 
which people are energized and focused on achieving a particular goal or set of goals. 
Everyone can be persuaded to do things as a function of rewards and punishments, 
but this refers to what a person will do on an everyday basis without strong rewards or 
punishments shaping behaviour.

 • What a person wants to do. This refers to preferences for certain activities over others. 
It is about what a person likes to do and will do freely with any form of cohesion. It is 
about values, personality and motivation, which push in one direction or another.
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Assessors need to know all three things about the job applicant they are assessing and 
recruiting.

It is generally accepted that it is reasonably easy to assess individuals’ ability accurately. 
It is also not difficult to assess their normal and abnormal personality. It is, however, much 
more difficult to assess motivation, in part because people are often unable and unwilling 
to say what really motivates them.

There are, in essence, five methods to collect data on people: self‐report, observational 
data, biographical data, test data and physiological data. In this chapter three of these are 
considered: self‐report data, observational data and personal history. We also briefly d iscuss 
methods such as graphology, which have become popular in some countries, but lack any 
evidence to support their use as a selection tool.

Self‐Report Data

This is essentially what people say about themselves in interviews (both structured and 
unstructured), personality and other preference tests, and CVs, personal statements or 
application forms. These are very common ways of assessing people. Most want and expect 
an interview when they can answer questions and talk about themselves. Further, most 
people now have a skilfully crafted CV, indeed multiple versions, which are available 
e lectronically to send to various potential employers.

There are, however, two major problems with self‐reports. The first is referred to under 
various names – dissimulation, faking or lying. It concerns people giving false or embel-
lished information about themselves. This behaviour has been broken down by psycholo-
gists into two further types. The first is called ‘impression management’: this is when the 
person attempts to create a good impression by leaving out information, adding untrue 
information (errors of omission and commission), as well as giving answers that are not 
strictly correct but, they hope, will create a good impression. This is done consciously and 
is very common (Cook, 2009; Furnham, 2008). Indeed, it is expected in the answer to 
some questions, but it can be very serious when, for instance, people claim to have quali-
fications or experiences they have not had, or leave out important information (e.g., about 
their health, criminal past).

The second is ‘self‐deception’. This occurs when individuals in their own view answer 
honestly, but what they say is untrue because they lack self‐awareness. Thus they might 
honestly believe that they are a ‘good listener’ whereas evidence from reliable sources is 
that this is not the case. This can occur for both good qualities (cognitive and emotional 
intelligence) and weaknesses (impulsivity, depression). People with low self‐awareness 
often self‐deceive. The way personality and other preference tests attempt to deal with this 
is to use lie scales in the test. There are many of these and they go under various names. 
They are generally known as measures of response bias.

The third is self‐insight. This is primarily concerned with what people cannot say about 
themselves even if they wanted to. This is best seen with such issues as motivation where 
people cannot, rather than will not, give honest answers about the extent to which they are 
motivated by power or security. Indeed, motivation is one of the most difficult topics to 
assess accurately, yet business people think of it as among the most important.

This chapter examines the curriculum vitae (CV), which is a presentational document 
that people construct to give a résumé of their education, experience, education, and so 
on. Although many organizations still ask people to complete an application form, it is 
common for applicants to have a prepared CV (also called a résumé), which allows them 
to choose what information to give others.
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Observation Data

This is what other people say about an individual in references and testimonials, as 
well as 360‐degree ratings (multi‐source feedback), appraisal and other performance 
management data.

Most organizations attempt to obtain reliable reports from people who know the can-
didate they are assessing. Many application processes ask candidates to list individuals who 
know them well in a relevant situation and may be contacted. There are, however, prob-
lems with such data. The first is the observer’s ‘data bank’. This is the information the 
observer has about the candidate. Thus a manager will have a different dataset from a 
colleague or subordinate. A school teacher or university lecturer will have a different data-
set from an employer. The question is what they know: the quality and quantity of data on 
a person’s ability, motivation, work style.

The second issue is the extent to which referees are willing to be truthful about an 
individual. Some organizations ban staff from offering references because of the risk of 
litigation. They can be sued for what they did or did not say and this has led many organi-
zations to provide references that are limited to factual statements such as ‘X worked here 
from date A to date B’.

Next, people choose referees who, they hope, will be very positive about them. There 
seems to be an etiquette with respect to what people write or rate on references. Many 
know the power of negative information and resist providing any. It is therefore rare to 
obtain useful data on a person’s weaknesses or challenges from references.

Biography

This is a person’s personal history – where they were born and educated, their birth family 
and present family, and their current address. Some information is thought to be very 
important: the parents’ social class; whether the applicant comes from a minority race or 
religious group; how many siblings they have and their place in the birth order; their 
schooling and how academically successful they were. This is called biodata. It aims to 
determine, empirically, the biographical markers of success in particular jobs. Its limitations 
will be discussed later.

Invalid Methods

Many studies have demonstrated that certain selection methods clearly lack validity. Ben‐
Shaktar, Bar‐Hellel, Bilu, Ben-Abba, and Flug (1986) conducted a major and well‐con-
trolled study, and concluded that if a correspondence were to be empirically found 
between graphological features and such traits, it would be a major theoretical challenge 
to account for it. Further, they argued that, unless the graphologist makes a firm commit-
ment to the nature of the correspondence between handwriting and personality, one can 
find ad hoc corroboration for any claim. They also note that handwriting is paradoxically 
not a robust and stable form of expressive behaviour. It may be extremely sensitive to 
extraneous influences that have nothing to do with personality (e.g., whether the script is 
copied or not, or the paper is lined or not, the condition under which the writing takes 
place, who reads the script).

In another review, Neter and Ben‐Shaktar (1989) asked 63 graphologists and 51 non‐
graphologists to rate 1,223 scripts. They found that psychologists with no knowledge of 
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graphology outperformed the graphologists on all dimensions, and they suggested that 
the limited validity of handwriting analysis is usually based on the script’s content rather 
than its style.

King and Koehler (2002) demonstrated that an illusory correlation phenomenon may 
be a contribution to the persistence of graphology’s use to detect personality traits. They 
found that a semantic association between the words used to describe handwriting features 
(e.g., bold) and personality traits was the source of the perceived correlation which, in 
part, ‘may partially account for continued use of graphology despite overwhelming 
e vidence against its predictive validity’ (2000, p. 336).

Dean (1992) examined statistical effect sizes in this literature. Dean also attempted to 
explain why, if the empirical research literature is almost uniformly negative, it has not 
shaken graphologists’ or lay people’s faith in this type of analysis. He found over 60 reli-
ability and 140 effect size study results for his analysis. The effect size is defined as the 
mean correlation (weighted by number of scripts) between personality as predicted from 
the handwriting by graphologist or others and personality determined by tests or ratings. 
After looking at 1,519 correlations, Dean concluded that effect sizes are too low to be 
useful and that non‐graphologists are generally as good at handwriting analysis as graphol-
ogists. He admitted that there is an effect, but suggests that at least some is due to content, 
not the handwriting, and that graphology is not valid or reliable enough to be useful.

Dean, Kelly, Saklofske and Furnham (1992) attempted to explain why, if all the evidence 
suggests that graphology is barely related to any personality variable, clients of grapholo-
gists attest to its accuracy. They list 26 reasons why clients are convinced that graphology 
works, none of which requires that it is true. Interestingly, this may account for some gra-
phologists’ unshakeable belief in their ‘art’. For various placebo‐type reasons clients believe 
that graphology does work, which increases the graphologists’ belief in their own skill. 
Hence each reinforces the other, despite the possibility that there is no validity in grapho-
logical analysis. Thus people are convinced that handwriting is linked to personality, yet 
nearly all the evidence suggests this is not true. As Driver, Buckley and Frink (1996, p. 78) 
concluded:

While a few articles have proposed that graphology is a valid and useful selection technique, 
the overwhelming results of well‐controlled empirical studies have been that the technique has 
not demonstrated acceptable validity. A review of relevant literature regarding both theory 
and research indicates that, while the procedure may have an intuitive appeal, graphology 
should not be used in a selection context.

Biodata

Biographical data, or biodata, include information about a person’s background and life 
history (e.g., civil status, education and previous employment), ranging from objectively 
determined dates  –  date of first job, time in last job, years of higher education  –  to 
subjective preferences, though some rule that out as invalid biodata. Some, however, sug-
gest that all biodata must be objective and verifiable. The diversity of constructs assessed 
(explicitly or implicitly) by biodata is such that there is no common definition. Indeed, 
‘biodata scales have been shown to measure numerous constructs, such as temperament, 
assessment of work conditions, values, skills, aptitudes, and abilities’ (Mount, Witt & 
Barrick, 2000, p. 300). Some have argued that biodata represent a more valid predictor of 
occupational success than traditional personality tests (Mumford, Costanza, Connelly & 
Johnson, 1996) and reduce any aversive impact in comparison to cognitive ability or 
i ntelligence tests (Stokes, Mumford & Owens, 1994).
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Biodata enthusiasts argue that the ‘best predictor of future performance is past 
performance’ (Wernimont & Campbell, 1968, p. 372), and that it is one of the best routes 
for understanding and improving the prediction of work performance. It is the link 
b etween individuals’ life history and their performance at work (Fleishman, 1988).

Biodata are typically obtained from an application form. These are used extensively in 
most Western countries. In biodata terms they become weighted application blanks. The 
aim is to design an application form that collects only data known and shown to predict 
specific work‐related performance. The form collects biographical information that has 
previously been correlated with desirable work criteria (notably job performance). Further 
it incorporates ‘weighted scoring’, by which questions are coded and treated as individual 
predictors of relevant work criteria.

Scoring of biodata
It is the scoring of biodata that sets it apart from the more informal use of application 
forms, references or CVs, from which employers simply eliminate candidates on the basis 
of scanning these documents. There are three different but related ways of scoring data, 
which have been compared by Cucina, Caputo, Thibodeaux and Maclane (2012).

One rigorous and effective approach is the empirical keying method (Devlin, Abrahams & 
Edwards, 1992), which codes each item or question as yes = 1 or no = 0 and weights them 
according to their correlations with the criterion (as derived from previous samples or a 
subset of the current sample). Item scores are totalled for each candidate. It has been 
r eported that empirical keying shows incremental validity in the prediction of occupational 
success over and above personality scales and cognitive ability measures (Mount et  al., 
2000). Empirical keying makes biodata markedly different from standard personality 
inventories, which are scored in terms of reliability or internal consistencies but not on the 
basis of their association with the criteria they are used to predict. In that sense, personal-
ity measures are internally constructed whereas biodata items are externally constructed 
(Goldberg, 1972).

Biodata can also be scored by factorial keying, which identifies higher‐order domains or 
common themes underlying groups of items, in the way that personality scales group 
questions on the basis of specific traits. Mumford and Owens (1987) identified adjust-
ment, academic performance, extraversion and leadership in over 20 studies. Others have 
scored biodata items in terms of family and social orientation (Carlson, Scullen, Schmidt, 
Rothstein & Erwin, 1999) and money management (Stokes & Searcy, 1999). Other than 
that, factorial‐keyed biodata are ‘indistinguishable from personality items in content, 
response format, and scoring. Personality tests typically contain items regarding values and 
attitudes and biodata items generally focus on past achievements of behaviours, but even 
this distinction is not obvious in many biodata applications today’ (Schmitt & Kunce, 
2002, p. 570).

Third, rational keying is used to design biodata inventories that are based on the specific 
job requirements or characteristics. Fine and Cronshaw (1994) proposed that a thorough 
job analysis informs the selection of biodata items. Rational keying refers to the construction 
rather than analysis or scoring phase of biodata and there is no reason why it cannot be 
combined with factorial keying. Drakeley, Herriot and Jones (1988) found rational keying 
to be more valid than empirical keying, though more recent and robust investigations esti-
mated the methods to have comparable validities (Stokes & Searcy, 1999).

Each method has its advantages and disadvantages: empirical keying is advantageous 
in that it makes biodata ‘invisible’ and hard to fake, as many predictors of occupational 
success are bound to be counterintuitive and identified purely on an empirical basis. 
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At  the  same time, however, this makes the inclusion of certain items hard to justify. 
Additional problems with empirical keying are that it does not generalize well to other 
samples and does not advance our theoretical understanding of the reasons for which 
items predict occupational success (Mount et al., 2000).

Rational keying may be easy to justify from a theoretical point of view and provides an 
opportunity for excluding items with an adverse impact. No wonder, then, that rational 
keying has been used extensively in recent years (Hough & Paullin, 1994; Schmitt, 
J ennings & Toney, 1999). However, the advantages of rational keying may come at the 
expense of making ‘correct responses’ too obvious for respondents and increasing the 
likelihood of faking (Lautenschlager, 1994).

Factorial keying, whether applied in conjunction with rational keying or not, makes 
biodata identical to personality inventories, especially if attitudinal or subjective items are 
included. It has been argued that even experts fail to distinguish between personality scales 
and factorial‐keyed biodata (Robertson & Smith, 2001). Moreover, personality scales have 
some advantages over biodata: they are more ‘theory‐driven’, assess higher‐order and 
more stable dispositions, and generalize quite easily across settings and criteria.

There are other methods such as coding free responses to specific questions. This has 
been shown to reduce faking and measure verbal ability rather well (Levashina, M orgeson & 
Campion, 2012). Indeed, web technology means that organizations are analysing 
i ndividuals’ Facebook pages to find out about their true values and lifestyle.

Verifiability of biodata and faking
A main difference between personality and biodata inventories is that the latter include a 
larger number of verifiable or ‘hard’ items, such as basic demographic or background 
information. These items are uncontrollable (there is nothing one can do to alter one’s 
place of birth or ethnicity) and intrusive compared to the ‘soft’, more controllable, unver-
ifiable items assessing attitudes and behaviours, such as ‘What are your views on recy-
cling?’ ‘[How often do you go to the gym?’ ‘Do you think people should drink less 
alcohol?’ ‘Do you like country & western music?’ It has, however, been suggested that 
unverifiable items increase the probability of faking (Becker & Colquitt, 1992). Indeed, 
although some degree of inflation does exist for verifiable items, early studies reported 
inter‐correlations in the region of 0.95 between responses given to different employers 
(Keating, Paterson & Stone, 1950), showing that verifiable items yield very consistent 
responses even across different jobs. Yet a review of the literature concluded that faking 
affects both verifiable and non‐verifiable items and that attempts to control it have been 
largely unsuccessful, though empirical keying prevents faking more than other keying 
types (Lautenschlager, 1994).

One study compared the validity of verifiable and non‐verifiable biodata items in call 
centre employees and applicants (Harold, McFarland & Weekley, 2006). Results show 
that although applicants did not score significantly higher on overall biodata items than 
their incumbent counterparts, non‐verifiable items had lower validities in the applicant 
sample. Harold, McFarland and Weekley concluded that ‘the good news is that a biodata 
inventory comprised of all verifiable items was equally valid across incumbent and a pplicant 
samples regardless of the criterion examined … [T]he bad news, however, is that the 
validity of non‐verifiable items shrank in the applicant sample’ (2006, p. 343).

Regardless of these results, today jobs such as services and team work (Hough, 1998) 
call for attitudinal and interpersonal constructs to be assessed in order to predict 
occupational success. Thus, non‐verifiable, soft, subjective items will inevitably be 
i ncorporated in contemporary biodata scales.
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Schmitt and colleagues (2003) proposed that in order to reduce faking and social desir-
ability respondents should be asked to elaborate on their answers – a method previously 
used in ‘accomplishment records’, for example, ‘Give three examples of situations where 
you worked well under pressure’ or ‘Can you recall past experiences where you showed 
strength and leadership?’ (Hough, 1984). Results indicated that respondents tended to 
score lower (be more modest) on items that required elaboration (Schmitt & Kunce, 
2002); indeed, scores on elaborative items were 0.6 SD lower, which is approximately the 
difference found between participants instructed to respond honestly and those asked to 
‘fake good’ in laboratory studies (Ellingson, Sackett & Hough, 1999; Ones, Visvesvarian & 
Reiss, 1996). A subsequent study showed that the validities of elaborative items were in 
line with standard biodata items and in some cases even higher (Schmitt et al., 2003). 
In  addition, validities (predicting self‐ratings, self‐deception, impression management, 
GPA and attendance) were unaffected by elaboration instructions even though lower 
means were found for the elaborative items.

Other methods for reducing the likelihood of faking include warnings (Schrader & 
Osburn, 1977), such as ‘Any inaccuracies or fake information provided will be checked 
and result in your no longer being considered for this job’, to the more creative use of 
bogus (fake) items that may trick respondents into faking well (Paunonen, 1984), for 
example, ‘How many years have you been using the HYU‐P2 software?’ However, including 
bogus items is widely thought of as unethical.

Validity of biodata
Just how valid are biodata? Early empirical evidence on the validity of biodata was provided 
by England (1961), who reported an average correlation of 0.40 between weighted appli-
cation blanks and turnover. Wernimont (1962) identified three main variables that pre-
dicted length of service in female officers between 1954 and 1959 with similar accuracy, 
namely: high proficiency at shorthand, whether they left their previous jobs because of 
pregnancy, marriage, sickness or domestic problems, and whether they were willing to 
start their new job within the next week.

Meta‐analyses are particularly important in biodata research because of the heterogene-
ity of different biodata studies and the importance of testing whether validities generalize 
from one sample to another. Unsurprisingly, validities for biodata vary significantly, from 
the low to mid‐0.20s (Hunter & Hunter, 1984; Schmitt, Gooding, Noe & Kirsch, 1984) 
up to the 0.50s (Reilly & Chao, 1982). Although even the lower‐bound validity estimates 
are higher than the validities reported for most personality scales (see this volume, 
chapter 8), and Schmidt and Hunter’s (1998) seminal meta‐analysis of 85 years of validity 
studies estimated a validity of 0.35 for biodata, it is important to provide an accurate 
estimate of the validity of biodata, which requires identification of the factors that moderate 
the impact of biodata predictors on occupational criteria.

Bliesener (1996) meta‐analysed previously reported meta‐analyses, paying careful 
attention to methodological differences among different validity studies. Over 100 sam-
ples of 106,302 participants were examined, yielding an estimated (uncorrected) validity 
of 0.38 (SD = 0.19). However, when correcting for methodological artefacts and statistical 
errors, the overall validity for biodata inventories dropped to 0.22 (usually, corrected esti-
mates tend to yield higher rather than lower validities), which still meets the criteria for 
utility and incremental validity (Barthel & Schuler, 1989). Bliesener’s results showed that 
biodata were a more valid predictor of occupational success for women (0.51) than for 
men (0.27). Larger than average (0.35) validities were found for studies that concurrently 
administered all measures. Bliesener concluded that ‘Biographical data are a valid predictor 
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of an applicant’s suitability. This, combined with their high economy, their universal appli-
cability, and the ease of combining them with other predictive procedures, makes them a 
valuable instrument in personnel selection’ (1996, p. 118).

Turning to the generalizability of biodata, Carlson, Scullen, Schmidt, Rothstein and 
Erwin (1999) constructed a five‐factor biodata inventory, which they found to correlate at 
0.52 with occupational success in one organization. They then administered the same 
inventory to 24 organizations (including 7,334 employees) and found an overall validity 
of 0.48, indicating that biodata scales do indeed generalize to different organizations. 
That said, validities for biodata scales have been found to vary according to job type. 
B iodata have been found to be consistently more valid for clerical jobs, followed by mana-
gerial jobs. Sales jobs have yielded more mixed results, and military jobs have produced 
consistently lower validities.

Studies have also provided evidence for the incremental validity of biodata over 
established personality and cognitive ability measures. These studies are important because 
of the known overlap between these measures and biodata and show that even if person-
ality and intelligence are measured and taken into account, biodata scales provide addi-
tional useful information about the predicted outcome. Incremental validity of biodata 
over cognitive ability tests has been demonstrated in samples of Army recruits (Mael & 
Ashforth, 1995), and air traffic controllers (Dean, Russell & Muchinsky, 1999; see also 
Karas & West, 1999).

Another study found that people’s capacity to cope with change, self‐efficacy for change 
and past experiences, as assessed from biodata items, predicted occupational success over 
cognitive ability, though cognitive ability was a more powerful predictor (Allworth & 
Hesketh, 2000). With regard to personality, studies have shown biodata scales to predict 
performance outcomes incrementally in U.S. Army cadets (Mael & Hirsch, 1993; for a 
replication, see McManus & Kelly, 1999). Moreover, Mount and colleagues’ study simul-
taneously controlled for the Big Five personality traits and general cognitive ability and 
found that biodata still explained unique variance in four occupational criteria (Mount 
et al., 2000). They noted that biodata explained 2% of unique variance in problem‐solving 
(even this incremental validity was significant, albeit marginally), 5% of unique variance in 
quantity and quality of work, 7% of additional variance in interpersonal relationships and 
17% of extra variance in retention probability.

Structure of biodata
Mumford, Stokes and Owens’ (1990) ecology model postulated that biodata can be orga-
nized in terms of core knowledge, skill, ability, value and expectancy variables. These 
explain how people develop their characteristic patterns of adaptation at work and else-
where. These constructs ‘facilitate the attainment of desired outcomes while conditioning 
future situational choice by increasing the likelihood of reward in certain kinds of 
s ituations’ (p. 81).

Dean and Russell (2005) replicated these constructs using 142 biodata items and over 
6,000 newly hired air traffic controllers. Part of the success of this study can be attributed 
to the fact that the authors combined rationally designed items, based on Mumford and 
Owens’ (1987) approach, with traditional empirical data. Correlations between the vari-
ous biodata scales, cognitive ability scores and a composite performance criterion can be 
found in this study. Overall, biodata correlated with job performance almost as well as 
cognitive ability. Furthermore, Dean and Russell corrected restriction of range in cognitive 
ability (the uncorrected correlation between cognitive ability and the criterion was 0.16, 
and the corrected correlation for biodata and the criterion was 0.43).
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Although the wider literature has provided compelling evidence that cognitive ability 
tests, particularly general mental ability scores, are the best single predictor of work 
performance. Dean and Russell’s results provide robust evidence in support of the validity 
of coherently constructed and scored biodata scales, not least because they organized their 
items according to established constructs (interpersonal skills, personality and values). 
Among the different scales or aspects of biodata, intellectual resources predicted job 
performance best, followed by choice processes and social and personality resources; filter 
processes were only weakly related to job performance.

Studies have also shown that using purpose‐built biodata that include a defined struc-
ture (different scales) can be used successfully to predict performance in college, even 
when entry exam scores (SATs) and personality factors are taken into account (Oswald, 
Schmitt, Kim, Ramsay & Gillespie, 2004). Oswald and colleagues looked at 115 items of 
biodata in a sample of 654 college students and identified 12 major dimensions. These 
included knowledge (‘Think about the last several times you have had to learn new facts 
or concepts about something. How much did you tend to learn?’), citizenship (‘How 
often have you signed a petition for something you believe in?’), leadership (‘How many 
times in the past year have you tried to get someone to join an activity in which you were 
involved or leading?’), and ethics (‘If you were leaving a concert and noticed that someone 
had left their purse behind with no identification, what would you do?’), which they used 
to predict final academic grades. Most α’s were higher than 0.6, with the exception of 
adaptability, career and interpersonal, which had lower internal consistencies. On the other 
hand, all factors except ethics correlated only modestly with impression management.

Oswald and colleagues (2004) also tested the extent to which their 12 biodata factors 
predicted GPA, absenteeism and peer ratings while controlling for SATs and personality 
scores. Their results showed that six facets were still significantly linked to these outcomes 
even when previous academic performance and psychometrically derived trait scores were 
included in the regression model. Leadership and health were linked to GPA, citizenship, 
interpersonal and learning predicted peer ratings, and absenteeism was predicted by health 
and ethics.

Manley, Benavidez and Dunn (2007) compared the predictive power of two self‐reported 
measures of personality (locus of control and conscientiousness) with biodata measures of 
the same constructs. Results revealed that the biodata versions of these two constructs 
predicted ethical decision making better than the self‐reported (personality‐style) 
m easures did.

In summary
Biodata in personnel selection is based on the premise that the best predictor of future 
performance is past performance. It continues to attract a good deal of attention (Becton, 
Matthews, Hartley & Whitaker, 2009; Sisco & Reilly, 2007) as well as significant reviews 
on the past and future of biodata research (Breaugh, 2009).

Although biodata vary widely in their structure, form and how they are collected and 
scored, they include both objective (hard and verifiable) and subjective (soft and unverifi-
able) items. The latter are more easily faked  –  and are influenced by socially desirable 
r esponding and impression management – than the former, though faking can potentially 
affect any form of biodata. One way to reduce faking appears to be to request respondents 
to elaborate on their answers.

The most important conclusion is no doubt that biodata represent a valid approach for 
predicting occupational success in its various forms. Indeed, meta‐analytic estimates provided 
validities for biodata in the region of 0.25, and this is probably a conservative estimate. 
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This means that biodata are as valid as the best personality scales, though the fact that 
 biodata scales overlap with both personality and cognitive ability measures limits their 
appeal. Incremental validity studies have shown that even when established personality 
and   intelligence measures are taken into account, biodata still accurately predict job 
performance.

To some biodata research is a quaint research backwater for selection researchers, yet 
it  cannot be readily dismissed and seems to be attracting more and better research 
(Breaugh, 2009).

CVs and Résumés

Application forms require individuals to provide specific information about themselves, 
such as their educational qualifications and job experience. Changes in the law and various 
other practices have resulted in new practices over the years: thus in some countries age 
discrimination legislation has meant that date of birth is no longer asked for, as well as 
place of birth. The practice of asking for a photograph has also been discouraged lest 
c andidates are selected on their physical appearance more than their ability, motivation or 
experience. Yet most applicants now provide many of these details in their own CV or 
résumé voluntarily.

There is not a large academic literature on résumés, though helping individuals write 
them has become a serious business (this is now changing). There are self‐styled consul-
tants who claim to help people write a CV to increase their chances of getting a job inter-
view and the job itself. They aim to help with both style and content. It is in essence an 
impression management exercise aimed to present information with a particular impact. 
Thus some information is omitted which may be thought of as unflattering (class of 
degree, time spent unemployed) while other information is presented to maximize impact 
but which may be misleading, such as the size of a budget controlled by a team not just 
the candidate. Further, there appear to be fashions in the way CVs are written and pre-
sented as well as cultural, cohort and sector differences. One study looked at erroneous 
claims about publications in doctors but found relatively little evidence of ‘wilful 
m isrepresentation’ (Boyd, Hook & King, 1996). Weinstein (2012) identified three types 
of résumés: chronological, functional (o rganized by skills) and behaviourally focused, 
which are better and most useful.

Chen, Huang and Lee (2011), in a Taiwanese study, suggested that recruiters are inter-
ested in ‘detecting’ a number of very specific characteristics from the typical information 
on a CV; these include academic qualifications, work experience, extracurricular activities 
and the ‘aetherics’ of a résumé. Chen and colleagues showed that recruiters tried to elicit 
an indication of the candidate’s job‐related knowledge, interpersonal skills, intelligence 
and conscientiousness from the CV in order to make a hiring decision. A similar American 
study showed that it was recruiters’ perception of the applicants’ academic qualifications, 
work experience and extracurricular activities that were critical in determining their 
decisions. Yet comparatively little research has been undertaken on this topic. Elgin and 
Clapham (2004) examined whether there would be a difference between how people 
e valuated electronic versus paper résumés. They found that people on a paper résumé were 
rated as more friendly but those based on an electronic résumé were rated as better 
q ualified and more intelligent, as well as more technically advanced. Another study, by 
Hiemstra and colleagues (2012) showed clear and predicted ethnic differences in résumé 
content. Indeed, the risk of discrimination resulting from résumé screening has attracted 
research (Derous, Ryan & Nguyen, 2011).
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Because most people now have a least one CV which they use for various purposes these 
have begun to attract research, though the non‐standard nature of the form and content 
of CVs makes this difficult. It thus remains a very under‐researched area, which is surprising 
given the role of CVs in selection decision making.

References and Letters of Recommendation

Another widely used method in personnel selection is the reference report or letter of rec-
ommendation, simply known as the reference (Chamorro‐Premuzis & Furnham, 2010). 
Referees are often former employers, teacher or colleagues who are asked to provide a 
description of a candidate or job applicant. They have usually been used to check for prior 
disciplinary problems, confirm details on an application form or gain new and salient 
information about a possible employee (Aamodt, Nagy & Thompson, 1998). Thus ref-
erees are expected to have sufficient knowledge of the applicant’s previous work experi-
ence and suitability for the job. However it is widely known that these letters often 
exaggerate the candidates’ ability (Nicklin & Roch, 2008).

Nevertheless, references are used almost as widely in personnel selection as the interview. 
Yet there is a dearth of research on the reliability and validity of the reference letter, and an 
assessment of the evidence suggests that the reference is a poor indicator of candidates’ 
potential. Thus Judge and Higgins (1998) concluded that ‘despite widespread use, refer-
ence reports also appear to rank among the least valid selection measures’ (1998, p. 207).

References are essentially observational data, that is, statements or ratings by employers 
or peers, and are therefore subjective. There is an extensive literature on multi‐source or 
360‐degree feedback – the process whereby peers, subordinates and supra‐ordinates pro-
vide ratings – aimed at assessing the reliability of self‐ and other ratings. Early research 
attempted to do a content analysis of letters to pick up certain traits and competencies 
such as dependability (Peres & Garcia, 1962).

Structured versus unstructured references
Like the employment interview, references can be classified on the basis of how structured 
or standardized they are, ranging from completely unstructured (‘What do you think of 
X?’) to totally structured (e.g., standardized multiple‐choice questions, checklists and rat-
ings). The latter require referees to address predefined areas and are often merely tick‐
boxes. One of the most well‐known structured references is the US Employment 
Recommendation Questionnaire (ERQ), developed for the civil service and investigated 
in many psychological studies. The ERQ covers five core areas referring to the candidate’s 
competence or ability, reputation or character, qualifications relevant to the job, employ-
ability by the referee, and prior record of any problems at work. McCarthy and Goffin 
(2001) tested three rating items (rating on multi‐item scales or making global trait ratings) 
and found the relative percentile method the best: that is where people rate an individual 
compared to the peer group. They gave a rating (percentage) that refers to the percentage 
of people in the applicant’s peer group who would score lower than the applicant did.

Reliability of references
Early research on the reliability of the employment reference produced pessimistic results 
(Muchinsky, 1979). For example, a study examining letters of recommendation in the US 
civil service found that different ratings from different referees correlated only at 0.40 
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(Mosel & Goheen, 1959). This is somewhat lower than but still comparable to that 
obtained in multi‐source or 360‐degree feedback settings, where the inter‐rater reliability 
can approach 0.60 (Murphy & Cleveland, 1995). This is to be expected as people may 
show different aspects of themselves to different people. As Murphy and Cleveland (1995) 
argue, there would be little point in using multiple sources if we expected them to provide 
the same information. This is a well‐known contradiction in academic grading where 
exams are frequently double‐marked by faculty only to agree similar marks in the end 
(Baird, Greatorex & Bell, 2004; Dracup, 1997). However, inter‐rater agreements of 0.60 
are low and mean that only 36% of the variance in candidates’ attributes is accounted for, 
leaving a substantial percentage of variance unexplained.

This low reliability has been explained in terms of evaluative biases (Feldman, 1981) 
attributable to the personality characteristics of the referee. Referees’ mood states when 
writing the reference will influence whether the reference is more or less positive (Judge 
& Higgins, 1998). This is in line with Fiske’s well‐known finding that emotional labels, 
notably extreme ones, are used to categorize factual information about others (Fiske, 
1980). Thus when referees retrieve information about candidates their judgement is 
already clouded by emotional information (often as simple and general as ‘good’ or ‘bad’). 
Some of the sources of such mood states are dispositional (e.g., emotionally stable and 
extraverted individuals more frequently experience positive affect states, whereas the 
opposite applies to neurotic, introverted people), and personality characteristics can have 
other (non‐affective) effects on evaluations, too. Thus the ability, personality and values of 
the referee shape the unstructured reference so much that they have more to do with 
c ompatibility between the referee and candidate than the candidate’s suitability for the 
job. It is, however, noteworthy that little research has been conducted in this area, so these 
hypotheses are speculative.

More reliable information from reference letters can be obtained if different raters base 
their ratings and conclusions on the same information. For instance, as early as the 1940s 
the UK Civil Service Selection Board (CSSB) examined multiple references for the same 
candidates (e.g., from school, university, the armed forces and previous employment), writ-
ten by different referees. Results showed that inter‐reliabilities for a panel of five or six 
people can be as high as 0.73 (Wilson, 1948). However, few employers can afford to exam-
ine such detailed information. Furthermore, even if internal consistencies such as inter‐
rater reliabilities are adequate, that does not mean that employment references will be valid 
predictors of job‐related outcomes. Indeed, the validity of references has been an equally 
important topic of concern when assessing the utility of this method in personnel selection.

Validity of references
How valid are letters of recommendation in predicting relevant job outcomes? Again, 
research into the validity of references has been scant, especially in comparison to the fre-
quent use of references in personnel selection. This is no doubt partly because it is unclear 
what the criterion variable is. Most of this research has focused on structured references, 
not least because it is easier to quantify the validity of these references (particularly com-
pared to the highly variable and, by definition, hard to standardize, unstructured letters of 
recommendation). For example, studies on the ERQ showed that reference checks corre-
lated in the range of 0.00 and 0.30 with subsequent performance. In a meta‐analysis, 
Reilly and Chao (1982) reported a mean correlation of 0.18 with supervisory ratings, 0.08 
with turnover and 0.14 with a global criterion. A more generous estimate of 0.26 
(corrected for unreliability and restriction of range) was provided by Hunter and Hunter’s 
(1984) meta‐analysis, and one of the largest validities was (again, corrected) 0.36 for head 
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teachers’ references and training success in the Navy (Jones & Harrison, 1982). Jones and 
Harrison (1982) pointed out that teachers’ (or, for that matter, professors’) references 
tend to be more accurate because they are more motivated than former employers to 
maintain credibility as they are likely to write more references in the future.

It would be incongruent to expect higher validities from the reference letter if it is not 
reliable in the first place. Yet there are several other converging factors that threaten the 
validity of this assessment and selection method. References tend to be very lenient, which 
produces highly skewed data. This effect, often referred to as the Pollyanna effect, reduces 
the true variance between candidates (producing more heterogeneous outcomes than 
p redictors) and means that ‘most applicants are characterised as somewhat desirable’ 
(P aunonen, Jackson & Oberman, 1987, p. 97). This is hardly surprising since referees are 
nominated by the candidates themselves and referees’ ‘primary interest is not with the 
organization but with the applicant’ (Colarelli, Hechanova‐Alampay & Canali, 2002, 
p. 316). Recent research shows that even in academic settings (e.g., for grant proposals) 
applicant‐nominated assessors provide biased and inflated reviews of the candidates 
(Marsh, Bond & Jayasinghe, 2007). Clearly, referees who are asked to provide a reference 
have no incentives to be harsh and may indeed fear being too harsh as they may be sued 
by the candidates. Moreover, given that harsh comments are rare and seen as a ‘kiss of 
death’ (typically, negative points are given more weight than positive ones) referees are 
even more sensitive about making them, though research suggests that when both nega-
tive and positive comments are included references are perceived as more genuine and the 
result may consequently be a positive hiring decisions (Knouse, 1983). It is also likely that 
referees abstain from providing a reference if they cannot be positive about the applicant, 
which would explain the poor response rates found (Schneider & Schmitt, 1986).

Referees tend to write similar references for all candidates. In fact, it has been pointed out 
that references – particularly unstructured ones – provide more information about the referee 
than the candidate (Baxter, Brock, Hill & Rozelle, 1981). Moreover, dispositional traits (per-
sonality factors) and affective states (mood) distort references significantly (Judge & Higgins, 
1998). This leads not only to low reliability but also to lower criterion‐related validities.

Referees (often acting in benefit of their own organization) may wish to retain good 
employees and know that a positive reference may have the opposite effect. Moreover, for 
the same reasons they may choose to write very positive references for staff they are eager 
to see off. These ‘hidden agendas’ are hard to evidence but indicate that employers’ 
m otivations can have a profound effect on the type of reference provided.

There are now many serious legal issues associated with references, so much so that 
some organizations refuse to give them. People are directed only to say that the candidate 
was employed for the specified time they worked there and nothing else. Litigation has 
followed where a person has been hired partly on the basis of a reference only to discover 
the person was extremely poor at the job. In this instance it appears references have been 
unrealistically positive to get rid of the employee. However, what has more recently 
occurred is that people and organizations have been sued if they refuse to give a reference 
knowing the candidate is in some sense problematic (e.g., has criminal or anti‐social 
t endencies). In this sense some employers claim with respect to references you are ‘damned 
if you do and damned if you don’t’.

Ways to improve the validity of references
In light of the literature, it is clear that the extent to which employers use and rely on ref-
erences is unjustified and not supported by research evidence. However, research in this 
area provides some useful guidelines to improve the validity of recommendation letters.
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First, it has long been suggested that forced‐choice items (e.g. ‘Does X like working in 
a team or working alone?’) reduce the effects of overall leniency and can increase accuracy 
(Carroll & Nash, 1972). Yet forced‐choice items must be carefully selected, and even then 
candidates could be described by either extreme as items are rarely mutually exclusive.

Second, employers should count key words (e.g., able, creative, reliable), previously 
determined on the basis of job analysis. This technique provides some order to unstruc-
tured references, though it is certainly not immune to the referee’s style. Peres and Garcia 
(1962) scrutinized over 600 references and identified five key areas that can be used to 
organize the key word count: cooperation, intelligence, extraversion (‘urbanity’), vigour 
and conscientiousness (‘dependability’). Three decades later Aamodt, Bryan and Whit-
comb (1993) analysed students’ references and found support for these categories. 
Although it is questionable whether these categories truly represent the best way to 
 organize and classify the content of references – notably because established personality 
taxonomies, such as the Big Five, and cognitive ability models (see chapters 7 and 6, 
respectively) have a stronger and more generalizable theoretical basis – it is clear that hav-
ing a taxonomy or framework to assess unstructured references does help.

Third, the predictive validity of references tends to increase when referees are asked to 
use relative percentiles (comparative rankings of how well the candidate does in any given 
area relative to the group the referee uses as a frame of reference). Although percentiles are 
not normally distributed and inflated (80th percentiles being the average; McCarthy & 
Goffin, 2001), they still force referees to distinguish between candidates.

Fourth, it has been argued that if the anonymity of the referees were preserved, 
r eferences would be less lenient, more varied and more accurate and valid (Ceci & Peters, 
1984).

Research also indicates that using concrete examples to back up statements about the 
candidate’s attributes and including both positive and negative information about the can-
didate leads to better references. This was Knouse’s (1983) conclusion. The worst‐case 
scenario, on the other hand, was for references that had no examples and included some 
negative information.

Popularity of references: An evolutionary perspective
Given the unreliability and poor validity of references, it is hard to understand why this 
method of assessment is used so widely. One reason may be that employers are unaware of 
the problems associated with it (Terpstra & Rozell, 1997), though in so far as references 
are requested by business and psychology schools, where employers have access to this 
literature and are aware of the low validity and reliability of recommendation letters, there 
may be other reasons. Colarelli and colleagues (2002) explain the widespread use of refer-
ences in terms of what evolutionary theory calls reciprocal altruism (tit‐for‐tat), which is 
the basis of cooperation among non‐kin (Buss, 1995). They applied the principle of 
reciprocal altruism to the relationship between the applicant and candidate, specifically 
how closeness between them determines the favourability of the references. They argue 
that ‘a recommender will be inclined to write favourably if the applicant is perceived as a 
valuable resource or if there has been a history of mutually beneficial social exchange. 
An evolutionary psychological perspective suggests that cooperation, status competition 
and mating interests should affect the tone of letters of recommendation’ (2002, p. 325).

A second hypothesis derived from evolutionary theory is that men’s preference for 
younger females should be reflected in more favourable references. Specifically, Col-
larelli and colleagues explain that ‘males typically desire attractive, younger females as 
mating partners because youth and beauty are cues of health and fertility. As such, males 
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are likely to be most solicitous towards younger females and regard them in a positive 
way. This positive regard, in turn, is likely to be reflected in letters of recommendation’ 
(2002, p. 328).

In summary
The frequency with which employers use references is unmatched by the predictive power 
of references, which have only modest validity, especially if they are not structured. This 
has led many employers to ask for references only after candidates have been offered the 
job simply as a standard legal requirement but without taking into account any evaluative 
judgements made about the candidates.

Why are references not more valid? 1) Because referees have no interest in helping the 
prospective employers by providing accurate information about the candidate. In fact, if 
the candidate is worth retaining, the current employer may be less motivated to write a 
positive reference; but if the candidate is not worth retaining, that may be an incentive to 
persuade a prospective employer to hire the applicant. 2) Because referees are biased. 
3) Because candidates provide names of referees who they believe will comment positively 
about them. Finally, 4) because all too often the same is said about all candidates requesting 
a reference (bright, hard‐working, reliable, talented, etc.).

The validity of references can be improved by using standardized forms, multiple 
r eferees, comparative ranking scales and preserving the anonymity of the referee. Still, the 
question remains whether in that case referees can provide any additional information to, 
say, psychometric tests, interviews and biodata.

Strengths and Weaknesses of Each Assessment Method

There are three sorts of data to investigate the strengths and weaknesses of each assessment 
method. The first is evaluation by academic experts. They are interested primarily in 
validity, but other factors too. There is no consensus, but clear trends can be seen. What 
these reviews lead one to conclude from the two criteria sets are the following. First, 
assessment centres and peer ratings are arguably the best selection methods. The former is 
expensive and the latter low cost. Second, many well‐known methods (interviews, references) 
are of very limited validity. Third, surprisingly little is known about the potential bias 
of these tests. Fourth, despite the fact that this table was published over 15 years ago, 
few would disagree with the overall trends.

Schmitt (1989) argued for the validity of, but also fairness in, employment selection. 
Subgroup means refers to the fact that these tests show results for different groups of 
people (male vs. female, Black vs. White, old vs. young). This is an important area of bias 
(see Table 10.1). The larger the subgroup means, the more the potential bias in these tests 
which differentiate between various groups based on gender, age, race, etc.

Anderson and Cunningham‐Snell (2000) make an interesting and important distinction 
between validity (i.e. predictive accuracy; see Table 10.2) and popularity (see Table 10.3).

Cook (2009, pp. 283–287) lists six criteria for judging selection tests:

1 Validity is the most important criterion. Unless a test can predict productivity, there is 
little point in using it.

2 Cost tends to be accorded far too much weight. Cost is not an important consideration 
if the test has validity. A valid test, even the most elaborate and expensive, is almost 
always worth using.
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Table 10.1 Level of validity and subgroup mean difference for various predictors.

Predictor Validity Subgroup Mean Difference

Cognitive ability and special aptitude Moderate Moderate
Personality Low Small
Interest Low ?a

Physical ability Moderate‐high Largeb

Biographical information Moderate ?
Interviews Low Small (?)
Work samples High Small
Seniority Low Large (?)
Peer evaluations High ?
Reference checks Low ?
Academic performance Low ?
Self‐assessments Moderate Small
Assessment centres High Small

a = a lack of data or inconsistent data; b = mean differences largely between male and female subgroups.

Table 10.2 Predictive accuracy.

Predictive Accuracy Range 0–1

Perfect prediction 1
Assessment centres – promotion 0.68
Work samples 0.54
Ability tests 0.54
Structured interviews 0.44
Integrity tests 0.41
Assessment centres – performance 0.41
Biodata 0.37
Personality tests 0.38
Unstructured interviews 0.33
Self‐assessment 0.15
Reference 0.13
Astrology 0
Graphology 0

Table 10.3 Popularity of assessment 
methods.

Popularity

Interviews 97%
References 96%
Application forms 93%
Ability tests 91%
Personality tests 80%
Assessment centres 59%
Biodata 19%
Graphology 2.6%
Astrology 0%
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3 Practicality is a negative criterion – a reason for not using a test.
4 Generality simply means how many types of employees the test can be used for.
5 Acceptability on the part of candidates is important, especially in periods of full 

employment.
6 Legality is a negative criterion – a reason for not using something. It is often hard to 

evaluate, as the legal position on many tests is obscure or confused.

This implies that many organizations have to make a trade‐off  –  cost for validity, 
p racticality for generality. Second, while some methods perform well at some criteria and 
poorly at others, very few succeed at all criteria. Assessment centres are probably the most 
successful (see Table 10.4).

The six criteria provide some interesting issues for those using these methods to con-
sider. A key criterion is cost. Cook notes that interview costs are generally graded as low 
to medium because interviews vary widely and because the costs are taken for granted as 
part of the process. In contrast, structured interview costs are high because the system has 
to be tailor‐made and requires a full job analysis. Biodata costs are viewed as low or high, 
as their categorization depends on how they are used – the cost is high if the inventory has 
to be specially written for the employer, but it be might be low if ‘ready‐made’ consortium 
biodata could be used. The cost of using educational qualifications is given as zero because 
the information is routinely collected from application forms, and limited analysis is used, 
save to confirm the data supplied matches the requirements of the role. A further check of 
qualification certificates may be made at the interview or on appointment, but even with 
this additional administration the costs remain low.

A second criterion is practicality. This means that the test is not difficult to introduce 
because it fits easily into the selection process. Ability and personality tests are very practi-
cal because they can be given when candidates come for interview, and they generally per-
mit group testing. References are very practical because everyone is used to giving them. 
Employers may consider assessment centres as only fairly practical, because they need 
detailed organizing and do not fit into the conventional timetable of selection p rocedures. 

Table 10.4 Summary of 12 selection tests by six criteria.

Selection Test VAL COST PRAC GEN ACC LEGAL

Interview Low Medium/Low High High High Uncertain
Structured 

interview
High High ?Limited High Untested No problems

References Moderate Very low High High Medium Some doubts
Peer rating High Very low Very 

limited
Very 

limited
Low Untested

Biodata High High/Low High High Low Some doubts
Ability High Low High High Low Major problems
Psychomotor 

test
High Low Moderate Limited Untested Untested

Job Knowledge High Low High Limited Untested Some doubts
Personality Variable Low High High Low Some doubts
Assessment High Very high Fair Fair High No problems
Work sample High High Limited Limited High No problems
Education Moderate Nil High High Untested Major doubts

VAL = validity, COST = cost, PRAC = practicality, GEN = generality, ACC = acceptability, LEGAL = legality.
Source: Adapted from Cook (2009, p. 386).
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Peer assessments are highly impractical because they require applicants to spend a long 
time with each other and may require briefings or pre‐training to explain the process. 
Structured interviews may be seen as having limited practicality because managers may 
resist the loss of autonomy, preferring to use their own questions and questioning style. 
Finally, work‐sample and psychomotor tests are seen as being of limited practicality because 
candidates have to be tested individually, rather than in groups.

The third criterion is generality. Most selection tests can be used for any category of 
worker, but Cook notes that true work samples and job knowledge tests can only be used 
where there is a specific body of knowledge or skill to test. This means they are restricted 
to skilled manual work. He notes that psychomotor tests are only useful for jobs that 
require dexterity or good motor control. Peer ratings can probably be used in uniformed 
disciplined services, due to issues of attendance, and the possible need for training or at 
least an understanding of the competences required. Assessment centres too tend to be 
restricted to managers, probably on grounds of cost, although they have been used for 
more junior posts.

The fourth criterion reviewed is legalization. While this varies between countries or 
states, much of the legislation has common origins relating to a desire to prevent 
discrimination on the grounds of gender, colour or ethnicity. Assessment centres, work 
samples and structured interviews do not usually cause legal problems, but educational 
qualifications and mental ability tests most certainly do. Cooked notes that in some areas, 
such as biodata, the position remains uncertain.

Cook notes that;

Taking validity as the overriding consideration, there are seven classes of test with high validity, 
namely peer ratings, biodata, structured interviews, ability tests, assessment centres, work‐
sample tests and job‐knowledge tests. Three of tests have very unlimited generality, which 
leaves biodata, structured interviews, ability tests and assessment centres.

• Biodata do not achieve such good validity as ability tests and are not as transportable, 
which makes them more expensive.

• Structured interviews have excellent validity but limited transportability, and are expensive 
to set up.

• Ability tests have excellent validity, can be used for all types of jobs, are readily transport-
able and are cheap and easy to use, but fall foul of the law in the US.

• Assessment centres have excellent validity, can be used for most grades of staff and are 
legally fairly safe, but are difficult to install and are expensive.

• Work samples have excellent validity, are easy to use and are generally quite safe legally, but 
are expensive, because they are specific to the job.

• Job‐knowledge tests have good validity, are easy to use and are inexpensive because they 
are commercially available, but they are more likely to give rise to legal problems because 
they are usually paper‐and‐pencil tests.

• Personality inventories achieve poor validity for predicting job proficiency, but can prove 
more useful for predicting how well the individual will conform to the job’s norms and 
rules.

• References have only moderate validity, but are cheap to use. However, legal cautions are 
tending to limit their value (Cook, 2009, pp. 386–387).

Arnold, Silvester, Pattersin, Robertson, Cooper and Burnes (2005) provided a similar 
analysis of the literature. This is summarized in Table 10.5.

What stands out from Tables 10.1–10.5 is their similarity despite the fact that they may be 
based on a different database. Occasionally, an individual technique, such as a structured inter-
view, is judged as fair to average (in terms of validity) by one, as good to excellent by another 
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but overall the results are robust. Assessment centres, work‐sample tests and cognitive ability 
tests are usually judged most valid in all reviews. This is not surprising as many base their 
assessments on the same data. What we can say, therefore, is that among academic reviewers 
there remains good consensus as to the efficacy of different assessment methods.

Future Research

This is clearly not only an interesting but also an important area of research. However, as 
selection methods change so research has to catch up. A great deal of selection is now 
web‐based, which brings its own set of challenges and opportunities for both professional 
and researchers. It is now possible to gather a great deal of information about candidates 
via social media which, though interesting, may conflict with what they report to potential 
employers. In this sense unobtrusive methods can be used to evaluate people.

There are also important developments in the biological and neurosciences which suggest 
that using physiological methods for selecting in, and out, may prove very important. 
However, both developments pose ethical issues, which practitioners and researchers will 
have to face.

Conclusion

This chapter has looked at three types of data that recruiters and selectors often have access 
to, to help them make better decisions. Without doubt most of the work in this area has 
concerned biodata, that is the analysis of how the biography of an individual can be used 
to predict their behaviour at work. There is much less work on references and CVs because 
it is recognized that there is considerable bias in these documents. This area is often diffi-
cult to research and is not usually theoretically driven. Nevertheless, the very frequency 
with which application forms, résumés and letters of reference are used in assessment and 
selection suggests it is an area which merits more and better research.
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Table 10.5 A summary of studies on the validity of selection procedures.

Selection Method
Evidence for Criterion‐ 

Related Validity Applicant Reactions
Extent of  

Use

Structured interviews High Moderate to positive High
Cognitive ability High Negative to moderate Moderate
Personality tests Moderate Negative to moderate Moderate
Biodata Can be high Moderate Moderate
Work sample tests High Positive Low
Assessment centres Can be high Positive Moderate
Handwriting Low Negative to moderate Low
References Low Positive High
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Introduction

When situational judgement tests (SJTs) began to regain popularity among the scientific 
community in the 1990s, there was an implicit notion that they captured context‐
dependent knowledge. In fact, the term ‘situational judgement’ carries the connotation of 
test‐takers’ responses being more effective when they consider the specifics of the situation. 
In recent years another perspective has emerged, which views SJTs as capturing relatively 
context‐independent knowledge (or general domain knowledge; Motowidlo, Crook, Kell 
& Naemi, 2009; Motowidlo, Hooper & Jackson, 2006a). Although SJTs and their items 
will often fall somewhere between these two perspectives, we posit in this chapter that it 
might be useful to distinguish between them. So far, there has been no review of the SJT 
literature in terms of these two approaches. This is understandable, as over the years the 
two perspectives have emerged alongside each other. Therefore, the aim of this chapter is 
to review SJT research according to these two approaches.

The chapter is structured as follows. We start by presenting the traditional contextual
ized perspective underlying SJTs. We review the underlying theory, the developmental 
stages and the research evidence regarding this perspective (e.g., reliability, criterion‐
related validity, construct‐related validity, subgroup differences, applicant reactions). 
We end our discussion of the contextualized perspective by homing in on new trends. 
Next, we present the general domain knowledge perspective, thereby following exactly the 
same structure as for the contextualized perspective. We end this chapter by presenting 
directions for future research and by giving recommendations for HR practices.
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Contextualized SJTs

The underlying rationale and theory

Simulations represent contextualized selection procedures that psychologically and/or 
physically mimic key aspects of the job (Lievens & De Soete, 2012). In accordance with 
this definition, contextualized SJTs aim to confront applicants with a set of situations 
similar to those they might encounter on the job and elicit their procedural knowledge 
about how to respond to these stimuli. Like other simulations such as assessment centre 
exercises or work samples, context‐specific SJTs rest on the notions of point‐to‐point 
correspondence with the criterion (future job situations) and behavioural consistency 
(Bruk‐Lee, Drew & Hawkes, 2014; Lievens & De Soete, 2012). Behavioural consistency 
denotes that candidates’ performance on a selection test will be consistent with their future 
job performance (Schmitt & Ostroff, 1986; Wernimont & Campbell, 1968). To this end, 
simulations should ideally be constructed in such a way that there is a high degree of 
correspondence between the conditions in the simulation and those in the actual job 
c ontext and tasks. Assessment centre exercises, for example, mimic actual job situations 
and generate behavioural samples and hence are referred to as high‐fidelity simulations 
(Thornton & Rupp, 2006). Fidelity refers to the degree to which the simulation authen
tically reflects the targeted job in terms of both stimuli and responses (Motowidlo, 
Dunnette & Carter, 1990). To reduce development and administration costs of such 
s imulations, most SJTs adopt a low‐fidelity format in simulating the situations and 
responses. That is, SJTs typically present written (or video‐based) descriptions of job‐
related situations and require a response to them by opting for an alternative from a list of 
multiple‐choice responses (McDaniel, Hartman, Whetzel & Grubb, 2007; Weekley, 
Ployhart & Holtz, 2006).

Notably, situation descriptions are key to SJTs when viewed from the contextualized per
spective because they simulate job contexts, guide candidates’ situation perception and 
subsequent response selection and render responses more or less effective. Thus, the 
situation descriptions in SJTs aim to provide sufficient contextualization so that candidates 
can imagine the situation and make well‐thought‐out judgements about how they would 
or should behave according to the situational demands depicted (Richman‐Hirsch, Olson‐
Buchanan & Drasgow, 2000). So, this view assumes that test‐takers’ behavioural response 
selection is contingent on how they perceive and construe the stimuli (job‐related situa
tions), which aligns well with interactionist theories that consider behaviour to be a function 
of both the person’s traits and the person’s perception of the situation (Campion & Ploy
hart, 2013; Mischel & Shoda, 1995). Each situation conveys specific cues, which are inter
preted by each test‐taker. The person’s interpretation of the cues is guided by previous 
experiences in similar situations and determines the response selection believed to be 
appropriate. Without this context, it is assumed the test‐taker is left in the dark as to what 
the appropriate response should be and might lack sufficient information to solve the item.

Developmental stages
The typical steps involved in developing contextualized SJTs are threefold (Lievens, 
Peeters & Schollaert, 2008; Motowidlo et  al., 1990). The first stage concerns the 
development of item stems or situations to be presented in the SJT. The second stage 
involves the collection of response options from subject matter experts (SMEs), the choice 
of response instructions and of the response format. The third and final stage targets the 
development of the scoring key.
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Stage 1: Item stems To gather the item stems or situations presented in the SJT, a job 
a nalysis is usually conducted. During this job analysis, SMEs are asked to generate critical 
incidents (Flanagan, 1954), which means that they are asked to recall examples of situa
tions in which exceptionally good or exceptionally poor performance was demonstrated. 
The test developer often prompts the SMEs with the goal of collecting information about 
all the content domains and constructs deemed to be important for the job. The selected 
SMEs are typically incumbents, supervisors, managers or a mix of these sources of 
information. Alternatively, archival sources and even customers might serve as a source of 
information (Weekley et al., 2006). The critical incidents obtained are then sorted and 
checked for redundancy and level of specificity. The surviving incidents then serve to write 
item stems or descriptions of job‐related situations. As an alternative to this inductive 
method of gathering critical incidents, a deductive method can be followed. In this 
strategy, the item stem content is derived from theoretical models (e.g., a model of conflict 
management).

Stage 2: Response options, response instructions, and response format After developing the 
situation descriptions, another group of SMEs is asked to generate response options they 
believe to be (in‐)effective reactions to the situations. To obtain a wider range of response 
options with different levels of effectiveness, the test developer might also ask inexperi
enced workers to generate responses. The test developer then decides which options to 
retain,  usually by choosing a mix of response options that are differentially effective in 
each situation. There are no general rules regarding the number of response options to 
retain. The majority of SJT items include 4 or 5 response options, even though SJT items 
with up to 10 response options also exist (e.g., the Tacit Knowledge Inventory; Wagner & 
Sternberg, 1991).

In the next stage, the test developer decides on the response instructions. This is not a 
trivial choice because the response instruction format affects the construct saturation of 
the SJT (McDaniel et al., 2007). One of two formats of response instructions is usually 
chosen: behavioural tendency instructions or knowledge instructions (McDaniel & 
Nguyen, 2001). Behavioural tendency instructions ask respondents what they would do in 
the given situation, whereas knowledge instructions ask respondents what they should do 
in the situation; in other words, they ask respondents to identify the best response to a 
given situation.

Test developers also make a choice about the response format to be employed. Gener
ally, three response formats can be distinguished. Respondents are asked to select the 
best/worst response options, rank the response options from most to least effective or rate 
the response options on Likert‐type scales. Arthur, Glaze, Jarrett, White, Schurig and 
Taylor (2014) comparatively evaluated these three common response formats by varying 
them while keeping the rest of the SJT design and content constant. The rate response 
format evidenced higher construct‐related validity, lower levels of subgroup differences 
and increased reliability over the other two. A drawback of the rate response format, 
however, was its higher susceptibility to response distortion.

Stage 3: Scoring key After situations, response options, response format and instructions 
have been developed, the test requires a scoring key. Here, four different methods can be 
delineated. The rational method involves asking a group of SMEs to score the response 
options on (in‐)effectiveness. Scores with acceptable inter‐rater agreement (e.g., ≥ 0.60) 
are retained for the test. The second is the empirical method which involves quantifying 
endorsements of correct response options gathered from a large sample of lay people 
instead of SMEs. For instance, options that are chosen to be correct by over 25% of the 
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sample are retained for the test. Although notably different in approach, researchers have 
found no differences between these two scoring keys in terms of validity (e.g., Weekley & 
Jones, 1999). Combining the rational and empirical method is a third approach that can 
be followed. An example of this hybrid approach is retaining an empirical key only after 
SMEs have agreed on it. The final and least frequently followed method involves the 
development of a scoring key with answer options that reflect effective performance 
according to a chosen theoretical framework (e.g., leadership theories) scored as correct 
(Weekley et al., 2006).

In Figure 11.1 we present an example of a contextualized SJT item that was taken from 
the Tacit Knowledge Inventory for Managers (Wagner & Sternberg, 1991). Although not 
strictly called an SJT by the developers, the test is similar to the format and content of a 
typical SJT (McDaniel, Morgeson, Finnegan, Campion & Braverman, 2001).

You are the director of sales for a consumer research firm. Your sales growth has kept pace 
with the marketplace but because you installed state-of-the-art web survey software you 
expected to be doing much better. Due to the costs associated with the new software you 
are likely to make less profit this year unless you can improve sales of additional services to 
your clients. 

After discussions with several of your best clients you learned that the reports which 
accompanied the data you collect for your customers were generally thrown away or 
extensively rewritten by your clients. Some even hired freelance researchers to edit the 
reports after your company sent them. It is clear to you that if you can improve the quality 
of your research reports it will be easier to sell your customers additional services.

Therefore, since the busiest season of your year is fast approaching, you decide to distribute 
a list of “best practices” for business report writing.

Rate the quality of the following advice about business writing you are considering
including in your talk (scored on a Likert-type 7-point scale ranging from 1= below average
to 7= above average):

a) Write reports so that the main points will be understood by a reader who only has
     time to skim the report.
b) Explain, in the first few paragraphs, how a report is organized.
c) Use everyday language and avoid all business jargon.
d) Work hard to convey your message in the fewest number of words.
e) Consider carefully for whom you are writing.
f)  Write carefully the first time around to avoid having to rewrite.
g) Avoid visual aids, such as figures, charts, and diagrams, because they
    often oversimplify the message.
h) Be formal rather than informal in your style.
i)  Use the passive rather than the active voice (e.g., write “30 managers were
    interviewed” rather than “we interviewed 30 managers”).
j)  Avoid using the first person (e.g., write “it is recommended” rather 
    than  “I recommend”).

Figure  11.1 Example of a contextualized SJT item. Source: Wagner & Sternberg (1991). 
Reproduced with permission of Robert J. Sternberg.
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Overview of Prior Research

Research on SJTs has mushroomed following their reintroduction in the academic litera
ture by Motowidlo and colleagues (1990). The vast majority of research evidence on SJTs 
pertains to the contextualized view as the traditional perspective on SJTs. In this section, 
we review such research evidence concerning reliability, criterion‐related and incremental 
validity, construct‐related validity, subgroup differences, applicant reactions, faking, retest 
and coaching effects. Whenever meta‐analytic findings are available, we refer to them.

Reliability
Several meta‐analyses have integrated internal consistency reliability coefficients that have 
been reported in the SJT literature. The mean α values reported in these meta‐analyses 
ranged from 0.46 to 0.68 (Campion, Ployhart & MacKenzie, 2014; Catano, Brochu & 
Lamerson, 2012; Kasten & Freund, 2015). The reason for the moderate internal consis
tency reliability coefficients is the fact that SJTs are created on the basis of job situations 
that require the expression of a combination of different constructs, which results in 
h eterogeneous test items and response options. Evidence for item heterogeneity comes 
from factor analytic investigations of SJTs that reveal no clear factor structure in the items 
(Schmitt & Chan, 2006).

As internal consistency is not a suitable reliability estimate for a measurement method 
that has heterogeneous items (Osburn, 2000), other types of reliability estimates, such as 
test–retest reliability and alternative form reliability, have been proposed in the literature 
(Lievens et al., 2008; Whetzel & McDaniel, 2009). Studies examining test–retest reliability 
are scarce but they tend to report considerably higher estimates. For instance, Catano and 
colleagues (2012) reported two SJT test–retest coefficients of r = 0.82 and r =0.66, 
respectively. Studies examining alternative form reliability coefficients are even scarcer 
because of the difficulty in developing alternative form SJTs that capture the same 
c onstructs when these constructs are often not clearly distinguishable to begin with. 
N otwithstanding this, Clause, Mullins, Nee, Pulakos and Schmitt (1998) reported 
alternative test reliability estimates ranging from r = 0.70 to r = 0.77 when they adopted 
a rigorous item cloning method for constructing alternative SJT forms (see also Lievens & 
Sackett, 2007). So, SJTs have generally been found to be sufficiently reliable measurement 
instruments, provided that appropriate reliability estimates are used.

Criterion‐related and incremental validity
Much data have accumulated over the years supporting the relation between SJTs and job 
performance. McDaniel and colleagues conducted two meta‐analyses (McDaniel et  al., 
2001, 2007) and reported corrected estimated population correlations of 0.26 and 0.34, 
respectively (uncorrected correlations 0.20 and 0.26). The more recent analysis included 
data on over 24,000 respondents. The criterion used in most studies is a composite score 
of job performance ratings. However, as evidenced by Christian and colleagues’ meta‐
analytic findings, criterion‐related validity can increase when predictor and criterion are 
more carefully matched (Christian, Edwards & Bradley, 2010). These authors divided the 
job performance criterion into three facets: task performance (i.e., job‐specific skills), con
textual performance (i.e., soft skills and job dedication), and managerial performance (i.e., 
management skills). SJTs were then sorted into a typology of construct domains. The 
authors hypothesized that criterion‐related validity would increase if particular criterion 
facets were closely matched with the content domains of the SJTs (e.g., contextual 
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performance predicted by SJTs from the domains of interpersonal and teamwork skills). 
Overall, the authors found support for their content‐based matching approach: relatively 
homogeneous SJTs saturated with a particular construct domain evidenced higher crite
rion‐related validity with the criterion component they were designed to predict than 
heterogeneous composite SJTs.

In addition to moderation by criterion facet (a content‐based moderator), the criterion‐
related validity of an SJT can be influenced by method‐based moderators. We highlight 
three moderators identified in the literature relating to 1) test development procedure, 
2) item stem format and 3) test delivery format. Meta‐analytic evidence established that 
SJTs yield higher validities (r =0.38 vs. r = 0.29) when they are based on a careful job ana
lysis than when they are based on intuition or theory (McDaniel et al., 2001). A second 
m oderator is the level of detail in the item stem; less detailed questions show a slightly 
larger validity than highly detailed questions (r = 0.35 vs. r = 0.33). This runs somewhat 
counter to the premise of contextualized SJTs that context and level of detail increase the 
criterion‐related validity of the test scores. Third, the test delivery format has been found 
to differentially affect validity, with video‐based SJTs showing higher levels of criterion‐
related validity for predicting interpersonal skills than the traditional paper‐and‐pencil 
f ormat, with a corrected population correlation of 0.36 for video‐based SJTs and 0.25 for 
paper‐and‐pencil formats (Christian et al., 2010). This finding supports the contextual
ized perspective of SJTs because contextual information (e.g., about environmental cues, 
nonverbal behaviour) seems to be necessary to adequately apply interpersonal skills.

An interesting strand of research concerns investigating the incremental validity of SJTs 
as compared to other predictors of performance. McDaniel and colleagues (2007) found 
that SJTs explained 6–7% additional variance above the Big Five personality factors and 
3–5% additional variance above cognitive ability, depending on the type of response 
instruction (knowledge instructions vs. behavioural tendency instructions). Further, SJTs 
explained 1–2% of variance above both cognitive ability and the Big Five factor scores. 
More recently, SJTs as low‐fidelity simulations have been contrasted with assessment c entre 
exercises in a high‐stakes selection context. Lievens and Patterson (2011) found that crite
rion‐related validity was similar for both the SJT and assessment centre exercises. Subsequent 
incremental validity analyses revealed that the assessment centre exercises e xplained 3% 
additional variance in the criterion job performance over the SJT. However, subsequent 
path analysis showed that assessment centre performance only partially m ediated the effect 
of procedural knowledge as measured by the SJT on job performance, indicating that 
scores obtained from these two types of simulations should not be viewed as redundant.

In sum, contextualized SJTs predict variance in job‐related criteria to an extent that is 
comparable to other frequently used selection tools (see Schmidt & Hunter, 1998). 
I mportantly, contextualized SJTs contribute incrementally above and beyond Big Five 
personality factors and general mental ability.

Construct‐related validity For the same reason that makes it difficult to estimate internal 
consistency reliability of SJT scores, item heterogeneity makes it challenging to delineate 
which construct(s) are being measured by the SJT. Next to decisions pertaining to the 
actual test content, the method of measurement can also influence which constructs are 
being measured by SJTs. Concerning measurement method, McDaniel and colleagues 
(2007) obtained a differential pattern of construct‐related validity coefficients when SJTs 
with knowledge instructions (‘What should you do in a given situation?’) were compared 
to SJTs with behavioural tendency instructions (‘What would you do in a given 
situation?’). Correlations between SJTs with behavioural tendency instructions and 
three Big Five personality factors were higher than for SJTs with knowledge instructions 
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(agreeableness 0.37 vs. 0.19, conscientiousness 0.34 vs. 0.24, and emotional stability 
0.35 vs. 0.12, respectively). Conversely, SJTs with knowledge instructions correlated at a 
higher rate with measures of cognitive ability than SJTs with behavioural tendency 
instructions (0.35 vs. 0.19, respectively).

Subgroup differences Although SJTs generally result in smaller subgroup differences than 
cognitive ability tests, they are not absent in SJTs (Lievens et al., 2008). Whetzel, McDaniel 
and Nguyen (2008) meta‐analytically investigated race and gender as two demographic 
variables that can lead to subgroup differences in SJT scores. Regarding gender, females in 
general performed slightly better than males (d = 0.11). Concerning race, they found that 
Whites performed better than Blacks (d = 0.38), Hispanics (d = 0.24) and Asians (d = 
0.29). Subgroup differences were not invariant across all SJTs because several m oderators 
have been found to influence the relation with SJT performance. Racial differences, for 
example, could be explained by the cognitive loading of the SJT. That is, SJTs that were 
more correlated with general mental ability resulted in larger racial differences than SJTs 
that were more correlated with personality constructs (Whetzel et al., 2008). Reduced 
racial differences were also observed when behavioural tendency instructions were used 
instead of knowledge instructions (differences between Whites and Blacks of d = 0.39 for 
knowledge instructions and d = 0.34 for behavioural tendency instructions; Whetzel et al., 
2008), and when video‐based SJTs were used (d = 0.21 compared to a paper‐and‐pencil 
SJT, Chan & Schmitt, 1997). In contrast to racial differences, gender differences seemed 
to increase only when the personality loading of the SJT increased, thereby favouring 
women (d = –0.37 and –0.49 as compared to men for conscientiousness and for agreeable
ness, respectively) and remained invariant when the cognitive loading increased (Whetzel 
et al., 2008).

Other than the cognitive loading of SJTs, McDaniel and colleagues (2011) suggested 
that more extreme response tendencies might also explain Black–White subgroup differ
ences in SJT scores and proposed controlling for these response tendencies in SJT scoring. 
They administered SJTs with Likert‐type scales in two concurrent designs and subsequently 
adjusted the scale scores for elevation and scatter (i.e., respondents’ item means and devia
tions). Their strategies resulted in a reduction of Black–White mean score differences across 
the two measurement occasions, with effect sizes dropping from around half an SD (d = 
0.43–0.56) to about a third of an SD (d = 0.29–0.36) for the standardized scores to less 
than a fifth of an SD for the dichotomous scoring (d = 0.12–0.18). Roth, Bobko and Buster 
(2013) highlighted a caveat in this subgroup differences SJT research, namely that the 
studies have nearly always been conducted with concurrent designs (i.e., samples consisting 
of job incumbents and not applicants). A sole focus on concurrent designs could lead to 
range restriction attenuating the obtained effect sizes and thus to an underestimation of 
effect sizes in the population (see also Bobko & Roth, 2013). These authors argue that in 
order to reduce the potential issue of range restriction, subgroup differences should also be 
studied in samples of applicants who are assessed with the SJT at the earliest possible selec
tion stage (and before any other measures have been deployed). In such applicant samples 
findings pointed towards Black–White differences of d = 0.63 for SJTs that were mainly 
saturated with cognitive ability, d = 0.29 for SJTs saturated with job knowledge and d = 0.21 
for SJTs that mainly tapped interpersonal skills. These results further confirm previous find
ings of racial differences increasing with the cognitive loading of the SJT.

Applicant reactions In general, research has demonstrated that applicants prefer selection 
tools they perceive as job‐related, that provide opportunities to show their capabilities 
and that are interactive (e.g., face‐to‐face interviews) (Hausknecht, Day & Thomas, 2004; 
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Lievens & De Soete, 2012; Potosky, 2008). High‐fidelity simulations typically contain 
many of these aspects. Several studies have shown that applicant reactions to low‐fidelity 
SJTs also tend to be favourable, and even more so when fidelity is increased and interac
tivity is added. Chan and Schmitt (1997) showed that a video‐based SJT received higher 
face validity ratings than a written SJT. Richman‐Hirsch and colleagues (2000) found 
that interactive video‐based formats were preferred to computerized and paper‐and‐
pencil f ormats. In an interactive (branched or nonlinear) SJT, the test‐taker’s previous 
answer is taken into account and determines the way the situation develops. Kanning, 
Grewe, Hollenberg and Hadouch (2006) went a step further and varied not only s timulus 
fidelity (situation depicted in a video vs. written format), but also response fidelity 
(response options shown in a video vs. written format) and interactivity of SJTs. In line 
with the p reviously mentioned studies, applicants reacted more favourably towards inter
active video‐based formats, and in this case towards both the stimulus and the response 
format.

Faking, retesting and coaching Hooper, Cullen and Sackett (2006) compiled the research 
findings on faking and discovered that there was a lot of variation concerning the relation 
between faking and SJT performance: effect sizes ranged from d = 0.08 to 0.89 suggesting 
the presence of moderators. One such moderator proposed by the authors is the cognitive 
or g loading of the items. Although based on just a handful of studies, the trend is that 
SJTs with higher cognitive loadings are less easy to fake (Hooper et al., 2006; Peeters & 
Lievens, 2005). Similarly, the degree of faking can vary depending on the response 
instructions, with knowledge instructions being less easy to fake than behavioural t endency 
instructions (Nguyen, Biderman & McDaniel, 2005).

As SJTs are often part of large‐scale, high‐stakes selection programmes, it is also impor
tant to examine whether retest and coaching effects influence test scores and their psy
chometric properties. Concerning retest or practice effects, Lievens, Buyse and Sackett 
(2005) reported effects of d = 0.29 (0.49 after controlling for measurement error). A 
similar result was found by Dunlop, Morrison and Cordery (2011), who found an effect 
size of d = 0.20. Importantly, in both studies retest effects were found to be smaller for 
SJTs in comparison to cognitive ability tests. Dunlop and colleagues further noticed 
that practice effects decreased at a third measurement occasion for both the SJT and 
the cognitive ability tests. As far as coaching is concerned, only two studies have tack
led this issue to date. Cullen, Sackett and Lievens (2006) investigated the coachability 
of two college admission SJTs and found that coaching increased the scores on one of 
the SJTs (d = 0.24) but not on the other. In contrast to Cullen and colleagues’ study 
which took place in a laboratory setting, Lievens, Buyse, Sackett and Connelly (2012) 
investigated coaching on SJT scores in a high‐stakes setting. Moreover, the latter study 
included pretest and propensity score covariates to control for self‐selection in order to 
reduce the non‐equivalence of the groups. Using this more sophisticated analysis, they 
found that coaching raised SJT scores with 0.53 SDs. Finally, a recent study (Stemig, 
Sackett & Lievens, 2015) found that organizationally endorsed coaching (i.e., coach
ing provided by the organization rather than commercial coaching) also enabled peo
ple to raise their SJT scores, but did not reduce the criterion‐related validities of the 
SJT scores.

In sum, contextualized SJTs seem to be less prone to faking and retest effects than 
other selection methods. Such effects may be further reduced by using knowledge‐based 
response instructions and developing SJTs with higher g loadings. Coaching effects can 
be reduced by enabling all candidates to practice on SJTs in advance of high‐stakes 
assessments.
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Contextualized SJTs: Implications and Trends

The contextualized perspective of SJTs has important implications for SJT design as it 
encourages test developers to increase the SJT situations’ level of contextualization and 
fidelity. Over the years, various innovations have been proposed as alternatives to classic 
paper‐and‐pencil SJTs. These innovations have focused on increasing the realism of the 
situation depicted (i.e., stimulus fidelity) or the realism of the manner in which applicants 
are able to respond (i.e., response fidelity).

A well‐known example of increasing stimulus fidelity consists of using video‐based or 
multimedia formats instead of written scenarios. Recently, advances in terms of both 3D 
animation and motion‐capture techniques have been employed by SJT developers as a way 
to increase stimulus fidelity (Weekley, Hawkes, Guenole & Ployhart, 2015). Companies 
that make use of technologically advanced selection tests also look more appealing to the 
contemporary, tech‐savvy generation of gamers and internet users (Fetzer & Tuzinski, 
2014). The use of 3D animation has several advantages over video‐based SJTs. First, the 
costs involved in hiring actors and film crews are reduced since only voice actors and soft
ware programmers are required. Second, 3D animation can be more flexible than video‐
based SJTs because in the latter some situations cannot be filmed due to cost concerns and 
consequently have to be excluded (e.g., a factory fire). Third, 3D animations allow 
c ustomization in different contexts and cultures. For example, with a little bit of program
ming one can change the gender and ethnic background of the characters depicted 
(Fetzer, Tuzinski & Freeman, 2010).

Motion‐capture techniques are another recent development. They make use of live 
actors whose movements and facial expressions are registered by markers placed on the 
body and face. The computer registers the signals sent from these markers and the actors’ 
movements and expressions are then digitally converted into the software environment. 
Motion‐capture techniques make programming of movements themselves redundant and 
therefore require less time and effort from programmers (Fetzer et al., 2010). Although 
these technologies are intuitively appealing, research has not been able to catch up 
with these fast‐paced developments and comparative research with more traditional SJTs 
has been lacking up to this point.

Another way to increase realism is to enhance the response fidelity of an SJT. Instead of 
giving applicants descriptions of possible behavioural response options, the test can be 
constructed to capture candidates’ actual behavioural responses to the situations (e.g., via 
a webcam; see Oostrom, Born, Serlie & van der Molen, 2010). In this case, SJT responses 
resemble the behavioural responses typically demonstrated in assessment centre exercises 
and allow the measurement of (non‐)verbal and paralingual communication and expres
sions of emotions. In occupations where communication skills are important, assessment 
of such responses might increase the SJT’s point‐to‐point correspondence with the crite
rion and result in higher validity for predicting job performance than responses captured 
via multiple‐choice formats. Lievens, De Corte and Westerveld (2015) compared two 
multimedia SJTs (one with written constructed responses, one with webcam‐captured 
responses) for predicting police officer job performance. They found evidence of significant 
incremental validity (2.8–8.3% of additional explained variance) and higher media 
r ichness perceptions for the open‐ended format that captured candidates’ behaviour via 
webcam. Investing in response‐gathering technologies such as webcam SJTs therefore 
seems warranted because research shows increases in validity (Oostrom et  al., 2010), 
positive candidate reactions (Bruk‐Lee et al., 2014) and decreases in test score subgroup 
differences because of their lower cognitive loading (e.g., De Soete, Lievens, Oostrom & 
Westerveld, 2013).
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Although increasing the fidelity of the situation and the response format of SJTs 
undeniably makes the test more realistic, SJTs still proceed through situations in linear 
fashion. In other words, once a response option has been adopted or expressed, the tests 
proceed to the next situation. Another way to make SJTs more realistic and contextual
ized is then to present situations that depict the consequences of the choices that were 
made in the initial situation and assess how the candidate responds to these new devel
opments. This can be achieved through item branching where subordinate situation 
stems are activated depending on the response that has been chosen or made in the 
‘mother’ stem (Weekley et al., 2015). Technological advances in the gaming industry 
have inspired some selection test developers to create virtual sandbox environments that 
allow the implementation of such item branching. These adaptive simulations or serious 
games could very well become the future of SJTs and selection tests in general. How
ever, the more these environments become unscripted and unstructured, the harder it 
becomes to accurately assess constructs and/or traits deemed to be important for the 
job (Fetzer & Tuzinski, 2014).

General Domain Knowledge SJTs

Underlying rationale and theory

In the past few years, an alternative paradigm has emerged which views SJTs as mea
sures of general domain knowledge that is seen as more context‐independent. In a 
series of papers, Motowidlo and colleagues (Motowidlo & Beier, 2010; Motowidlo, 
Hooper & Jackson, 2006a,b) provided the conceptual foundation for this perspective. 
According to these researchers, general domain knowledge pertains to general rules 
about the utility of behavioural acts across a wide range of situations in a specific 
domain. The more general this knowledge is, the more it is context‐independent and 
the more it is broadly applicable across a wide range of situations. Importantly, general 
domain knowledge is not acquired from specific job experiences. Rather, general 
domain knowledge reflects fundamental socialization processes (parents, schooling, 
etc.) and personal dispositions. That is why this general domain knowledge is also 
referred to as implicit trait policies (ITPs; Motowidlo & Beier, 2010; Motowidlo et al., 
2006b), which are inherent beliefs about the general effectiveness of actions that 
express traits to varying degrees. In addition, people might have learned exceptions in 
situations where their inherent trait expressions were not as effective and as a result had 
to update and modify their ITPs (Motowidlo & Beier, 2010; Motowidlo et al., 2006a). 
Motowidlo and Beier (2010) further refined their theory of knowledge determinants 
underlying SJT performance by distinguishing more explicitly between general domain 
knowledge and specific job knowledge as the two components making up procedural 
knowledge as c aptured by an SJT. They first demonstrated that their SJT from 1990 
(which was taken to be a contextualized measure) mainly captures general domain 
knowledge because two scoring keys with effectiveness ratings obtained from both nov
ices and experts largely overlapped and both were significantly related to job 
performance. Second, the expert key showed incremental variance (5.2%) over the 
novice key, indicating that while for the most part the SJT captured general domain 
knowledge, there was still a component of procedural knowledge that could not be 
solved on the basis of general domain knowledge alone. According to the authors, these 
expert residual scores reflect specific job knowledge, which is mostly acquired in the job 
or family of jobs that the SJT is targeting. Cognitive ability and personality are posited 
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as antecedents to these two forms of procedural knowledge as captured by the SJT. The 
relationship between ability and procedural knowledge is based on the mechanism of one’s 
capacity to learn. Conversely, the relationship between personality traits and ITPs is grounded 
by the mechanism of dispositional fit. That is, personality traits interact with traits expressed 
by the different actions put forward in the SJT items in such a way that people who possess 
high levels of the trait expressed by the action believe that their action is truly more effective 
than people who have a lower standing on the trait. For instance, when judging the 
 effectiveness of behaviours described in the response options of an SJT, individuals high 
on the trait of agreeableness will favour those response options that express higher levels of 
agreeableness more than individuals low in agreeableness (Motowidlo et al., 2006b).

Developmental stages
As is the case for contextualized SJTs, the development process of general domain 
knowledge SJTs can be categorized into three main steps. However, as compared to con
textualized SJTs, each of these steps differs when applied to the measurement of general 
domain knowledge.

Step 1: Item stems According to the general domain knowledge perspective, each stem 
needs to be designed in such a way that the stem activates the constructs reflected in the 
response options, thereby allowing people to show their varying levels of procedural 
knowledge about these targeted constructs. This means that the test designer should adopt 
a strategy to develop item situations (item stems) on the basis of theoretical frameworks or 
taxonomies so that these situations can activate specific behaviour related to the t argeted 
traits or compound traits (or competences; Motowidlo et al., 2006a; Patterson, Ferguson, 
Norfolk & Lane, 2005). In other words, under the domain‐general design scheme, the 
development of item stems mainly follows a deductive approach rather than an inductive 
approach. However, to guarantee the job‐relatedness of the situations, it is sometimes impor
tant (though not absolutely necessary) to ‘beef up’ these situations with information from 
critical incident interviews or workshops. In any case, test developers are advised to keep the 
situation descriptions quite generic. An SJT measuring general domain knowledge requires 
just enough job‐specific contextualization to make the SJT face valid and job‐related.

Step 2: Response options, response instructions, and  response format Collecting response 
options for general domain knowledge SJTs does not require a group of experienced 
SMEs with considerable job‐specific knowledge about the domains to be tapped by the 
SJT, because the response options are intended to tap expressions of general domain 
knowledge. For instance, a sample of novices or industrial and organizational psychology 
students (because they have knowledge of traits and trait expressions) can be instructed to 
generate response options by asking them what they think would be the best way to 
handle the situation presented in each item stem (Motowidlo et  al., 2006a). The test 
developer then edits these responses. A sample of 5–10 response options are then typically 
retained per item stem, with an equal number of response options that express high levels 
of the trait and low levels of the trait (effective vs. ineffective options).

To assess general domain knowledge, a knowledge‐based response instruction format 
(‘What should you do?’) seems to be most appropriate. Applicants should be instructed to give 
effectiveness ratings for each option. In that case, the response format is typically a Likert‐type 
scale rating format, although pick best/worst and rank order formats are also possible.
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Step 3: Scoring key SMEs with extensive knowledge about the varying personality trait 
expressions in the response options are required to develop the scoring key. For the 
measurement of the personality trait conscientiousness, for example, personality 
 psychologists or doctoral students in the domain of personality psychology could be 
approached to rate the response options. To this end, Likert‐type scales can be used 
with verbal labels indicating the level of the trait expressed by the response option 
(e.g., 1 = very introverted to 7 = very extraverted; see Motowidlo & Beier, 2010). 
Agreement levels should be computed by comparing the ratings across judges and by 
comparing the ratings with a priori trait levels that the response options were designed 
to express.

In Figure  11.2, we present an example of a general domain knowledge SJT item 
that was taken from Motowidlo and colleagues (2006a). Contrary to contextualized 
SJTs (see Figure 11.1), the description of the situation is more generic and more widely 
applicable across many job situations and is specifically intended to serve as a frame
work for the measurement of a particular construct (in this case the personality trait 
agreeableness). Another difference is that the response options were specifically written 
to measure agreeableness. Whether the response options are indicative of high or low 
levels of agreeableness is mentioned in parentheses. People who rate those options that 
express high levels of the personality trait positively and those options that express low 
levels of the personality trait negatively are believed to be in high possession of the 
trait and have general domain knowledge about how to express this trait effectively in 
work situations.

Overview of prior research
Understandably, so far there has been less research on general domain knowledge SJTs. 
In the next subsection, we follow the same structure as with context‐specific SJTs. 
That  is, we review the research evidence to date on reliability, criterion‐related and 

You are in charge of a meeting with six people from other departments. One of them has a 
very blunt way of announcing that something that was just said is stupid or that somebody’s 
idea just won’t work. By the time that the meeting is half over, he has done this twice in 
connection with remarks made by two different participants. You should…

a) During a break or after the meeting, explain to him that you appreciate his point of 
    view, but that his comments are hurting the other coworkers (high).
b) During the meeting, tell him to keep his rude comments to himself or he won’t have 
    a job any more (low).
c) During a break or after the meeting, tell him that is comments were hurting group 
    participation, and ask him to phrase his criticisms differently (high).
d) During the meeting, ask him to leave the meeting (low).
e) During a break or after the meeting, tell him that you don’t want to hear any more 
    comments from him unless they are positive (low).
f) Address the group as a whole and state that it is important to keep comments 
    constructive (high).

Figure 11.2 Example of general domain knowledge SJT item (related to agreeableness). Source: 
Motowidlo, Hooper & Jackson (2006a).
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incremental validity, construct‐related validity, subgroup differences, applicant reactions, 
faking, retest and coaching effects.

Reliability The internal consistency reliability for domain‐general SJT scores is not superior 
to context‐specific SJT scores because it can be argued that domain‐general SJTs also have 
a multidimensional nature. Although domain‐general SJTs are designed to tap single per
sonality traits, an expression of a trait like agreeableness, for example, could show some 
overlap with extraversion because extraversion could also be required to express agreeable
ness effectively in a particular situation (see also further below; Motowidlo et al., 2006a). 
Motowidlo and Beier (2010) reported internal consistency reliability estimates for a domain‐
general SJT tapping the personality dimensions of agreeableness, extraversion and conscien
tiousness ranging from 0.40 to 0.65, which is comparable to domain‐specific SJTs. 
Motowidlo and colleagues (2009) further reported reliability estimates for their single‐
response SJT in the range of 0.21 to 0.55. Only one study so far has shown that, as with 
contextualized SJTs, alternative form reliability of domaingeneral SJT item scores tends to 
be higher (r = 0.71) than internal consistency reliability estimates (Motowidlo et al., 2006a).

Criterion‐related and  incremental validity As stated above, the theory of knowledge 
determinants underlying SJT performance builds on the premise that knowledge predicts 
actual behaviour in both simulated and actual workplace settings. Recent studies (Lievens 
& Patterson, 2011; Lievens & Sackett, 2012) provide empirical support for the conceptual 
link between knowledge and behaviour. In these studies, the relation between procedural 
knowledge as measured by an SJT and future job performance was mediated by either 
internship behaviour or, in the case of the second study, assessment centre performance 
(see also Crook et al., 2011; Kell, Motowidlo, Martin, Stotts & Moreno, 2014; Motowidlo, 
Martin & Crook, 2013). Importantly, domain‐general SJTs also show correlations with 
job performance of a similar magnitude to traditional SJTs. Motowidlo and Beier (2010) 
reported correlations from 0.21 to 0.29 for ITP scoring keys with supervisory ratings of 
job performance. Recently, Motowidlo and colleagues (2013) found evidence indicating 
that knowledge about effective and ineffective behaviour predicted role‐play simulation 
performance in handling service encounters and work effort performance over and above 
the personality traits of extraversion, conscientiousness, emotional stability and openness. 
Crook and colleagues (2011) found similar results: knowledge remained an important 
predictor of job performance after personality was accounted for.

Construct‐related validity Research found that people’s ratings on SJT response options 
that express high levels of the personality trait of conscientiousness or agreeableness show 
substantial correlations in the range of 0.40 to 0.50 with their corresponding personality 
trait scores as m easured by self‐reports (Motowidlo & Beier, 2010). For other personality 
dimensions, the evidence was less convincing. Extraversion, for example, correlated only 
0.12–0.21 with the personality trait extraversion as measured by a self‐report personality 
inventory. As suggested before, domain‐general SJTs do not seem to solve the multidi
mensionality problems that characterize their contextualized counterparts. That is, behav
ioural content for one personality trait is potentially confounded by behavioural content 
expressing another personality trait (Motowidlo et al., 2006a). Consider the SJT example 
in Figure 11.2, and more specifically response option f), ‘Address the group as a whole and 
state that it is important to keep comments constructive’. This option (especially the sec
ond half of the sentence) might represent high levels of agreeableness. However, one 
might interpret this response option (especially the first half of the sentence) as equally an 
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expression of extraversion. So, even though general‐domain knowledge SJTs can be 
specifically designed to measure a single trait (and a retranslation procedure with SMEs 
can be performed to verify this), the response options seem still saturated with more than 
one trait because of the well‐known c orrelations among personality traits.

Subgroup differences No studies to date have tackled the question of whether there are 
subgroup differences in domain‐general SJT scores and whether these are lower than 
those found with traditional SJTs. It can be expected that domain‐general SJT scores 
reduce subgroup differences in comparison with contextualized SJTs because they mainly 
tap test‐takers’ ITPs and require little if any specific job experience. Domain‐general SJTs 
are also presumed to be less cognitively saturated, which is the main driver behind sub
group differences in selection test scores. So, racial differences might be reduced in appli
cant pools that take a generic SJT. Gender differences, on the other hand, might increase 
when generic SJTs are used to specifically tap the personality traits conscientiousness and 
a greeableness, thereby giving women an advantage over men (Whetzel et al., 2008).

Applicant reactions Little is known about how applicants react to general domain 
knowledge SJTs. Given their generic nature, a key question for future research is to investi
gate if they are seen as sufficiently face‐valid and job‐related. We do not have empirical 
answers to these questions yet and therefore they remain to be answered in future research. 
Important moderators seem to be the sample (inexperienced vs. experienced applicants) 
and the SJT purpose (e.g., entrylevel admission vs. advanced level testing). For instance, 
whereas inexperienced candidates may view generic SJT items as sufficiently face‐valid, 
more experienced c andidates may expect more contextualized information to apply to their 
fine‐grained knowledge. Advanced level selection might also require more contextualiza
tion for the same reason.

Faking, retest and coaching effects Theoretically, general domain knowledge SJTs that tap 
ITPs are supposedly less prone to faking than more explicit measures of personality since 
they cannot be subjected to response distortion and social desirability as easily as self‐report 
personality questionnaires (Motowidlo et al., 2006b). However, no published research evi
dence attesting to this argument has been found thus far. In addition, we are not aware of 
studies comparing the fakability of SJTs measuring ITPs to contextualized SJTs.

As indicated earlier, the theory of knowledge determinants underlying SJT performance 
states that SJTs measure procedural knowledge acquired when people are exposed to sit
uations that provide opportunities for learning (Motowidlo et al., 2006b). So, the theory 
implies that performance on SJTs that capture this general domain knowledge might 
be  trainable since people can develop their knowledge about the costs and benefits of 
 expressing certain traits in particular (job‐related) situations and this knowledge can then 
supplement or even override their inherent trait expressions. Some initial research has 
tested these assumptions. In particular, a recent study of medical students in India  reported 
that their procedural knowledge scores reflecting ITP expressions increased throughout 
the medical curriculum (Ghosh, Motowidlo & Nath, 2014).

General Domain Knowledge SJTs: Implications and Trends

The conceptualization of SJTs as measures of relatively context‐independent knowledge 
has fundamental implications for SJT design. If SJTs aim to tap into general domain 
knowledge, it seems to make less sense to invest in elaborate, contextualized situation 
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descriptions. Instead, this perspective conceptually guides research efforts to streamline 
SJTs. This can be done in at least two ways. One approach is to make use of single‐
response SJTs in which test‐takers are asked to rate the effectiveness of a single critical 
action (Crook et al., 2011). As described above, traditional contextualized SJT items usu
ally have multiple‐response options. Test developers have to gather a large number of 
response options from SMEs in the test construction phase. Next, response options have 
to be investigated and checked for redundancy and SME agreement, before ending up 
with a pool of suitable response options for the final SJT. Single‐response SJTs are pro
posed to reduce this laborious and time‐intensive process because the edited critical inci
dents (i.e., retaining only the situation description and a single critical action) can directly 
serve as the response options, thereby rendering the need for generating large amounts of 
response options superfluous. SMEs also simply rate the effectiveness of edited critical 
incidents. When applicants complete the SJT, they have to provide an effectiveness rating 
for each item, which is compared to the one generated by the SME for scoring purposes. 
Thus, each item of a single‐response SJT consists of a couple of sentences describing one 
critical brief incident, with candidates being asked to rate the effectiveness of this incident. 
Crook and colleagues (2011) created such single‐response SJTs (see also Motowidlo 
et al., 2009; Motowidlo et al., 2013). In two studies, Crook et al. (2011) found single‐
response SJTs to be significantly correlated with performance (r = 0.22–0.33), and 
showed that job knowledge as measured by one of their SJTs showed 4% incremental 
variance on SJT scores above personality. These preliminary findings are in line with 
McDaniel and colleagues’ (2007) meta‐analytic evidence of traditional SJTs, suggesting 
that single‐response SJTs do not appear to pay a ‘predictive power reduction price’ for 
their streamlined development.

A similar approach would be to eliminate the situation stem altogether and ask test‐takers 
to rate the effectiveness of several courses of action from a multiple‐choice response option 
set (Kell, Martin & Motowidlo, 2011) Kell et al. (2014) devised such a test consisting of 
40 brief descriptions of courses of action – in this case physicians interacting with patients. 
An example of one such (effective) description is: ‘When a 10 year old with a broken arm 
needed surgery, the anesthetist introduced herself to the parents and then knelt down to the 
child’s eye level to introduce herself to the child’. The statements were developed from 
critical incidents. Test‐takers have to score each item’s effectiveness. Thus, their test is 
 similar in format to single‐response SJTs (with the exception that only the actions were 
 retained and the situations were dropped from the items) and was designed to measure 
prosocial knowledge (i.e., helping behaviour). Prosocial knowledge as measured with this 
instrument correlated 0.20 with clinical skill on a standardized patient examination (SPE). 
Furthermore, prosocial knowledge scores were positively associated with students’ clinical 
performance scores from their primary care rotations (r = 0.22), but non‐significantly 
c orrelated to students’ clinical performance scores in the specialties (r = –0.04). So, this 
study suggests that general‐domain knowledge seems to be more important in the early 
phases of one’s career before specialization takes place, and declines in importance in the 
later phases when specialized skills become more and more essential.

Suggestions for Future Research and 
Recommendations for Practice

After outlining two SJT perspectives (context‐dependent vs. general domain knowledge), 
we end this chapter by highlighting some important avenues for future research. In the 
preceding sections, we briefly touched on some of those future research directions.
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A first vital issue is to gain a better understanding of the circumstances in which each 
perspective produces the best criterion‐related and construct‐related validity evidence. For 
example, when designing an SJT for entrylevel admission purposes, evidence accumulated 
throughout this chapter is unsupportive of contextualizing such an SJT and instead sup
ports streamlining the SJT, thereby making it more context‐independent (e.g., Kell et al., 
2014). Interestingly, development costs are reduced while at the same time the test’s cri
terion‐related and construct‐related validity are not jeopardized. As a potential disadvan
tage, however, applicants might perceive the generic SJT to be less job‐related because the 
relation to the job becomes somewhat less obvious (as manifested in the more generic 
wording of the item stems and response options). Similarly, at this time we do not know 
how contextualized and domain‐general SJTs compare to one another in terms of fakabil
ity, subgroup differences and coachability. In such comparative evaluations, it is important 
to take the method–construct distinction into account (Arthur & Villado, 2008). That is, 
when tests are compared on their content, the test format should be kept constant. By 
directly contrasting contextualized with domain‐general SJTs, it becomes possible to pro
vide HR practice with the empirical evidence it needs to confirm the legitimacy of these 
issues. Krumm and colleagues (2015) carried out an example of such a study. They distin
guished between two conditions: one in which a traditional SJT was used and another 
condition in which the situation description was removed from the items of the same SJT. 
So, respondents received only the item options in that condition. These conditions were 
implemented across three SJTs: a teamwork SJT, an integrity SJT and an aviation SJT. The 
results showed that the provision of context had less impact than expected. That is, it did 
not matter for about 50–70% of the items whether situation descriptions were included in 
terms of the number of correct solutions per item. In addition, respondents’ expertise 
level, item length, item difficulty and response instruction did not moderate the results.

A second area of research deals with examining the effectiveness of the different SJTs for 
specific practical purposes. As a backdrop to this, we recommend using domain‐general 
SJT items for entry‐level selection. Conversely, context‐specific SJTs seem particularly use
ful when applicants have already acquired the requisite fine‐grained procedural (general) 
and declarative (job‐specific) knowledge. Contextualized SJT items can then home in on 
such context‐dependent knowledge. These items are particularly useful for advanced‐level 
selection and certification applications. When selecting for specialized functions, declara
tive knowledge is an essential component in addition to procedural knowledge for effec
tive job performance. Initial research is supportive of these recommendations because in 
advanced‐level selection, administering a contextualized SJT was found to capture both 
procedural and declarative knowledge (Lievens & Patterson, 2011). Future studies should 
focus on further elucidating the additional value of increasing the contextualization of 
SJTs in advanced‐level selection as compared to domain‐general SJTs.

Training applications represents another SJT purpose that is relevant to our distinction 
and in urgent need of research. For training purposes, we also recommend using contex
tualized SJTs. SJTs might be specifically adapted to use as tools in training needs analysis 
(assessment of pre‐training knowledge), as actual training content materials or as a training 
outcome assessment instrument. In particular, contextualized SJTs might be useful as 
training content materials in scenario‐based training in which scripted work situations 
allow trainees to practice critical job‐related skills in a safe environment (Fritzsche, Stagl, 
Salas & Burke, 2006). So far, virtually no research is available on the efficacy of using SJTs 
in training. Therefore, we need studies that explore to what extent increasing the response 
and/or stimulus fidelity of SJTs improves the training’s effectiveness.

Fourth, future research might benefit from making a clearer distinction between 
these two SJT types. Many existing SJTs contain both generic and contextualized items 
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(Krumm et al., 2015). This might impact construct measurement. In particular, keeping 
the contextualization of SJT items at the same level (as required by the criterion specific
ity to be predicted) might lead to a better measurement model underlying SJTs as some 
of the item heterogeneity that has been posited to lead to poor factor analytical results in 
SJTs is removed. Generally, we believe that SJT research should not receive a ‘free pass’ 
on the construct measurement issue and should continue to undertake efforts to improve 
construct measurement in SJTs.

Efforts on a clearer distinction between these two SJT types might also address when 
and how test‐takers make use of the context provided. That is, we should also be concerned 
with the underlying thought processes when solving SJTs. Leeds (2012) suggests that 
solving an SJT is a two‐step process in which test‐takers first scrutinize response alterna
tives in an absolute (‘How effective is this option?’ ‘Does it make sense?’) as well as in a 
relative sense (‘Is this option better than that one?’). In a second process, test‐takers take 
the contextual information as presented in the situation description into account. So, one 
may assume that even contextualized SJTs are only ‘used’ for context‐specific judgements 
if test‐takers’ primary perusal of response options is inconclusive as to how to respond. 
Interestingly, Rockstuhl, Ang, Ng, Lievens and van Dyne (2015) revealed that the judge
ments made by test‐takers on the basis of the situation descriptions (i.e., their construal of 
the situation) were equally or even more predictive of job‐related criteria in an international 
context as compared with the judgements made on the basis of response alternatives alone. 
Thus, how test‐takers construe and use the context provided could also be an important 
part of the information captured with SJTs. An avenue for future research may be to com
paratively examine the cognitive underpinnings described by Leeds (2012) and Rockstuhl 
and colleagues (2015) (e.g., through eye‐tracking or verbal protocol analysis) and also to 
assess their relevance in contextualized and generic SJT items.

A final interesting aspect of context‐independent SJTs that deserves more research deals 
with their claim that they can be used cross‐culturally. This assumption is based on the 
notion that such SJTs were designed to measure general procedural knowledge of the costs 
and benefits of engaging in specific trait‐relevant behaviour. Conversely, contextualized 
SJTs are more dependent on the context and culture for which they were developed, and 
therefore cross‐cultural transportability might be a problem (Lievens, 2006). Like cognitive 
ability and personality tests, general domain knowledge SJTs are developed to have 
g eneralizability across a wide variety of situations. Therefore, they could potentially be im
plemented more easily across different cultures. That said, we also caution that ITPs might 
be valued differently across cultures. For example, individualistic cultures might value 
expressions of extraversion in a specific situation, whereas collectivistic cultures might value 
these expressions less in that same situation and instead value expressions of other traits such 
as agreeableness more. Accordingly, empirical evidence is needed to determine the extent 
to which domain‐general SJTs can be successfully implemented across different cultures.

Conclusion

This chapter delineates two perspectives about the determinants of SJT performance: the 
contextualized perspective views SJTs as measures of job‐specific knowledge, whereas the 
other perspective views SJTs as measures of general domain knowledge. Many current SJTs 
are situated somewhere between the two. Both perspectives are useful but have different SJT 
design implications. One perspective suggests further investing in more realistic stimulus and 
response formats. Conversely, the other perspective suggests streamlining SJTs. An impor
tant practical implication of the first perspective is the promise of improved predictive power 
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involved in more realistic SJTs, while the second perspective posits that criterion‐ and 
 construct‐related validity would not suffer and indeed could benefit from designing more 
generic SJTs allowing broader predictions. This might especially hold for entry‐level selection 
purposes because contextualization appears to be of higher importance for advanced‐level 
selection. In the future, it seems beneficial that a clearer demarcation is used between these two 
perspectives. We also provide recommendations for practice and a research agenda for more 
comparative research between these two SJT perspectives in terms of key selection variables.
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Introduction

Simulation exercises are a group of assessment methods that measure applicants’ work‐
relevant performance while performing tasks, interacting with others or using equipment 
or technology (Callinan & Robertson, 2000; Ployhart, Schneider, & Schmitt, 2006). This 
includes a range of assessment procedures, all of which closely resemble actual parts of the 
focal job for which the applicant is being assessed, including situational judgement tests, 
assessment centre exercises and work‐sample and performance tests. Across assessment 
types, simulations can be designed to measure a wide range of constructs such as hard and 
soft skills, personality, task performance, job knowledge and cognitive ability (Tuzinski, 
2013). They have been used in selection systems for a full range of jobs and positions.

Unlike traditional assessment approaches which rely on indirect evidence of appli-
cants’ skill and ability to perform, simulations rely on direct evidence. The underlying 
premise of simulations is the idea of point‐to‐point correspondence (Asher & Sciarrino, 
1974); that is, prediction is improved to the extent that the assessment mirrors the 
c riterion domain for a given job, focusing on some or all of the behaviours required for 
successful overall performance. This approach is different from that used by measures 
such as assessments of personality and cognitive ability, which focus on applicants’ pre-
dispositions to behave. Simulations rely on samples of behaviours to predict subsequent 
job performance. Selection decisions are most accurate when based on behavioural 
c onsistency, the notion that the best predictor of future behaviour is past behaviour in 
the same or similar contexts. Simulations maximize the prediction of job performance by 
evaluating behavioural samples that match job performance requirements rather than 
signs (Wernimont & Campbell, 1968).

Simulations have a long history of use across the human capital lifecycle including 
p ersonnel selection, certification and training programmes, as well as in a number of 
educational contexts. In personnel selection, the use of simulations dates back to their use 
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in the military in the 1940s and the start of widespread organizational use with managerial 
assessment centres at AT&T in the 1950s (Bray, Campbell & Grant, 1979). Advances in 
technology are leading to increases in simulation sophistication, realism and fidelity and 
have made development and administration more economical. The once static and paper‐
based simulations of years past now include multimedia and leverage technology for 
administration and scoring. This has provided endless possibilities for development and 
measurement.

Today, simulations feature prominently in many selection systems across industry sec-
tors in private and public organizations around the world. According to an international 
study conducted by the Corporate Executive Board (CEB) (Fallaw & Kantrowitz, 2013) 
on assessment trends, 67% of the companies surveyed use some form of simulations as part 
of their hiring process. Of these, 42% were from China, 13% were from South Africa, 11% 
were from the United Kingdom, 8% were from Australia, 8% were from the United States 
and Canada, and 18% were from other countries. This trend is likely to increase because of 
the number of benefits simulations provide over traditional approaches for predicting job 
performance, including practicality, criterion‐related and incremental validity, potential for 
smaller subgroup mean differences and less adverse impact, and positive applicant reactions 
and engagement. Simulations remain the only assessment type that can simultaneously 
measure the interaction of constructs required for job performance.

The value of simulations is well understood and based in sound science. However, as 
technology advances our ability to develop simulations at an accelerated pace, a gap 
b etween research and practice has started to open. In this chapter we review the current 
research and trends related to the use of simulations in personnel selection. We begin by 
providing a taxonomy of simulation types, followed by a discussion of simulation fidelity 
and its impact. Next, we review the psychometric evidence supporting their use to include 
validity and subgroup mean differences and discuss issues related to construct measurement. 
This is followed by a discussion of applicant reactions, cross‐cultural considerations and 
the important role simulations can play in recruitment and organizational branding. 
We conclude with a discussion of topics in need of consideration by simulation developers 
and users and we project the future of simulations for selection.

Taxonomy of Simulation Types

Organizational frameworks for classifying simulations are largely lacking. This has led to 
inconsistencies in the definition of simulations and standards for development, validation 
and scoring. Simulations represent a range of assessments with large variability in terms of 
format and function. It is not a single method or procedure, but an approach for assessment. 
For this reason simulations are often classified as measurement methods. Simulations for 
personnel selection can be grouped into four major assessment types: situational judgement 
tests (SJTs), work‐sample and performance tests, assessment centre exercises and job try-
outs (Tuzinski, 2013; U.S. Merit Systems Protection Board, 2009). Below, we present a 
brief summary of these groupings. The discussion is not comprehensive, but rather estab-
lishes a foundational understanding. Within each group, technology can play more or less 
of a role in delivery. Nor are the groups mutually exclusive, for example, it is common for a 
computer‐based managerial in‐basket to include multiple‐choice SJT‐type response options.

 • Situational judgement tests. Situational judgement tests (SJTs) present applicants with 
a series of situations or scenarios similar to those they will encounter on the job and 
viable options for handling these situations. Depending on the approach, applicants 
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are asked to select the most effective, or most and least effective, ways of handling the 
situation from the response alternatives. SJT stimuli can be presented in text‐based 
format or can leverage multimedia.

 • Work‐sample and performance tests. Work‐sample and performance tests consist of tasks 
or work activities that are physically or psychologically similar to the tasks and duties 
employees are required to perform on the job. Applicants’ skills are evaluated by asking 
them to perform the tasks under the same conditions as those required on the job. For 
example, a hands‐on work sample for an electrician may ask applicants to troubleshoot 
a circuit, inspect electronics for defects and conduct an electronics test. Increasingly, 
these are being delivered online. For example, software developers may be asked to 
debug sequences of code and plant operators may be required to monitor pressure in 
online gauges.

 • Assessment centre exercise. When work samples are used for the selection of profes-
sionals, supervisors and managers, they are often referred to as assessment centre exer-
cises. Exercises frequently include in‐baskets, role‐plays, analytic exercises and group 
discussions; these are typically scored by trained assessors. Technology has changed the 
means by which assessment centre exercises are delivered and scored. For example, 
in‐baskets now mimic desktop applications and can employ the use of multiple‐choice 
formats. Role‐plays and performance counselling exercises are now using video‐ or 
avatar‐based item presentations and complex, automated branching algorithms, 
removing the need for human role players and assessors.

 • Job tryouts. Job tryouts are the most extreme form of simulations. In a job tryout, 
applicants are hired following an initial screening. Once on the job, they enter a 
p robationary period when they are assessed to ensure satisfactory performance. 
Because these simulations are not developed and validated in a traditional sense, they 
are not a focus of this chapter.

Fidelity

Fidelity is the degree or precision to which something is reproduced. In the context of 
assessment, it is the degree to which a measure represents or replicates actual features of 
the focal job. While simulations vary in their level of fidelity, as a group one of their major 
benefits is their ability to achieve greater fidelity than other assessments types. Giving 
applicants an assessment with tasks that closely resemble actual features of the jobs for 
which they are being considered is not possible with more traditional assessment types. 
Fidelity can be considered a continuum, running from low to high. Traditional personality 
and intelligence tests typically fall at the low end of the continuum as these are usually not 
job‐specific and do not typically measure constructs in the same manner in which they are 
needed on the job. At the other end of the continuum are more specific work‐sample and 
performance tests, such as those used for air traffic controllers to simulate real work envi-
ronments (e.g., monitor radar, interact with pilots, use real equipment) which immerse 
applicants in the job.

Psychological and physical fidelity
Researchers often distinguish between the psychological and physical fidelity of the 
assessment (Binning & Barrett, 1989; Goldstein, Zedeck & Schneider, 1993). 
Psychological fidelity refers to the extent to which an assessment requires test‐takers to 
utilize the knowledge, skills and abilities during the assessment that they will use on the job. 
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Physical fidelity refers to the extent to which an assessment replicates actual tasks per-
formed on the job. For an assessment to be valid it must have psychological fidelity. In 
addition, in most cases, as the level of physical fidelity increases, so does psychological 
fidelity. Many simulations, such as SJTs, only exhibit psychological fidelity. These simula-
tions do not require a hands‐on performance as applicants are presented with hypothetical 
scenarios to which they respond verbally or in writing. At the other end of the continuum 
are simulations such as call centre assessments where applicants take calls and enter 
information into programs or databases, and computer skills assessments where applicants 
are asked to perform tasks using real software packages. These assessments are hands‐on 
and the tasks performed closely replicate the real‐world setting. Between these extremes 
there is a range of simulations, such as managerial in‐baskets with computer‐based assess-
ments that mirror the applicant’s desktop, exhibiting a higher fidelity than paper‐based 
in‐baskets.

Stimuli and response fidelity
Assessment fidelity can also be discussed in terms of the stimuli presented and the modality 
of responses required. Stimulus fidelity refers to how closely the mode of delivery of the 
assessment content mirrors the job. Response fidelity refers to the way in which the candi-
date responds to the assessment stimuli (e.g., behavioural, verbal, written) and the extent 
to which the assessment affords the opportunity to exhibit the behaviours as they would 
on the job. Holding psychological fidelity constant, this concept is not unrelated to the 
idea of physical fidelity: the higher the level of stimulus and response fidelity, the higher 
the level of physical fidelity.

Simulations such as an automotive production assessment in which applicants must 
follow detailed instructions to select parts, perform drilling operations and monitor and 
inspect quality would be at the high end of the stimulus and response fidelity continua. 
SJTs which present scenarios in a text‐based format and require multiple‐choice respond-
ing would be low on both stimulus and response fidelity. Between these extremes there is 
a range of simulations that vary in stimulus and response fidelity. For example, a computer‐
based in‐basket that requires written responses to emails for later scoring by human raters 
would be high on both stimulus and response fidelity, while a computer‐based in‐basket 
that presents multiple‐choice options would be high on stimulus fidelity and low on 
response fidelity. A computer‐based role‐play that presents video‐based scenarios and 
multiple‐choice questions for branching would be low to moderate on stimulus fidelity 
and low on response fidelity. Finally, a money‐counting exercise for banking and retail 
positions that presents applicants with an online, interactive money drawer and asks them 
to count out a specific amount of money by clicking on the appropriate combination of 
bank notes and coins could be considered moderate on both stimulus and response fidelity.

Impact of fidelity on validity
While a more detailed discussion of simulation validity will be presented later in this 
chapter, the impact of fidelity on validity is worth mentioning here. Under the assumption 
of point‐to‐point correspondence, one would assume that higher levels of fidelity would 
translate into higher observed validities. However, it is not always the case that 
correspondence between the predictor and criterion results in an assessment that is more 
job‐related, and in practice the level of correspondence needed is not always straight-
forward (Callinan & Robertson, 2000). Interestingly, simulations across the fidelity 
c ontinuum have exhibited similar levels of validity in individual studies, suggesting that 
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moving to low‐fidelity simulations may not always impact validity (Lievens & Patterson, 
2011). This has led some to argue that, based on the current and limited understanding 
of fidelity and validity, the time and resources required to develop high‐fidelity simulations 
may not be justified.

In their review of the validity of simulations ranging from low to high fidelity, Boyce, 
Corbet and Adler (2013) correctly assert that while various simulation types generally 
have exhibited comparable levels of validity across individual studies, same‐sample studies 
directly comparing simulations ranging in fidelity are lacking. It is frequently argued that 
the impact of fidelity on validity needs to be examined in the context of both stimulus and 
response fidelity. For example, Lievens, De Corte and Westerveld (2012) examined how 
response fidelity impacted job performance. They found that for police trainees, only an 
actual behavioural response led to significant predictions of future job performance. 
F unke and Schuler (1998) found that increasing SJT stimulus fidelity had no impact on 
validity, while increases in response fidelity (multiple‐choice, written, oral) were associated 
with greater validity.

Despite these studies, research examining the impact of fidelity on simulation validity is 
needed before definitive conclusions can be made. This is particularly true as advances in 
technology are continuing to accelerate our ability to vary stimulus and response fidelity. 
To date, no clear guidance has been provided on the level of fidelity required to achieve 
desired levels of validity, and this is a clear area of need when considering costs and utility. 
As research accumulates, frameworks can be developed that will guide simulation 
development. What makes researching fidelity difficult, beyond the distinction between 
stimulus and response fidelity, is the fact that fidelity’s importance is likely to vary 
according to job.

Psychometric Characteristics

Research studies have repeatedly found that group simulations are one of the best predic-
tors of job performance. These results have held across a range of positions and industries. 
There is a number of reasons to expect that simulations should be valid predictors of job 
performance. First, they are built on the premise of point‐to‐point correspondence, which 
suggests that prediction is improved to the extent that predictors mirror the criterion 
(Asher & Sciarrino, 1974). Second, unlike many predictors (other than tests of cognitive 
ability) simulations are ‘show me’ and not ‘tell me’ measures. That is, we do not ask the 
applicant to tell us how good they are at dealing with a problem or scenario; we given 
them one to solve. This provides two benefits: mitigating inflation and response distortion 
as applicants cannot fake proficiency and requiring a behavioural response that yields a 
more accurate measure of actual ability (Gatewood, Field & Barrick, 2008). In this section, 
we summarize the current state of the literature on simulation validity and discuss subgroup 
mean differences.

Validity
Meta‐analytic studies have found simulations to be valid predictors of job performance. In 
perhaps one of the most influential studies examining criterion‐related validity evidence 
for a variety of predictor measures, Schmidt and Hunter (1998) in a meta‐analysis found 
work samples and assessment centres to have corrected validity coefficients for the predic-
tion of job performance of 0.54 and 0.37, respectively. Interestingly, the corrected validity 
coefficient for tests of general mental ability was 0.51, suggesting that work samples are 
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some of the best predictors available. A meta‐analysis of performance tests conducted by 
Roth, Bobko and McFarland (2005) found a corrected validity coefficient of 0.33. 
McDaniel, Hartman, Whetzel and Grubb (2007) examined the validity of SJTs. Their 
meta‐analysis found an overall corrected validity coefficient of 0.26. Finally, in meta‐
analyses of assessment centre validity, Gaugler, Rosenthal, Thornton and Bentson (1987) 
found a corrected validity coefficient of 0.36 for overall ratings, and Arthur, Day, McNelly, 
and Edens (2003) found corrected validity coefficients ranging from 0.25 to 0.39 for 
dimension ratings. It is important to note that simulations are frequently developed to 
assess multiple constructs and their level of observed validity will vary according to what 
is measured.

In addition to excellent criterion‐related validity, simulations have been found to pro-
vide incremental validity beyond measures of cognitive ability. For example, Roth and 
colleagues (2005) found that performance tests added to the prediction of job performance 
when cognitive ability was also used as a predictor. Clevenger, Pereira, Wiechmann, 
Schmitt and Harvey (2001) found incremental validity for SJTs even when included in a 
selection battery consisting of measures of mental ability, conscientiousness, job experience 
and job knowledge. Schmidt and Hunter (1998) found assessment centres have modest 
incremental validity when used with a test of general mental ability.

To date, there is a substantial number of meta‐analytic studies supporting the validity of 
traditional simulations. However, technology has changed the very nature of simulations 
and the ever‐increasing rate of change has meant that science has not been able to keep 
pace. For example, few research studies have examined the validity of computer‐based in‐
baskets or branching role‐plays (Olson‐Buchanan et  al., 1998; McNelly, Ruggeberg & 
Hall, 2011; Mueller‐Hanson et al., 2009). Additional studies and meta‐analytic research 
are needed before stable estimates of validity can be achieved.

Subgroup mean differences, adverse impact and legal defensibility
Practitioners developing assessments for employee selection strive to balance the often 
competing goals of maximizing validity and reducing subgroup mean differences (e.g., 
minority–White, over 40–under 40) and adverse impact. To the extent that an assessment 
exhibits subgroup mean differences (d), there is the potential for adverse impact and legal 
scrutiny. Early studies examining subgroup differences led to the popular conclusion that 
simulations are valid assessments that do not yield score differences against ethnic groups. 
For example, Clevenger and colleagues (2001) found standardized mean difference 
b etween White and Black applicants of 0.37 across multiple samples. This is compared to 
a mean difference of approximately 1.0 commonly observed for cognitive ability tests 
(Hunter & Hunter, 1984). Schmidt, Greenthal, Hunter, Berner and Seaton (1997) exam-
ined mean score differences and passing rates between White and Black test‐takers on a 
performance test and found no differences.

While these results are promising, many of the studies, particularly when examining 
performance tests, used job incumbent samples and are subject to range restriction from 
prior selection. In such samples, one would expect mean differences to be small as incum-
bents have been on, and have familiarity with, the job for which they are being assessed. 
Bobko, Roth and Buster (2005) examined the scores of White and Black applicants on a 
work‐sample exercise in two studies using applicant samples. The mean differences 
observed approached what are commonly observed for cognitive ability tests (d = 0.72). 
In an examination of assessment centres, Schmitt and Mills (2001) found mean difference 
on assessment centre ratings (d = 0.30) that were about half the size of those observed for 
paper‐and‐pencil tests (d = 0.61) in the same study.
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Several recent meta‐analyses have examined subgroup mean differences across various 
types of simulations. Whetzel and colleagues (2008) examined mean differences for SJTs 
and found White–Black and White–Hispanic ds of 0.38 and 0.24, respectively. Roth, 
B obko, McFarland and Buster (2008) examined mean differences for work‐sample tests 
and found a White–Black d of 0.73. Dean, Roth and Bobko (2008) examined mean 
d ifferences for assessment centre ratings and found a White–Black d of 0.52 in an applicant 
sample. The White–Black d in the incumbent sample was 0.32. Some of the ds observed 
in these studies are larger than many researchers had previously assumed, especially for 
work samples and assessment centres. Based on the research evidence to date, simulations 
appear to exhibit non‐trivial racial mean differences.

It should be noted that simulations can range in the extent to which they tap cognitive 
constructs. The extent to which a simulation is cognitively loaded impacts the level of 
subgroup mean differences observed. For example, Goldstein, Yusko, Braverman, Smith 
and Chung (1998) found that the size of the mean differences observed varied by 
assessment centre exercise type and exercise types varied in their level of cognitive load. In 
Whetzel, McDaniel and Nguyen’s (2008) meta‐analysis, the cognitive and personality 
loadings of SJTs were found to be moderators of mean score differences in SJT 
performance. Similarly, Roth and colleagues’ (2008) meta‐analysis found that assessment 
centre exercises measuring cognitive constructs exhibited White–Black ds of around 0.80, 
while exercises measuring non‐cognitive constructs exhibited ds of around 0.27. This 
research suggests, as others have stated, that decreasing the cognitive load of the simula-
tion may be a viable method for mitigating adverse impact (Ployhart & Holtz, 2008; 
Ryan & Tippins, 2004). For example, one might consider verbal responses to in‐basket 
items as opposed to written responses (Whetzel, McDaniel & Pollack, 2012). However, 
it should be cautioned that developing simulations that decrease the cognitive load may 
also reduce their observed validity.

Relatively little US case law exists as it relates to modern simulations used for employee 
selection. However, when soundly developed and validated, assessment centres have 
been supported by the courts and the US Equal Employment Opportunity Commission 
in cases of alleged discrimination (Gatewood et  al., 2008). Additionally, Terpstra, 
M ohamed and Kethley (1999) and Terpstra and Kethley (2002) found support for work 
samples and assessment centres in US federal courts. While there were few cases to review, 
both work samples and assessment centres were significantly less likely to be challenged 
in court (when taking usage into account) and their use was successfully defended more 
frequently than other assessments. In fact, some employers are turning to simulations 
because they are less likely to be challenged (Whetzel et al., 2012). This movement is 
supported by applicant reactions research (discussed in more detail below), which has 
found litigation intentions may be lower when simulations are used (Hausknecht, Day & 
Thomas, 2004).

Construct Measurement

Simulations, when coupled with technology, present new opportunities to significantly 
expand the domain of constructs assessed in a selection context. Advances in selection sci-
ence, such as measuring response latencies in an effort to enhance the measurement of 
personality (Ranger & Khun, 2013), and the collection of other micro‐behaviours (such 
as click patterns and mouse over times which are being explored as possible predictors of 
workplace behaviour) (Reynolds & Dickter, 2010), are enriching the evidence used to 
make inferences about the constructs being measured and expanding construct representation. 
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However, we contend that simulations offer the most promise for expanding the domain 
of constructs assessed as they are uniquely able to model complex interactions among 
the  traits required for job performance that might otherwise be difficult to capture 
(Aguinis, Henle & Beaty, 2001).

As one example, current research and theory suggest that, now more than ever, leaders 
need to be agile learners and that this ability differentiates successful from unsuccessful 
leaders (Charan, Drotter & Noel, 2000; Goldsmith, 2007; McCall, 1998). Learning 
agility is defined as the willingness and ability to learn from experience and subsequently 
apply that learning to perform successfully under novel or first‐time conditions (De 
Meuse, Dai & Hallenbeck, 2010; Lombardo & Eichinger, 2000). It is important to note 
that true learning agility is indeed a twofold attribute: individuals must be both willing 
and able to learn from experience. At its core, learning agility is founded on a compilation 
of cognitive, personality and motivational factors and is about extracting key lessons from 
one situation and applying them later to a different situation. When assessing learning 
agility, practitioners have typically assessed the personality and motivational factors (the 
willingness) and the underlying cognitive ability required, leaving the true ability to learn 
and use new information unmeasured. Simulations allow for refined measurement of the 
ability component of the construct. They add benefit because they can require applicants 
to absorb, integrate and interpret information in a real‐time, simulated environment and 
to model, explore and attempt different strategies when using new information: this is 
particularly important as these behaviours reflect the very essence of learning agility 
(Malka et al., 2012).

Simulations may simultaneously measure an array of constructs. It has often been diffi-
cult to assess their internal consistency, reliability and construct validity, and this has led 
to some controversy over their use in a selection context (Whetzel et al., 2012). What 
simulations measure and why they are predictive of job performance is in most cases not 
well understood (Callinan & Robertson, 2000). This is particularly true the further one 
moves away from direct point‐to‐point correspondence between the predictor and the 
criterion space. When there is a direct overlap between the assessment and the work per-
formed on the job, we move away from a traditional focus on construct or trait‐based 
assessment to a focus on what people are expected to do on the job (Guion, 2010). But a 
direct overlap is not always possible for a variety of reasons. As simulations are built and 
used in selection contexts, it is important to have a solid understanding of what is actually 
being measured.

To the extent that simulations are not high in stimulus and response fidelity, there is 
the potential to introduce construct irrelevant variance. As simulations are built, and 
technology is continually leveraged for their delivery, this concept needs to be explored. 
When engaged in a computer‐based simulation, for example, applicants depend on 
their ability to operate computers or hardware. With a highly complex branching sim-
ulation or game, being able to navigate the environment itself may be a confounding 
variable – one not actually related to constructs required for job performance (e.g., 
Zenisky & Sireci, 2002). Such variance may attenuate test‐takers’ performance in a way 
that is unrelated to their true standing on the targeted constructs of interest and con-
sequently undermine the validity of the selection outcomes. The use of technology for 
simulation delivery may be most appropriate for jobs where technology use is a 
fundamental job requirement. Similarly, it has been mentioned that video‐based SJTs 
might give irrelevant contextual information and unintentionally insert more error 
into SJTs (Weekley & Jones, 1997). It may be the case that these irrelevant constructs 
may have different effects on test performance across different subgroups (Yongwei, 
Sireci & Hayes, 2013).
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Applicant Reactions

In addition to psychometric considerations, it is important to evaluate applicant reactions 
to the assessments used in the selection process. This includes evaluating applicant 
p references for various types of assessment, as well as the extent to which they see them as 
job‐relevant and fair. Meta‐analytic studies examining a range of assessment types have 
found that simulations yield among the most positive applicant reactions (Hausknecht 
et al., 2004). In this section we examine applicant reactions to simulations from a justice 
perspective and discuss the impact of fidelity and multimedia on applicant reactions.

Justice and reactions
Applicant reactions are typically evaluated using frameworks derived in organizational jus-
tice theory, most often Gilliland’s (1993) model. Three key dimensions have been found 
to form the basis of applicants’ fairness reactions to a selection process: 1) perceived job‐
relatedness, 2) opportunity to perform and 3) interpersonal treatment. The more job‐
related an assessment appears, the fairer it will be perceived (Gilliland & Cherry, 2000). 
Simulations present tasks and implicitly have higher face validity because they look like the 
job. Research has shown that applicants see simulations as job‐relevant and therefore fair 
when compared to other assessment types (Huffcutt, 1990; Robertson & Kandola, 1982). 
These results have held across countries, including Belgium, France, Netherlands, 
Portugal, Singapore, Spain and South Africa (Anderson & Witvliet, 2008; Steiner & 
Gilliland, 1996, 2001). However, additional research is needed beyond countries with a 
shared European heritage.

Opportunity to perform is defined as having an adequate opportunity to demonstrate 
knowledge, skills and abilities in the testing situation. Schleicher, Venkataramani, Moreg-
son and Campion (2006) suggest opportunity to perform is one of the most important 
procedural justice rules because applicants who feel they were able to demonstrate their 
skills and abilities can then justify a poor or favourable outcome. Conversely, if applicants 
do not feel they have had an opportunity, they may believe an unfavourable outcome was 
due to that perceived lack of opportunity. Simulations have a direct overlap to the target 
position making it explicit how performance on the exercise is related to performance on 
the job (Boyce et al., 2013) and leads to the belief that they represent a fair opportunity 
to demonstrate ability (Robertson & Kandola, 1982; Smith, 1991).

Simulations are typically just one assessment used in the selection process. They are 
frequently combined with other assessments such as measures of cognitive ability or person-
ality which tend have more negative applicant reactions. Smither, Reilly, Millsap, Pearlman 
and Stoffey (1993) proposed that positive (or negative) reactions to one assessment can 
impact reactions to other assessments and the selection process as a whole. As such, the use 
of a simulation in an assessment battery may help to improve the perceptions of the entire 
process. Drew, Lamer, Burk‐Lee, LeVine and Wrenn (2012) found that applicant reactions 
to personality and cognitive ability assessments were more positive when followed by an 
animated SJT than by a text‐based SJT. However, research specifically examining the impact 
of simulations on applicant reactions to other tests and the overall hiring process is lacking.

Impact of fidelity and multimedia
In the same way that research examining the impact of changes in stimulus and response 
fidelity on validity is in its infancy, so too is research examining its impact on applicant 
reactions (Bauer et al., 2011). Much of the work in this area has focused on the impact of 
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technology and the use of multimedia in simulations and has been in unpublished research 
literature. As summarized by Bruk‐Lee, Drew and Hawkes (2013), innovative assessment 
items provide a more engaging experience and are perceived favourably by applicants. 
Additionally, innovative response option formats have been found to be more job‐related 
and engaging compared to multiple‐choice formats. Research related to the inclusion of 
multimedia in simulations has yielded generally positive applicant reactions and has been 
found to increase perceptions of job‐relatedness. For example, audio‐ and video‐based 
content presentation has been found to have higher perceptions of face validity than text‐
based presentation of the same content as have avatar‐based SJTs compared to text‐based 
SJTs presenting the same content (Bruk‐Lee et al., 2013). Research examining the impact 
of technology and multimedia on the opportunity to perform is lacking and substantive 
conclusions cannot be drawn.

Cross‐cultural Application

The globalization of the economy has necessitated the development of selection proce-
dures that can be used across countries and cultures, while simultaneously recognizing and 
allowing for local differences and cultural norms. Applications include using an assessment 
developed for a job in one country to select for that job in other countries where the 
o rganization operates or using an assessment to select individuals from a host country who 
will work as an expatriate in another country. Surprisingly, internationally‐oriented research 
has only emerged since 2005 (Lievens, 2008). This lack of research is particularly true for 
simulations.

Research has found differences in the extent to which a range of assessment types are 
used across countries (e.g., Newell & Tansley, 2001) and that contextual factors (e.g., 
cultural, national, political, legal, economical, technological) may in part drive those dif-
ferences and impact the extent to which assessments and features generalize across 
 cultures (e.g., Ryan, McFarland, Baron & Page, 1999). In the specific context of simu-
lations, the impact of these factors has mostly been explored for assessments centres, 
which are used extensively in the industrialized countries (Lievens & Thorton, 2005). 
For example, Krause and Thorton (2008) explored cross‐cultural differences in the use 
of assessment centres related to such variables as dimensions assessed, types of exercise 
used and the extent to which technology is employed. Lievens, Harris, Van Keer and 
Bisqueret (2003) found that a group discussion assessment centre exercises was  predictive 
of success in a training programme for European managers in Japan, but a group presen-
tation exercise was not. The authors hypothesized that the group discussion exercises 
reflected the team‐based culture inherent in the country where the work was to be 
c onducted. For SJTs, Lievens (2005) suggests that cultural differences may impact the 
applicability of the situations used, response options presented and the effectiveness of 
the response option. For example, cultures high in collectivism may be more likely to 
identify response options that promote ‘group harmony’ as effective when compared to 
cultures high on individualism.

Simulations are often highly contextualized, making them prone to cultural differ-
ences. This is particularly true if the skills and attitudes being assessed are culturally 
bound. The key to the validity of simulations is point‐to‐point correspondence and 
validity is compromised when the predictor and criterion domains do not overlap. 
Cultural differences in what constitutes an effective response have the potential to limit 
the generalizability of simulations across cultures. It is crucial that the simulation matches 
the definition of performance adopted by the country or culture where it is used 
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(Hough & Oswald, 2000; Lievens, 2008). When using simulations, users will have to 
make choices about what assessment features and specific practices to include, what 
needs to be adapted in consideration of the impact of cultural differences and the extent 
to which the features of those practices will generalize to other cultures. Simulation‐
specific research is needed to examine the value of modifying assessment processes to 
accommodate localization versus the costs and the value of being able to compare 
assessment results across locations.

One key issue is the extent to which assessment validity can generalize from one culture 
to another. That is, do criterion‐related validities of simulations differ across countries? 
US‐based meta‐analyses are often used to support the validity of assessments in other 
countries. However, for the reasons previously discussed, these meta‐analytic findings may 
not be transferable (Herriot & Anderson, 1997). To date, research in the area of cross‐
cultural validity has largely focused on cognitive ability and personality. For example, 
S alagado, Anderson, Moscoso, Bertua and De Fruyt (2003) found support for the gener-
alizability of cognitive ability across seven European countries with validity coefficients 
similar to those found in US meta‐analyses. Similar results support the generalizability of 
personality measures in European meta‐analyses (Salgado, 1997).

Much of the simulation criterion‐related validation studies have been done in the US. 
However, similar levels of criterion‐related validity have been found in other countries. 
For example, a meta‐analysis of work‐sample validities conducted by Robertson and Downs 
(1989) focusing on British studies found observed validities of 0.41, 0.48, and 0.21 for 
training ratings, errors and job performance criteria, respectively. Chan and Schmitt 
(2002), Livens, Buyse and Sackett (2005) and Funke and Schuler (1998) demonstrated 
that SJTs developed in Singapore, Belgium and Germany for the prediction of job 
performance in those countries, respectively, had validities similar to SJTs developed in the 
US. For assessment centres, Becker, Hoft, Holzenkamp and Spinath (2011) found a mean 
corrected validity of 0.40 in German‐speaking regions. While these results as a whole are 
promising, research is needed beyond countries with a shared European heritage, such as 
Africa, Asia, and Central and South America.

An important distinction needs to be made between within‐country and across‐
country applications of selection measurers (Lievens, 2005, 2008). Much of the research 
has focused on within‐country application  –  the development and validation of the 
assessment in one country for the prediction of job performance in that country. Little 
research has focused on the validity of simulations developed in one country and used for 
the prediction of job performance in another. For example, Such and Schmidt (2004) 
developed an SJT for use across countries based on the results of a cross‐cultural job 
analysis. The assessment was found to be valid in the UK and Australia, but not in 
Mexico. Lievens and colleagues’ (2003) study previously discussed is the only research 
that could be found looking at the validity of the across‐country application of assessment 
centres. More research in this area is clearly needed to explore across‐country application 
of simulations and the variables that allow for the generalization of results in order to 
guide development and use.

Finally, the use of simulations across cultures has inherent costs. First, when used 
globally, assessment content must be translated. These costs may be higher than for 
other assessments types as not only must assessment content be translated, but so too 
must interfaces and other features that attempt to replicate the job. There is also a need 
to establish translation equivalence. Additionally, to the extent that the validity of a sim-
ulation can or cannot generalize, costs for development and use may be more or less. 
The user must weigh the costs and benefits of using universal versus cultural‐specific 
assessments.
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Recruitment and Branding

An organization’s selection process is necessarily linked to its recruitment strategy and 
approach. Both recruitment and selection are about placing people in jobs. A good recruit-
ment strategy not only focuses on attracting people to the organization (and who will 
subsequently be assessed), but also increases the probability that applicants will accept job 
offers when made (Chapman, Uggerslev, Carroll, Piasentin & Jones, 2005). A selection 
process must necessarily support both the attraction and acceptance elements of an 
o rganization’s recruitment strategy. In much the same way as recruitment factors, such as 
prompt follow‐up and reactions to site visits, are positively related to whether the applicant 
stays in the recruitment pool and ultimately decides to accept a job offer, the specific 
assessments used in the process can have a large impact. It is here that simulations can play 
a significant role compared to traditional assessments.

Realistic job previews
Realistic job previews (RJPs) have long been an important part of many recruitment strat-
egies (Wanous, 1992). In an RJP, the applicant is provided with information about both 
the positive and negative aspects of an organization and the specific position or role. The 
underlying idea is that by providing the applicant with a comprehensive picture of the job 
the dissonance that can occur as a result of differences between the applicant’s expecta-
tions and the actual job once employed is mitigated. For example, it is important that an 
applicant for an airline manufacturing position not only sees how the work results in a 
completed airline at the cutting edge of the aerospace industry, but also that the successful 
applicant will be required to climb into tight and confined fuel cells as a regular part of the 
job. RJPs have been shown to have some impact on important bottom‐line organizational 
metrics, such as reductions in turnover and increases in job satisfaction, but the size of 
these effects is usually only small to moderate (Earnest, Allen & Landis, 2011; Meglino, 
Ravlin & DeNisi, 2000; Phillips, 1998; Wanous, Poland, Premack & Davis, 1992). Despite 
these results, it is largely accepted that it is important to provide applicants with a realistic 
picture of the job (Breaugh, 2008; Buckley, Fedor, Carraher, Frink & Marvin, 1997) and 
that this preview provides applicants with the information they need to make an informed 
decision to self‐select into (or out of) the job opportunity, based on a real or perceived 
match of skills, abilities, interests and preferences.

There is an increasing understanding that RJPs should be included throughout the 
recruitment process rather than at one point in time, such as in a recruitment video 
(Rynes & Cable, 2003). This includes the assessments used to evaluate applicants for 
positions. In comparison to other selection methods (e.g., measures of cognitive ability 
and personality), simulations have the unique ability to contribute to the RJP, allow 
for self‐selection and self‐suitability assessment, and result in a better job fit (Downs, 
Farr & Colbeck, 1978; U.S. Merit Systems Protection Board, 2009). They offer the 
applicant the opportunity to engage in job activities, either behaviourally or verbally, 
that present real‐life activities and challenges that may be encountered on the job. At the 
high end of the fidelity spectrum, simulations can be seen as job tryouts under struc-
tured testing conditions. Regardless of their fidelity, simulations present a unique oppor-
tunity for applicants to learn about the position, assess the person–job fit and better 
determine if they are well suited to the position because they mimic job requirements. 
Additionally, organizations are increasingly embedding traditional RJP content, such 
as  videos about organizational values or employee testimonials, as part of the actual 
assessment process.
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Attraction and job acceptance
Simulations can also play an important role in attracting applicants to an organization and 
can increase the likelihood that applicants will accept job offers. At early stages in the 
recruitment and selection process, applicants’ interest in an organization is influenced by 
perception of, and familiarity with, the organization (Gatewood et al., 2008). In these 
early stages, applicants have very limited information about the job and as such often make 
a choice about where to apply based on that limited information and perception. At later 
stages in the process, any additional information provided has an impact on which organi-
zations they will pursue and where they will accept job offers (Rynes & Cable, 2003). 
Given that qualified applicants may well have multiple job offers, it is important to manage 
the organization’s image throughout the recruitment and selection process.

Research has shown that applicants make inferences about an organization based on 
the information they are provided in the selection process and those inferences may 
impact their desire to pursue employment with an organization (French, 1987). In 
addition, they transfer those inferences to multiple organizational and job characteristics 
(Barber & Roehling, 1993). The assessments used as part of the selection process are 
another piece of information applicants use to form impressions. Applicant reactions to 
the selection process impact their attraction to, and views of, an organization (Chapman 
et al., 2005; Hausknecht et al., 2004). To the extent that applicants are impressed by the 
assessments used in the selection process, they are more likely to develop a favourable 
impression of the organization and will be more likely to stay in the recruitment pool and 
accept job offers when made. Meta‐analytic studies have found simulations to be among 
the most favourably perceived by applicants (Hausknecht et al., 2004) due in large part 
to their face validity and the opportunity to perform that they provide. As such, unlike 
traditional assessments, simulations have the greatest potential to attract applicants to 
organizations and lead to offer acceptance because they provide insight into the job and 
its requirements.

Branding
Organizations are increasingly using assessments as an opportunity to promote their 
brand because they have the potential to influence perceptions (Yu & Cable, 2012). In 
addition, there is a growing understanding that applicants are often also customers (Boyce 
et  al., 2013). As a result, not only is it important that those applicants/customers be 
treated fairly in the assessment process but also that the assessments present the organiza-
tion in the most favourable light possible and leave applicants and customers with a 
positive impression. As previously mentioned, applicant impressions are related to job 
pursuit intentions. It is fundamental for the business (from direct‐to‐consumer, online 
retailers to large international hotel chains) that applicants (selected and not selected) 
view the organization favourably and remain customers. In a social media‐rich world it is 
increasingly likely that candidates will share their impression of the organization and its 
brand with others and in turn impact others’ impressions and intentions. It is not 
uncommon, for example, when watching an organization’s recruitment videos on 
YouTube or other media players to find equally disparaging videos posted by disgruntled 
or indifferent applicants in the recommended video section. Simulations represent a 
unique opportunity to use assessments not only as a way to evaluate applicants’ knowledge, 
skills and abilities, but also as a method for recruiting and branding. Engaging assessments 
can reinforce the organization’s brand and can be used to share information as a source of 
competitive advantage.
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Additional Considerations

In addition to investigating and understanding traditional assessment issues such as psy-
chometric properties (i.e., validity and subgroup differences), construct measurement, 
cross‐cultural considerations and applicant reactions related to simulations used for per-
sonnel selection, there is a range of other considerations that must be taken into account 
when considering the use of simulations. What follows is a brief summary of further topics 
in need of consideration.

Maximum versus typical performance and validity degradation
The changing nature of the predictor–criterion relationship has long been a focus of inves-
tigation (Ghiselli, 1956; Humphreys, 1960). A consistent finding of that work has been 
that the correlation between predictor and criterion measures decays over time (e.g., 
Alvares & Hulin, 1972; Hulin, Henry & Noon, 1990). Multiple models have been pro-
posed to explain validity degradation (e.g., changing‐person model, changing‐task model, 
task consistency, skill acquisition models, dynamic criteria). A number of studies have been 
conducted to test these models with varying results, demonstrating the complexity of 
these relationships (e.g., Deadrick & Madigan, 1990; Keil & Cortina, 2001). These 
studies have mostly focused on cognitive and other ability measures (e.g., psychomotor 
ability, perceptual speed).

Relatively few studies have specifically examined the relationship between simulation 
measures and performance over time. While simulations have exhibited high criterion‐
related validities and have been found to be among the best predictors of job performance 
available, they likely maximize prediction at the point of selection. As a result, when used 
alone they may be deficient. Simulations are maximum as opposed to typical performance 
measure and assess ‘can do’ and not ‘will do’ performance over time (Borman, Bryant & 
Dorio, 2010; Callinan & Robertson, 2000). As such, they may have limited value for pre-
dicting long‐term performance, which is a desired part of a selection system for most jobs. 
The few studies that have been conducted have found that, to a greater extent than 
other measures such as cognitive ability, the validity of simulations attenuate over time 
(Robertson & Downs, 1989; Robertson & Kandola, 1982; Siegel & Bergman, 1975).

The potential for validity degradation and its causes when using simulations merits addi-
tional investigation, especially in comparison to other measures which may cost less to 
develop and administer or lead to more or less adverse impact. Much in the same way that 
multiple models have been proposed to explain validity degradation for cognitive ability, 
similar research is needed that focuses on simulations. For example, the attenuation may 
be related to the specificity of skills that are sometimes measured (Callinan & Robertson, 
2000). Alternatively, job performance models have described the interaction among 
personality, motivation and ability, as well as their importance for the prediction of job 
performance over time (Helmerich, Swain & Carsrud, 1986; Hollenbeck & Whitemer, 
1988; Kanfer & Ackerman, 1989). Goldstein, Zedeck and Goldstein (2002) found that 
non‐cognitive predictors become more important when the criterion data are collected 
later. The extent to which a simulation is cognitively loaded or correlated with personality 
variables may impact these relationships and the attenuation of validity. Cognitive ability 
may be more important than the competences assessed by a simulation at various points in 
the lifecycle of the job, such as during transitional stages when additional learning is 
required (e.g., when the job is new, when major duties or responsibilities change, when 
past experience cannot be relied on for performance) (Murphy, 1989). To the extent that 
the lifespan utility of a predictor can be estimated, a better understanding of its initial 
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utility can be acquired (Keil & Cortina, 2001) and more informed decisions can be made 
about what predictors to use for specific hiring goals and their potential organizational 
return on investment.

Applicant experience and prior knowledge
Many simulations assume that applicants already have the experience, knowledge, skills 
and abilities required for performance. As a result, simulations may not be appropriate for 
entry‐level jobs or more generalist positions, especially if post‐hire training is to be 
provided (U.S. Merit Systems Protection Board, 2009; Whetzel et al., 2012).

Cost
While the use of technology has reduced administration costs in some cases, simulations 
can be more expensive to build and maintain than other assessment types. Because of their 
specificity, they require significant input from subject matter experts and test development 
professionals. When not delivered online, the equipment required may be expensive, as are 
the costs of assessment proctoring. In addition, as jobs change, simulations will need to be 
revised more frequently than other assessment types. This is of particular concern given 
the rapidly changing nature of work.

Costs are also directly related to the level of fidelity desired. Increasing fidelity means 
increasing costs, though the cost of increasing fidelity across different simulation types is 
not equal (Walsh & Jaye, 2012). For example, low‐fidelity simulations can leverage 
automated scoring, while higher‐fidelity simulations often rely on expensive human rating 
(Boyce et al., 2013). Similarly, the use of multimedia in a low‐fidelity simulation such as a 
branching role‐play may increase development costs compared to their in‐person counter-
parts, but may be more cost‐effective to administer over time when the resources required 
to administer and score an in‐person assessment are taken into consideration. When con-
sidering the use of simulations, practitioners are advised to examine the range of cost 
factors and consider utility. This is particularly true given the research on fidelity and valid-
ity in selection contexts is not definitive. Taking an example from an educational context, 
Lapkin and Levett‐Jones (2011) used a cost‐utility analysis and found medium‐fidelity 
simulations for nurse education were more cost‐effective than the high‐fidelity simulations, 
as the medium‐fidelity simulation was one‐fifth the cost and resulted in the same level of 
knowledge acquired and same level of student satisfaction.

Bandwidth
Bandwidth is the extent to which the job performance domain is covered by an assessment. 
Ideally, all job tasks are included in a simulation, but that is a practical impossibility, par-
ticularly for complex and multifaceted jobs (Felker, Curtin & Rose, 2007). This leaves 
open the possibility that the simulation will be job‐related but deficient in that it is not 
sufficiently comprehensive to reflect the range of behaviours required for the job or role, 
and subsequently can attenuate criterion‐related validity (Callinan & Robertson, 2000). 
In constructing simulations for selection, care must be taken to ensure the inclusion of a 
representative sample of job tasks or activities or inclusion of those that are the most 
c ritical to job performance (Campbell et  al., 1990; Gatewood et  al., 2008; Green & 
Wigdor, 1991). When simulations are used with other assessments, it is advisable to iden-
tify the critical job elements not assessed or not well measured and to target the simulation 
to those areas.
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Specificity and generalizability
When developing simulations, practitioners must consider the level of specificity needed as 
it relates to the level of generalizability required. The more contextualized the simulation, 
the higher its fidelity and the more situation‐ and job‐specific it becomes (Callinan & 
Robertson, 2000). For example, a hands‐on performance test may be required to assess a 
set of specific tasks or technical skills needed for a given job. Alternatively, assessment cen-
tres can target behaviours required across jobs. There is a tradeoff between the fidelity of 
simulation and what is assessed and the generalizability of assessment outcomes 
(Reynolds & Dickter, 2010; Zenisky & Sireci, 2002). High‐fidelity simulations are less 
generalizable across jobs. However, there may be situations where sacrifices in fidelity are 
justified to achieve generalizability (Boyce et  al., 2013). The research suggests that, in 
some cases, this sacrifice may not be detrimental, at least not in terms of criterion‐related 
validity. A meta‐analysis by Whetzel, Rotenberry and McDaniel (2014) examined the level 
of specificity of in‐basket content (generic vs. job‐specific) and found that specificity had 
little impact. Generic and job‐specific in‐baskets exhibited equivalent operational validity 
estimates, suggesting no meaningful difference exists between the validity of the two types 
of assessment.

Use of technology
Advances in technology have undoubtedly accelerated the use of simulations for selec-
tion, improved their measurement properties, increased applicant reactions and changed 
the way they are administered and scored. This trend will continue and we are likely to 
see increases in simulation use and the development of novel assessment types. However, 
because of the speed of technology development, research has not been able to keep 
pace. There is a lack of research related to advanced simulations (Handler, 2013). In 
addition to the areas previously noted in this chapter (e.g., the impact of fidelity on 
validity, the potential for construct irrelevant variance, construct validity), this presents 
an exciting and unprecedented opportunity for research to expand our understanding of 
simulations in a number of areas. For example, continued research is needed on genera-
tional differences. Millennials who grew up relying on technology and social networking 
may react more favourably to a multimedia simulation. In fact, there is evidence indi-
cating younger workers preferred the use of 3D media over other formats (Tuzinski, 
Drew, Bruk‐Lee & Fetzer, 2012). Similarly, generational research is needed that exam-
ines how preferences and performance are related to the technology used for simulation 
delivery. As this field expands, it will be important for research to try to stay in stride with 
application.

The Future of Simulations for Selection

In just a few decades, technology has significantly changed the nature of personnel selec-
tion (Tippins & Adler, 2011). What was once unimaginable is now possible. For example, 
computers can be used to score free‐text essays using state‐of‐the‐art and psychometri-
cally sound latent semantic analysis scoring engines that utilize machine learning models 
of human understanding of text. Over many validation studies with a variety of topics 
and test‐takers, computer‐generated scores have been found to correlate with human 
raters as well as scores provided by human raters correlate with each other. In the con-
text of simulations, we are now able to replicate call centre, service, manufacturing and 
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managerial environments with a high degree of realism, which has led to improved accu-
racy of measurement (see Fetzer & Tuzinski, 2013). In the next decade, simulations will 
most likely look and feel nothing like they do today.

To date, the simulations developed for personnel selection have been limited to jobs 
that are easy to replicate and have been largely linear in nature. Even when assessment 
stimuli are presented in a non‐sequential manner, such as in computer‐based in‐baskets 
that use emails, voicemails and instant messaging, the simulations remain largely linear 
where responses at one point in time do not impact subsequent simulation stages (Fetzer, 
2013; Handler, 2013). Branching and adaptive simulations (such as branching role‐plays) 
are only starting to emerge. As jobs change and become more complex, simulations of the 
future will leverage technology to match that complexity and deliver assessments that 
more closely match the target job and its complex technology‐ and human‐based interactions 
(Fetzer, 2013; Handler, 2013).

Even the most state‐of‐the‐art simulations have been limited to constrained and 
scripted interactions. While our ability to make inferences about applicant ability from 
unstructured situations does not exist, they are a reality in modern work environments. 
Simulations of the future will leverage gaming technology to replicate those work envi-
ronments and make this possible (see this volume, chapter 14 for a summary of gaming 
techniques applied to personnel selection and other human capital domains). Serious 
games leverage technology from the entertainment industry and have been employed in 
military and training contexts. For example, virtual worlds have been used to simulate 
operating t heatres (Gerald & Antonacci, 2009). In addition, they have the potential to 
significantly increase applicant engagement. As stated by Handler (2013, p. viii), ‘The 
Holy Grail of simulations is the ability to make inferences based on wide open and 
unstructured interactions within complex simulated work environments of all types’. 
Fetzer (2013, p. 262) expands on this lofty goal by suggesting the Holy Grail ‘is to 
achieve a threshold of engagement where the candidate forgets he/she is being a ssessed, 
thus exhibiting true behaviour’. Technology may very well allow us to achieve the Holy 
Grail  –  the modelling of an infinite number of interactions in an engaging, virtual 
e nvironment.

Future Research

Extensive research literature exists in support of the use and value of simulations as part of 
the selection system. However, a number of important areas are in need of more research. 
We highlight some of the emerging research needs below. Because of the rapidly changing 
nature of this area of work, this list can be expected to grow quickly. It will be important 
to do all we can to ensure research keeps pace and that the same rigorous standards 
that have guided the development and use of other predictors (e.g., cognitive ability and 
personality) must be applied to simulations.

First, additional research is needed that examines the cost and utility of various simula-
tion features in order to guide development and use. For example, it is unclear what level 
of fidelity is required to achieve the benefits simulations provide, such as improved appli-
cant reactions and validity. To date, no same sample studies have been conducted which 
examine the impact of fidelity on important organizational outcomes. The field would also 
benefit from cost‐utility analyses similar to those that have been conducted for simulations 
used in training. As fidelity increases, so do the costs and resources required for development 
and administration. This is particularly true as organizations scale for cross‐national 
administration. As organizations continue to seek ways to cut costs in resource‐constrained 
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environments, it will be important to understand the minimum level of fidelity required 
to achieve desired outcomes. In the same vein, additional research is needed to further 
understand the level of simulation specificity required, especially as it relates to the gener-
alizability of assessment results. For example, how specific does a simulation need to be to 
achieve desired levels of validity, improve applicant reactions or be used as an RJP? It may 
be possible to leverage technology to package generic items with a job‐specific skin that 
improves the user experience and achieve the same level of validity and applicant reactions 
as more job‐specific simulations at a reduced cost.

Second, issues related to the cross‐cultural application of simulations are not well under-
stood. It is not enough simply to explore the frequency of use in different cultures. Rather, 
research examining the specific features of simulations as they relate to contextual factors 
that may drive their acceptance across cultures is needed, as is work examining the gener-
alizability of validity findings. Where the research has been undertaken, it has largely 
focused on cultures with a shared European heritage, thus neglecting many emerging 
markets such as South America. Particular attention will need to be paid to across‐country 
applications and the utility tradeoff between localization and the need to compare 
assessment results across locations.

Third, as technology is leveraged, psychometric research will be needed on emerg-
ing methodologies and new item types. For example, research allowing for stable esti-
mates of validity has yet to be accumulated for computer‐based in‐baskets that present 
items in a non‐linear fashion or for branching role‐plays. It will be important to amass 
the studies needed from which meta‐analytic validity estimates can be made to support 
the use of new and emerging simulations in the same way that has been done for more 
traditional simulations and selection assessments (e.g., cognitive ability). It will be 
interesting to understand the incremental validity provided by new simulations 
c ompared to more traditional simulation types. Additionally, questions about the 
c onstruct validity and the potential for the introduction of construct irrelevant vari-
ance remain. These are questions that have led to some controversy over the use of 
simulations in the past (Whetzel at al., 2012). It will be important to explore these 
issues so that the reasons why simulations are predictive of job performance are well 
understood. As well, the potential for subgroup mean differences and adverse impact 
needs to be explored as the impact of irrelevant constructs on the performance of 
d ifferent subgroups are not known.

Finally, more applicant reaction research will be needed. While it has been shown that 
simulations result in positive application reactions through the lenses of justice models, it 
will be important to understand the specific features of simulations that drive those appli-
cant reactions. Is it merely an engaging look and feel, or is it the items that showcase the 
job that drive the positive results observed? What features are most important from a 
 recruiting and branding perspective? This will have important cost and utility implications. 
For example, it is unclear whether applicants will have similar positive reactions when sim-
ulations are presented as serious games. The literature suggests that perceived job rele-
vance and opportunity to perform are important drivers of applicant reactions, yet it is not 
known if applicants in an immersive game will implicitly make those connections. From a 
branding perspective, it is possible that an applicant who is immersed and engaged but 
does not see a direct link to the job will become quite upset if not offered a job because of 
a ‘game’. An in‐depth understanding of technology‐based simulations as it relates to these 
issues is needed, but the complex interactions will be difficult to tease apart. For example, 
we are only now beginning to explore the impact of the use of mobile devices on testing. 
Fursman and Tuzinski (2015) found that applicants have less trust in mobile delivery 
c ompared to personal computer use.
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Conclusion

Simulations, a group of assessment methods that evaluate applicants’ performance on tasks 
that are physically or psychologically similar to the tasks required on the job, are increas-
ingly being used as part of selection systems around the globe. They are built on the 
premise of point‐to‐point correspondence, the idea that prediction is improved to the 
extent that there is overlap between the predictor measure and criterion domain. As a 
group, their value is well understood. Simulations have been found to be among the best 
predictors of job performance to date and they have been shown to provide incremental 
validity beyond measures of cognitive ability. Further, they have the potential to exhibit 
smaller subgroup mean differences than other assessments, to lead to positive applicant 
reactions and engagement, and can be used as an effective tool for recruitment and 
branding.

Advances in technology have made simulations easier and more cost‐effective to develop, 
improved their fidelity and prediction, expanded construct measurement and enhanced 
applicant reactions. The cutting‐edge simulations of today will rapidly become outdated 
and replaced by fully immersive serious games. With the rapid proliferation in use, a gap 
between research and practice has started to open up. For example, questions related to 
the potential for the introduction of construct irrelevant variance, the optimal balance 
b etween fidelity and utility and cross‐cultural validity generalization needs to be addressed. 
Despite these gaps, simulations represent the only assessment that can simultaneously 
measure the complex interaction of traits required for job performance and offer perhaps 
the most potential for improving and expanding the science of measurement and selec-
tion. As the types and uses of simulations expand, it will be important to bridge these 
research gaps and ensure that the science keeps pace with practice.
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Introduction

As technology continues to evolve rapidly it has been applied to a multitude of functions 
in organizations, including staffing. Many organizations have turned to online selection 
systems to help determine which candidates possess the knowledge, skills, abilities and 
other characteristics (KSAOs) necessary to perform the job because of the convenience to 
applicants and organizations, as well as the cost savings. While these online selection 
s ystems are efficient in many respects, they must still be effective and meet professional 
standards and legal requirements where they apply.

This chapter focuses on three important topics related to the use of online selection 
s ystems: 1) the globalization of selection systems that are enabled by online tools; 2) the 
security and cheating issues created by the use of online selection tools; and 3) the validity 
of online tools in light of the globalization of the instruments, the problems with security 
and the opportunity for cheating. Although technology has enabled a number of innova
tions in testing, including audio‐ and video‐based assessments, gamification, the use of 
data from social media as well as ‘big data’ sets, there are too many variations in concerns 
about globalization, security, cheating and validity to address them all. Thus, the focus 
here is limited to online testing. The chapter concludes with a discussion of a future 
research agenda.

Background

Recent years have seen rapid growth in the use of technology‐enhanced assessment tools 
used for selection purposes. Beginning in the 1980s, employers and consultants alike 
experimented with computer‐based tests to measure specific skills, such as typing, data 
entry and computer programming. By the 1990s, testing professionals were exploring the 
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possibilities of large‐scale, computer‐based testing in business and industry. For example, 
in 1991, Bell Atlantic (a precursor to the company that is now Verizon) implemented its 
Universal Test Battery, which was designed to evaluate foundational knowledge, skills, 
abilities and other characteristics of candidates for all non‐management jobs using a 
computer‐administered battery of 10 tests. At the time of implementation, almost 100,000 
candidates were tested each year. The US Department of Defense (DoD) also was inter
ested in converting its military enlistment test (the Armed Services Vocational Aptitude 
Battery – ASVAB) from paper‐and‐pencil to a computer adaptive testing (CAT) mode. 
(ASVAB is a cognitive abilities test that measures verbal, mathematical and technical skills.) 
After years of research to equate the paper‐and‐pencil ASVAB with the CAT version, DoD 
implemented the computer adaptive ASVAB in 1993 in 65 military entrance processing 
stations across the country. At that time, more than 500,000 young men and women took 
the CAT‐ASVAB to determine their enlistment eligibility and occupational qualifications 
(Sellman, 1991; Waters, 1997; Wise, Curran & McBride, 1997). By the late 1990s, 
many large test publishers were offering a variety of tests via the internet (Bartram, 2000; 
Lievens & Harris, 2003).

Early challenges to the successful implementation of online testing included the costs 
and accessibility of the equipment, reliable internet connections and the effects of d ifferent 
kinds of equipment (e.g., font size, speed of processing) on the testing experience (Tip
pins, 1992). While access to equipment and the internet remains a concern in some parts 
of the world with some types of equipment (e.g., desktop computers, mobile devices) for 
some segments of the population, many if not most job candidates in the first world can 
access computer equipment that allows them to take a test online and visit testing sites 
through the internet. Similarly, the concerns about equivalence across equipment have 
greatly diminished. While some differences in speed of processing remain, the speed of 
today’s computers makes most of the differences imperceptible to the user in test 
administration applications and irrelevant to test performance. Differences in the look and 
feel of the test are largely controlled by the test administration software.

In many respects, the differences between early computer‐administered tests and their 
paper‐and‐pencil counterparts were minimal. The computerized test administration 
platform served as a test administrator, page‐turner, storage device, test scorer and report 
generator, delegating many of the more onerous tasks associated with employment t esting 
to the computer instead of human administrators. Often, these tests were given in the 
same testing environment as the paper‐and‐pencil forms had been. Proctors administered 
the test and monitored the test‐taker’s behaviour throughout the testing session.

As technology has become more ubiquitous, powerful, portable and affordable, two 
other important developments have emerged that have profoundly affected employment 
testing. First, more sophisticated technology has enabled more complex tests, such as 
complex simulations, technology‐enhanced situational judgement tests (SJTs), algorithms 
for the use of social media and gamification. Second, developments in testing theory have 
moved beyond classic testing theory alone to include item‐response theory (IRT) and 
CAT. The availability of more powerful and affordable technology has made applications 
of IRT and CAT feasible for employment testing programs. In combination, progress in 
these three areas  –  development of technology, applications of technology and testing 
t heory  –  has facilitated the rapid growth of online testing in many forms, including 
u nproctored internet testing (UIT) and mobile testing, as well as the use of data collected 
from settings not typically considered to be a test (e.g., social media and games).

While technology has rapidly evolved and been applied to a multitude of common daily 
chores, at the same time many businesses have become more global. Enabled by technol
ogy and driven by economic concerns, many large organizations have expanded their 
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b usinesses by entering global markets. Customers exist around the world, and in response, 
many organizations have placed manufacturing centres and sales organizations in closer 
proximity to them. Cost structures in developed countries have driven manufacturing to 
places with lower costs. Competition for specialized labour requires many organizations 
not only to place work where workers are found but to recruit workers into expatriate 
positions and ask them to go where the work is. Consequently, many modern organiza
tions are aligning their selection programs with the needs of the business. In some cases, 
this expansion of testing programs means that companies, especially those that are sensitive 
to costs, must develop selection programs that can be used anywhere in the world the 
company does business in. In other situations, it means designing programs that i dentify 
those with the skills to work in countries other than their native country.

The confluence of technology enhancements and the demand for global selection sys
tems have created both opportunities and challenges for testing professionals. There are 
numerous advantages of using technology in testing. Most argue that substantial savings 
in costs can be achieved by substituting computers for human administrators and paper 
test forms. Although the costs of the hardware and software for most online tests are not 
insignificant, they are generally believed to be substantially less than the costs associated 
with labour to administer and score paper‐and‐pencil tests, generate reports and record 
scores. Similarly, the costs of printing and distributing paper forms, particularly, when the 
test is used globally, are usually higher than tests that are presented and distributed by 
computer. Certainly, the speed of delivery of a test by computer is faster than that of paper 
forms, which are often sent via a mail service. In addition, virtually all testing professionals 
who have administered large‐scale testing programs agree that the accuracy of computers 
in the administration and scoring of tests is superior to that of humans.

Many testing and staffing professionals promote the improved availability of testing that 
UIT provides. Not only is the timeframe during which a test is available increased, but also 
the number of places where one can take a test is increased. Because candidates are not 
limited to office hours when UIT is used, it enables them to take a test at a time and place 
of their choice. Although there are few if any published studies comparing the character
istics of the applicant pools when proctored testing is used and when UIT is used, many 
believe that capabilities increase when UIT is used because the most qualified candidates 
are usually employed and will be reluctant to absent themselves from work to seek another 
employment opportunity.

Another advantage of the use of technology in employment testing is its role in attract
ing candidates to the organization. In addition to the convenience of testing at any time, 
anywhere, computer‐based testing usually connotes objectivity in the staffing process, at 
least in the testing phase, by eliminating human scorers and interpreters. The realism of 
technology‐enhanced assessments (e.g., video‐based situational judgement inventories) 
also provides meaningful information about the organization and the job. In other situa
tions, the ‘fun’ associated with instruments involving gamification conveys the idea that 
the company would be a pleasurable place at which to work. For others, the company 
image as an organization that is up‐to‐date with respect to technology is highly appealing.

Despite the advantages of online testing, there are challenges to its use. Regardless of 
the benefits, testing professionals must always ensure the instruments they use are valid for 
the purposes of the tests. In other words, no matter how fancy or glitzy the technology‐
enabled test used for employee selection is, it must predict a job‐related outcome, such as 
job performance, training success, absenteeism or turnover, that is meaningful to the 
employer. Despite the obligation to demonstrate that pre‐employment tests meet 
professional standards and in some countries legal guidelines, many test users appear more 
concerned with the technology of online testing than its validity and reliability.
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In addition, online testing has made UIT commonplace, and with UIT come concerns 
about malfeasant behaviours, especially those related to the security of test materials and 
cheating. The globalization of testing programs highlights differences in attitudes to security 
and cheating and can make the prevention of theft or cheating considerably more difficult.

While some argue that applicants will find computer‐based testing convenient and 
appealing, others argue that the ‘hands‐off’ approach is a deterrent. Some applicants may 
fear that the low‐touch treatment presages indifference to employee needs and prefer an 
employer that is more engaged with candidates in the recruiting and selection process. 
Others are not convinced that computer scoring is accurate and objective, and still others 
are sceptical of organizations that use selection procedures that appear to tolerate cheating 
and so may be reluctant to pursue employment.

Globalization

The Global Assessment Trends Report (Kantrowitz, 2014) is an annual online survey. The 
2014 survey was conducted in early 2014 and completed by 1,406 human resources (HR) 
professionals from companies headquartered throughout the world. In summarizing the 
trends, the author concludes:

Our findings indicate heightened interest in technology‐based hiring tools and technology‐
enabled assessment, although their use is often characterised by inconsistent or inappropriate 
justification or processes, or without demonstrable job relevance. (Kantrowitz, 2014, p. 48)

The respondents indicated they were increasingly turning to social media as a hiring tool, 
though most HR professionals were unclear about the criticality or relevance of such 
information for hiring and few had formal processes in place to advise hiring managers on 
its use. At the time of the survey, interest in administering tests on mobile devices was 
modest, with some interest coming from candidates. However, the growth of mobile 
t esting is a trend that has seen more recent significant increases in volume.

Historically, test producers and publishers worked on a national basis and developed 
tests for country‐specific markets. Globalization has changed that. Not only are there 
increasing numbers of global or multinational organizations that use assessments, but 
there are providers of assessments that also operate on a multinational basis. Bartram 
(2000), in an early look at the impact of globalization on internet recruitment and selection, 
put forward the following scenario:

An Italian job applicant is assessed at a test centre in France using an English language test. 
The test was developed in Australia by an international test developer and publisher, but is 
running from an ISP located in Germany. The testing is being carried out for a Dutch‐based 
subsidiary of a US multi‐national. The position the person is applying for is as a manager in 
the Dutch company’s Tokyo office. The report on the test results, which are held on the 
multi‐national’s Intranet server in the US, are sent to the applicant’s potential line‐manager in 
Japan having first been interpreted by the company’s out‐sourced HR consultancy in Belgium. 
(Bartram, 2000, p. 272)

Bartram listed a number of questions that this scenario raises, including where the legal 
responsibility lies, who the ‘user’ of the test is, how the various countries’ standards and 
regulations regarding testing apply, and so on. In particular, one issue that has come to the 
fore since this was written is the question of what norms should be used in comparing this 
Italian job applicant with other applicants.
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It used to be standard practice to base test norms on a country‐wide sampling approach. 
Aggregating data across countries was thought inappropriate despite the fact that country 
boundaries are often relatively arbitrary and countries contain a complex amalgam of 
c ulturally and linguistically diverse groups. In many countries, this mix is becoming 
increasingly diverse as cross‐border employment continues to expand alongside the growth 
of multinational companies.

Increasingly, organizations are using assessment in an international context and need to 
compare the results of people who have completed an assessment using different l anguages. 
The development of online testing has made this possible as administration can be cen
trally controlled and then globally distributed. This testing environment raises the question 
of whether the results from two candidates applying for the same position who have com
pleted different language versions of the same instrument should be c ompared using a 
common (i.e., multilingual) norm or each person’s ‘country‐based’ language norms. 
 Bartram (2008a) has set out guidelines for making this decision. Essentially, the answer 
lies in establishing what level of equivalence exists between scores from the two countries. 
If evidence suggests that it is reasonable to conclude that a given raw scores on a test rep
resents the same level of the same trait in both countries, then international norms should 
be used. However, establishing equivalence is not simple. Clearly, there is no point in 
developing common norms if an instrument does not measure the same characteristic 
across all groups.

If an instrument is administered in different cultures, it is necessary to check that test 
scores have the same psychological meaning in those cultures (Van de Vijver & Leung, 
1997). An item or test is biased if scores do not have the same meaning across these 
groups (Poortinga, 1989). Differences in meaning can derive from three sources: in the 
constructs that are being measured; in the effects of the method being used to measure the 
constructs; or in issues arising from the content of specific items. If the construct b eing 
measured is not universal (i.e., does not have the same meaning across geographic and 
cultural groups), then the scores obtained from one group may indicate something differ
ent from those of other groups. Method biases can arise from different groups’ 
s usceptibilities to bias relating to response formats. For example, individuals from East 
Asian cultures tend to avoid extreme points on Likert response scales, whereas individuals 
from Central and Latin America are more likely to use the extremes (He & Van de Vijver, 
2013; Hui & Triandis, 1989). Content‐related bias is the most often observed source of 
non‐equivalence and can arise from poor translation on the one hand or unnecessarily 
cultural‐specific content in the source material on the other.

Equivalence, or freedom from bias, can be assessed both qualitatively and quantitatively. 
The most convincing evidence is provided by quantitative analyses. In the past decade or 
so, consensus has emerged on the need to consider three hierarchical levels of equivalence:

1 Construct equivalence: relates to the evidence that the instrument assesses the same 
underlying constructs in each group.

2 Metric or measurement unit equivalence: relates to the evidence that the instrument 
assesses the same underlying constructs, using the same metric of the response scale.

3 Scalar or score equivalence: relates to the evidence that the instrument assesses the same 
underlying constructs, using response scales that use the same metric and having the 
origin of the scales and the measurement units that are the same for each group.

Scalar equivalence is the most difficult to establish, but it is necessary if raw scores are to 
be compared across groups. Whenever we put two or more people together and use them 
as a reference or norm for making comparisons between people, we are assuming scalar 
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equivalence, that the constructs we are measuring are the same for all the people in the 
group and that any differences in raw scores reflect comparable differences in levels or 
amounts of the construct. As discussed earlier, the process of aggregating people with 
varying demographics into a norm group has typically been carried out within countries 
rather than across countries without analysing the equivalence of demographic subgroups 
within the norm group. The introduction of online testing and its easy deployment across 
national boundaries has spurred interest in equivalence between groups and raised the 
issue of when it is appropriate to combine people across countries to form international 
norm groups.

Establishing equivalence involves accumulating evidence. No single study ‘proves’ 
equivalence at all levels. Techniques include the study of bilinguals, differential item 
 functioning (DIF) analyses and the use of multilevel designs to identity sources of  between‐
group differences. Bartram (2013a, 2013b), for example, has shown how multilevel 
 analysis can be used to examine scale score variance between countries to determine how 
much can be accounted for by independent country variables. Personality scale scores 
aggregated to country level are correlated with country measures of culture, quality of life 
and global competitiveness. To the extent that we can account for country variance in 
 personality in  terms of these other country measures, we can support claims for scalar 
equivalence. In short, if we can show that the difference between two groups is a difference 
that p redicts other independently assessed variables, then the difference is real and not bias 
attributable to non‐equivalence.

Security

The past two decades have seen rapid growth in the deployment of employment tests via 
the internet, together with the increasing use of unproctored administration (Bartram, 
2008b). This practice has raised concerns about the security of cognitive ability tests in 
particular, and more generally about the validity of scores from all types of tests adminis
tered in UIT conditions (Tippins et al., 2006). The early discussion of whether this should 
happen has moved on to an acceptance of this mode of administration. Now the focus is 
on how best to ensure it is safe, secure and valid (Bartram & Burke, 2013; Burke, 2006, 
2009; Burke, Mahoney‐Phillips, Bowler & Downey, 2011; Lievens & Burke, 2011; 
Tippins, 2008).

Cheating occurs and always has (Cizek, 1999). What concerns us here is whether cheating 
is more of an issue for technology‐based testing or whether the technology provides a means 
of mitigating some of the risks associated with testing. Tate and Hughes (2007) reported 
results from a survey of the perceptions of UIT of 319 university undergraduates and post
graduates in 51 British universities. The majority (76%) had taken tests at home, with the 
next most frequently used testing location being a university computer room (27%). Taking 
a test at home was the preferred location (selected by 81% of undergraduates). Respondents 
were asked to report the frequency of different actions. Thirty‐seven (12%) reported actions 
that could be considered to be cheating, and of these 15 reported colluding with friends, 15 
reported obtaining the questions in advance and 6 reported circumventing the technology 
in some way. This survey indicates that the administration of traditional tests under UIT 
conditions may be subject to a degree of cheating. The challenge is how to counter this 
while retaining the logistical advantages of UIT.

We can divide instruments used in employment testing into two types: measures of 
maximum performance and measures of typical performance. The former, which include 
cognitive ability tests, have a right answer to each question. In this respect, they are similar 
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to knowledge tests and other achievement‐related measures in the way they are scored and 
normed. Typical performance measures, on the other hand, focus on how candidates 
t ypically behave in work settings. These are largely self‐report measures (e.g., personality 
questionnaires), which do not have ‘right’ answers.

These two types of measure, maximum and typical performance, entail very different 
issues for ensuring the quality and validity of the data obtained. Measures of maximum 
performance are potentially open to various forms of cheating as candidates may find a way 
to obtain access to the correct answers or take the test with the assistance of another. 
M easures of typical performance are open to more subtle forms of distortion, such 
‘f aking good’.

It is natural for applicants to attempt to create a good impression when applying for a 
job, but a line should be drawn between putting forward a positive but honest view of 
oneself and pretending to be something one is not. Faking on self‐report measures not 
only reduces the construct validity of the test (Tett, Anderson, Ho, Yang, Huang & 
H anvongse, 2006) but also skews the rank ordering of applicants, which in turn can cause 
false‐positive errors in selection decisions (Griffith, Chmielowski & Yoshita, 2007). The 
same concerns arise with ability tests; inflated false‐positive rates can occur when a candi
date’s responses to a test represent either unfair access to the correct answers, a proxy 
sitting the test on behalf of the candidate or a candidate colluding to obtain a score that is 
higher than his or her true level of ability.

Controlling cheating often depends on making it difficult for candidates to obtain 
access to the questions and checking that the candidate’s score was obtained from the can
didate in question rather than someone else and that the score was achieved without 
assistance. These two issues are often dealt with by item banking and verification testing.

Item banking provides the means to construct tests ‘on the fly’ that differ for each can
didate using item‐response theory as the basis for test construction. Tests may either be 
fixed‐length fixed‐difficulty linear on‐the‐fly testing (LOFT) or computer‐adaptive, where 
the selection of the next question is based on the current estimate of the candidate’s ability 
level determined from responses on the previous items. In either case, the candidate will 
not know which items will be presented or in the order in which they are presented. It is 
important to have a large item bank and to control item exposure levels to maintain security 
(Davey & Nering, 2002). Over time, test producers should monitor the questions in the 
item bank to check for changes in their parameters that might indicate they have been 
compromised through over‐exposure or theft. They can also ‘patrol’ the internet to search 
for sites that offer illicit access to items from the bank and take action to close them down.

Verification testing involves the administration of a proctored test to shortlisted candi
dates who have previously been screened using an UIT. Scores on the UIT and the verifi
cation test can be compared to identify people with inconsistent scores. There are various 
ways of doing this. In one example – CEB’s Verify 2 – CAT is used to provide an ability 
estimate in UIT and then, if the candidate passes the selection sift, this estimate is used as 
the starting value for the CAT verification test. If the final ability level estimate falls below 
the original cut‐score, the candidate can be rejected.

In addition, it is now possible to use remote proctoring. This involves the use of tech
nology such as webcams to monitor and record the test‐taker during the test. In addition, 
behaviour is recorded in terms of response times, typing patterns and other measures. 
Data forensics software (Maynes, 2009) can alert a proctor to atypical behaviour and then 
the video record can be checked. Proctors can remotely stop a test or issue a warning 
(Foster, 2013; Foster, Mattoon & Shearer, 2009).

Faking on self‐report measures is different from cheating on an ability test. Faking 
cannot be observed by a test proctor and few people ask a colleague to complete a personality 
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inventory or other self‐description inventory. However, if people differ in the degree to 
which they bias their scores by faking, this may confer an unfair advantage to those who 
fake more. Most of the research on ‘faking good’ (see Griffith & Peterson, 2006, for a 
comprehensive review) has been laboratory‐based, with students being asked to role‐play 
applicants in ‘faking‐good’ conditions or non‐applicants in so‐called ‘honest’ conditions. 
In such situations, we find that people can fake on self‐report inventories. In a laboratory 
setting, people are not only willing to adopt false roles but are indeed instructed to do so. 
There are no negative consequences associated with them lying about themselves. Indeed, 
the demand characteristics of the situation encourage people to ‘fake’ as much as they can 
with no real adverse consequences.

If, and to what extent, job applicants ‘fake good’ in real situations is a much more complex 
issue, and the research on faking in real selection situations is far more ambiguous than that 
for laboratory studies (Levashina, Morgeson & Campion, 2009). Many have challenged the 
view that because people can fake in simulated settings, they will fake in real ones when the 
demand characteristics of the situation are very different (Arthur, Woehr & Graziano, 2000; 
Hough & Schneider, 1996; Ones & Viswesveran, 1998; Viswesveran & Ones, 1999).

There are several ways to control ‘faking good’ behaviour. Some evidence suggests that 
lie scales, warnings and honour statements, among others, deter candidates from inflating 
their self‐ratings. A common way to control faking is by making it difficult to do. Students 
in simulated selection situations can typically raise their scores by around 1 SD on instru
ments using Likert single stimulus item format response scales. However, they raise them 
by only around a third of that when forced‐choice item format instruments are used 
(Christiansen, Burns & Montgomery, 2005; Jackson, Wroblewski & Ashton, 2000; 
Martin, Bowen & Hunt, 2002; Vasilopoulos et al., 2006). Most of the studies with forced‐
choice item formats have used forced‐choice item pairs. Those with high ability are able to 
raise their scores more than others (Levashina et  al., 2009). However, faking becomes 
increasingly difficult as the number of alternatives increases.

The challenge in constructing forced‐choice items used to be in the process of matching 
statements in pairs (or triples or quads, depending on the format used) such that they 
provided good information about each of the scales involved and were equally desirable 
options. There was also an issue of ipsativity associated with how forced‐choice format 
instruments were scored. Traditional methods of scoring forced‐choice items result in the 
sum of the points given to the various scales being a constant. This means that if you know 
the scores obtained on all but one of the scales, the score on the last scale is determined. 
Ipsative items pose problems for a range of psychometric analyses and impose a constraint 
on the central location of score profiles (see Baron, 1996; Bartram, 1996). Recent devel
opments have provided solutions to both problems. IRT scoring models have been devel
oped (Brown & Bartram, 2009; McCloy, Heggestad & Reeve, 2005) and can be applied 
to forced‐choice item data to recover the latent trait scores that determined the pattern of 
choice. These recovered scores are not ipsative. The IRT parameters of the items also 
p rovide a basis for assembling them into sets for forced‐choice format use (Brown & 
M aydeu‐Olivares, 2011).

Bartram and Burke (2013) argue that the degree to which people might cheat or ‘fake 
good’ depends on a combination of five factors;

1 People have to perceive a need to fake, which is determined by the level of the candi
date’s investment in the outcome of the process. The higher the personal consequences 
of ‘failure’ on a test, the more someone might be driven to find a way to avoid failure 
that involves some degree of dishonesty. If the stakes are low or if the situation is not 
one in which one can either ‘pass’ or ‘fail’, then the motivation to cheat or fake will be 
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low. We can identify this aspect of the situation as being ‘the perceived cost of failure’. 
The higher the stakes, the higher the perceived cost of failure and the more likely 
someone is to fake.

2 People differ in their willingness to fake or cheat, which relates to the strength of an 
individual’s moral or ethical stance on cheating or faking. Some are more willing to be 
dishonest in a given set of circumstances than others. Others may perceive collusion or 
cheating as fair play and believe that they are only doing what everyone else does.

3 People differ in their ability to cheat or fake. It is argued that 30–50% of applicants may 
inflate their scores (Griffith & McDaniel, 2006) by faking. Applicants can buy books 
such as Ace the Corporate Personality Test (Hoffman, 2000), and there is lots of advice 
on the internet on how to fake personality questionnaires. While we should not ignore 
the assistance that is available, the fact that people try to ‘ace the test’ does not imply 
necessarily that they will be successful. Applicants do not always get it right when they 
fake: as many as 20% of those who attempt to fake do so in the wrong direction 
(Griffith & McDaniel, 2006).

4 Test‐takers have to believe that the benefits of cheating outweigh the risks associated 
with being caught. Although candidates might be willing and able to cheat in a labo
ratory study, in a real‐life selection setting they might regard the situation as one in 
which the risks of being caught are too high.

5 Most important of all is the opportunity to fake or cheat, which the test designer can 
control. However, it is impossible to control the willingness or ability to behave 
d ishonestly as these are attributes of the candidate.

Candidate can only cheat on a test if they have access to the answer or assistance, or use 
a proxy of higher ability. The opportunity to fake or cheat can be managed in several ways. 
Methods of test construction, including use of forced‐choice item formats and test 
administration procedures (e.g., verification testing or remote proctoring) can mitigate 
the risks of cheating. The use of LOFT and CAT with verification testing limits foreknow
ledge of items and indicates who may have used a proxy or received some form illicit 
assistance. Multiple test forms were a key recommendation made by Tippins and c olleagues 
(2006), and Hollinger and Lanza‐Kaduce (1996) report a study in which 80% of students 
surveyed stated that the ‘scrambling’ of items was the most effective anti‐cheating strategy 
of those included in this study. In addition, faking will become increasingly difficult as the 
complexity of what one is trying to fake increases.

Faking on a personality instrument is an invisible process that requires no prior 
knowledge of the content. A single‐scale instrument (e.g., a conscientiousness scale or an 
extraversion scale) will be much easier to fake than a profile on a multi‐scale instrument. 
It is fairly easy to role‐play a given persona in terms of the Big Five, but role‐playing a 
p erson defined by the 30 facets of the NEO‐PI‐R or the 32 scales of the OPQ32r is much 
more demanding. The use of multi‐scale instruments with detailed levels of measurement 
not only makes faking harder, it also optimizes validity. The validity of personality instru
ments increases if relatively narrow bandwidth criterion‐focused scales are aligned 
with specific criteria (Bartram, Warr & Brown, 2010; Ones & Viswesveran, 2001; Warr, 
Bartram & Martin, 2005).

Optimal test security puts in place multiple layers of control so that cheating the system 
becomes too complicated, too risky and too costly for the candidate. For self‐report mea
sures, measuring relatively large numbers of scales and using forced‐choice item formats and 
non‐transparent scoring algorithms and scale combination rules can curtail cheating. Sys
tems of checks and balances can detect people whose results from one method of assessment 
at one stage of the process are inconsistent with those from another method at a later stage.
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Finally, cheating can be deterred by informing candidates that they are expected to 
respond honestly and openly, and that there are consequence if they are found not to have 
done so. In many testing programs (e.g., CEB’s), tests are introduced with a simple 
h onesty contract which states that the candidate will undertake the test honestly and in the 
spirit of fairness to all candidates; this also serves as a reminder that the content of the tests 
are protected by copyright and covered by law. Ariely (2008) cites studies showing that 
subjects will cheat if given the opportunity to do so. However, when participants were 
asked to sign a simple honesty statement, the level of cheating dropped substantially. 
H onesty contracts have been shown to have a positive impact on the quality of information 
obtained from biographical questionnaires (Stokes, Mumford & Owens, 1994). Remind
ing candidates that they are expected to be honest is an easy way to make the ‘rules of the 
game’ clear to them.

Detailed guidelines on how to ensure test security and good practice in technology‐
based testing are contained in the International Test Commission’s Guidelines on 
C omputer‐based and Internet Delivered Testing (International Test Commission, 2006) 
and Guidelines on the Security of Tests, Examinations and Other Assessments (International 
Test Commission, 2014).

Validity

Professional standards, legal guidelines and the ethical obligations of psychologists 
(see Table 13.1) require that employment tests are valid (i.e., are accurate predictors of 
important job outcomes). Moreover, employers who are cost‐sensitive or need capable 
employees want selection programs that identify both ‘good’ and ‘bad’ candidates 
(i.e., those who are likely to perform well and those who are not, those who are likely to 
turnover and those who are not, those who are likely to be successful in training and those 
who are not).

Despite the importance of ensuring validity, online testing raises a number of issues 
related to establishing the validity of a testing procedure. Perhaps the greatest threat to the 
validity of UIT is the reliability of the score. Because some form of cheating is possible, 

Table 13.1 Examples of professional requirements, legal guidelines, and ethical standards related 
to testing.

Professional Guidelines
AERA, APA, & NCME. (2014). Standards for Educational and Psychological Testing.
SIOP. (2003). Principles for the Use and Validation of Personnel Selection Procedures.
European Federation of Psychologists’ Associations. (2013). EFPA Review Model for the Description 

and Evaluation of Psychological and Educational Tests Version 4.2.6.
ISO. (2011). ISO‐10667‐2 Assessment Service Delivery – Procedures and Methods to Assess People in 

Work and Organizational Settings.
International Test Commission. (2001). International Guidelines for Test Use.
International Test Commission. (2005). International Guidelines on Test Adaptation.
Legal Guidelines
EEOC. (1978). Uniform Guidelines on Employee Selection Standards.
Ethical Guidelines
American Psychological Association. (2010). APA Ethical Principles of Psychologists and Code of Conduct.
International Task Force on Assessment Center Guidelines. (2009). Guidelines and Ethical 

Considerations for Assessment Center Operations.
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test users do not know how reliable any specific score is. To the extent that reliability is 
compromised, validity too is limited. Yet, UIT is not the only testing process related to 
technology that generates concerns regarding validity. When a test user switches from one 
form of technology (e.g., desktop computers to mobile devices), the test user cannot 
assume that the validity of the test is unchanged. Similarly, the assumption that validity 
exists regardless of where the test is used or which language is used for administration may 
not always be the case. In addition, when a test user implements a selection procedure that 
does not resemble a traditional test (e.g., games, credit checks, data from social media), 
the test user is still responsible for accumulating evidence to support the use of the 
procedure for a particular population in the organization.

Unproctored testing
Few research studies have been conducted to compare the validity of a cognitive ability 
test used in a proctored environment and that of the same test used in an unproctored 
environment. Kaminsky and Hemingway (2009) found comparable validities for the same 
test administered in proctored and unproctored conditions. Beaty and colleagues’ (2011) 
meta‐analysis also showed that the validities of the proctored and unproctored tests were 
similar. Despite the lack of many comparative studies, the validity of the unproctored test 
is typically assumed to be less than that of the proctored tests because of cheating. 
Nevertheless, when tests administered in unproctored environments are validated, their 
validity is usually at an acceptable level for use in pre‐employment selection programmes.

Because of the challenges of collecting criterion data to conduct a validity study, 
another approach to comparing validities of proctored and unproctored testing is to 
e valuate the extent of cheating and impute lower validity when cheating occurs. The 
underlying assumption is that the more that cheating occurs, the lower the validity of the 
unproctored test is likely to be. When researchers compare scores of individuals who took 
a test under proctored conditions to those who took the same test in an unproctored 
setting, higher scores in the unproctored setting are presumed to indicate that some form 
of cheating has occurred and thus some negative impact on the validity of the test has 
also occurred.

Despite the opportunity to cheat, the incidence of higher scores in the unproctored 
setting compared to the proctored setting is relatively low. Arthur and colleagues (2009) 
compared test scores of individuals who took a speeded cognitive ability test in proctored 
and unproctored conditions and estimated an upper limit of 7.7% of test‐takers cheating. 
In a slight twist of the typical research protocol, Lievens and Burke (2011) compared test 
scores on a timed cognitive ability test consisting of both numerical and verbal items 
 obtained in an unproctored setting to those obtained in a verification testing session. They 
corrected for regression to the mean and found small d scores across four levels of jobs. 
At the individual test score level, fewer than 2.2% of those who passed the unproctored 
test and were invited to take the proctored test exhibited a negative score change, and 
some proctored scores were actually higher than unproctored scores. In a similar study, 
Kantrowitz and Dainis (2014) compared unproctored scores on a cognitive test to the 
proctored cognitive test scores of those who passed the battery of which the cognitive 
ability test was a part. Again, the incidence of significant score differences was very low 
(259 of 4,026 at the 0.05 level and 78 at the 0.01 level). Caution in extending the results 
of both these studies to the entire distribution of test scores is warranted because only 
people at the top of the score distribution from the unproctored test were invited to take 
the proctored test. An unanswered question is whether the rate of cheating is consistent 
at all score levels.
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Several factors are particularly relevant to the degree of difference between proctored 
and unproctored test scores. Researchers use various statistical indicators of a difference. 
Some correct for regression to the mean. Few seem to correct for a practice effect but do 
acknowledge the potential to attenuate scores in the second administration. Lievens and 
Burke (2011) identify differences in test administration conditions other than the degree 
of proctoring and note that those who were asked to take a verification test under p roctored 
conditions might be more motivated to concentrate on the test because they had passed 
the earlier hurdle of the unproctored test.

Based on limited research studies, work simulations appear to show similar response 
patterns in proctored and unproctored environments to cognitive ability tests. For 
example, Hense and colleagues (2009) reported an effect size of 0.32 between scores on 
a proctored and an unproctored job simulation.

In contrast to cognitive ability tests that have right and wrong answers, most researchers 
find that scores on other types of test have similar score distributions regardless of the 
environment in which the test is given. Nye and colleagues (2008) found no differences 
in scores from unproctored and proctored internet versions of a speeded perceptual 
a ccuracy test.

Personality tests in particular seem to show little or no score differences across 
administration conditions. Arthur and colleagues (2009) found little evidence of response 
distortions when they compared the mean scores from a low‐stakes, speeded personality 
test and from high‐stakes administrations of personality measures in the literature. Arthur 
and colleagues estimated the percentage of individual test‐takers with elevated scores was 
estimated to be 30–50%. Although response distortions are common in high‐stakes 
t esting, there appears to be little difference in the extent of distortion in proctored and 
unproctored settings.

In summary, there are few research studies comparing the validity of proctored and 
unproctored tests; however, in the published studies, the low rates of cheating on different 
measures (cognitive ability tests, perceptual accuracy tests, simulations) suggest there is 
little impact on the tests’ validity.

Global testing
Because globalization typically requires translations and adaptations of test materials, the 
deployment of tests internationally poses problems for establishing their validity. Although 
many organizations assume that a test that has sufficient validity for selection purposes in 
one country also has sufficient validity when translated and used in other countries, the 
assumption may not be true if test‐takers are not familiar with the test format or content, 
or when the translation and adaption processes modify the construct being measured.

The problems with translation alone are well known. Translations and back‐translations 
often significantly distort the original meaning of test content and are likely to create 
significant problems for test users. This is particularly apparent when personality tests are 
involved. Professional standards (e.g., AERA et  al., 2014; ITC, 2005) emphasize the 
importance of using both effective translation and adaptation procedures. Although often 
technically infeasible, establishing the equivalence of various versions of a test supports the 
notion that validity extends across these test versions.

The familiarity of different populations with different item types and content can affect 
the validity of a test in certain cultures, even when the test‐takers possess the skill being 
measured. For example, analogies seem to be more familiar to American applicants than to 
other foreign nationals. Items that involve calculations using the metric system may be 
more valid in one country than in another simply because of the applicants’ familiarity with it. 
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Although the translations and adaptations of tests using unfamiliar item types or content 
may be adequate, the item itself may work to the advantage of those who are more familiar.

Testing with different devices
Another assumption employers sometimes make which may prove to be false is the idea 
that a test that is valid for a particular purpose when administered on one device remains 
valid (and equivalent) when administered on another device. For example, a test that was 
validated for a particular job in paper form may not be valid when administered on a 
c omputer, and a test validated on a desktop or laptop may or may not be valid when 
administered on a smart phone. Several studies comparing paper administration to 
c omputer administration and computer administration to mobile devices have been 
conducted.

Although there is some research on score differences and equivalence, there is little 
research on the validity of the same tests administered in different formats (e.g., paper 
and online versions) or on different devices. There are probably many reasons why such 
research is not conducted and published; however, a likely answer is the difficulty of 
acquiring an appropriate and reliable criterion to conduct a criterion‐related validity 
study. Instead of validity studies, many researchers have turned to studies of the 
measurement invariance of scores across devices. Lack of invariance would suggest that 
the researcher should be concerned about the possibility that validities across different 
forms or devices are not equivalent. Research results indicate inconsistent patterns of 
equivalence across media. In addition, some researchers have established equivalence 
but noted higher scores or greater variance in one situation than in another. Conse
quently, some researchers (e.g.,  Buchanan & Smith, 1999; Lievens & Harris, 2003) 
emphasize that equivalence must be established for each new set of conditions because 
equivalence found under one set of conditions does not necessarily extend to another set 
of conditions.

Studies of the measurement equivalence of paper and computer‐administered personal
ity test have had mixed results. Some studies have concluded that the medium for 
administration has no effect on equivalence; others have reached the opposite conclusion. 
Several studies have compared scores from paper‐based and computer‐based tests. 
Although small differences in scores are sometimes found, most authors conclude that 
computer administration neither increases nor decreases socially desirable responding 
(Dwight & Fiegelson, 2000; Lautenschlager & Flaherty, 1990; Martin & Nagao, 1989; 
Potosky & Bobko, 1997; Richman et al., 1999).

Using item‐response theory analyses, factor analysis, criterion‐related validity and mean 
score differences, Chuah and colleagues (2006) looked at the equivalence of scores on a 
personality test administered on paper and online, and concluded that scores on neuroticism, 
extraversion, agreeableness and conscientiousness scales were equivalent. Salgado and 
Moscoso (2003) reached a similar conclusion regarding scores on a five‐factor personality 
measure. They observed similar scores, factor structures and reliability estimates across the 
two formats, but noted greater variance in the computer‐administered version of the test.

Morelli, Illingsworth, Scott and Lance (2012) evaluated the measurement equivalence 
and psychometric properties (configural, metric, scalar, measurement error, construct var
iance, and construct means) of a non‐cognitive personality measure of conscientiousness, 
customer service, integrity, interpersonal, stress tolerance and teamwork given on mobile 
and non‐mobile devices. They found scores from both types of device to be invariant, 
except for construct means. In addition, distributions, reliabilities, inter‐correlations and 
descriptive statistics were similar. Illingsworth, Morelli, Scott and Boyd (2015) produced 
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similar results. Using multi‐group factor analysis, they demonstrated equivalence across 
mobile and non‐mobile devices at the configural, metric, scalar and latent mean levels and 
the absence of meaningful practical score differences. Arthur and colleagues (2014) found 
a similar pattern: equivalence between the non‐cognitive measures administered on  mobile 
and non‐mobile devices and no meaningful score differences.

Ployhart and colleagues (2003) and Mead and colleagues (2007) reached opposite con
clusions. Looking at scores from a personality measure of conscientiousness, agreeableness 
and emotional stability, a biodata form and a situational judgement test administered in 
paper‐and‐pencil form and online, Ployhart and colleagues found the variance–covariance 
matrices were not equivalent, suggesting some sources of nonequivalence, and the online 
version had better distributional properties, lower means, more variance, higher internal 
consistency reliability and stronger correlations.

Mead and colleagues (2007) found equivalence on some measures (e.g., conscientious
ness) but not all personality constructs when tests were administered using a paper‐and‐
pencil form and an online form. When the study participants had a choice of format, 
metric invariance was present across formats; however, when participants had no choice, 
measurement invariance was not present.

Several researchers have found measurement equivalence between scores from tests 
administered on computers and those from tests administered on mobile devices; how
ever, lower scores from tests administered on the mobile device appear to be consistent. 
Arthur and colleagues (2014) found measurement invariance when they compared 
scores on cognitive measures from tests taken on mobile and non‐mobile devices and 
score differences with scores from tests taken on mobile devices to be significantly lower 
than those from tests taken on non‐mobile devices. They also noted greater differences 
between scores on the verbal component of the test and scores on the numerical 
c omponent.

Morelli and colleagues (2014) used multi‐group confirmatory factor analysis to evaluate 
the measurement invariability of a cognitive ability test, multimedia work simulation, text‐
based SJI and a biodata measure of conscientiousness and customer service given on 
m obile and non‐mobile devices. They concluded that the mobile and non‐mobile versions 
of these tests were equivalent. They noted no score differences, except that the mean score 
for the SJI on mobile devices was lower than the non‐mobile mean.

Several authors (e.g., Arthur et al., 2014; Hawkes, 2013; Mitchell & Blair, 2013) have 
hypothesized various reasons for the differences in scores from computer‐based tests and 
mobile devices, among them the instability of the internet connection, the unavailability 
of a mobile application for the test, increased scrolling time, more difficulty manipulat
ing the interface, more time required to read the small screen size, content incompatibil
ity with the mobile device and higher‐ability applicants’ preference for the non‐mobile 
device. This suggests that caution should be used when interpreting the research on 
mobile devices as portable devices range in size and ease of manipulation. For example, 
a small smart phone creates a different user experience from a tablet which in turn is dif
ferent from a laptop, all of which are mobile devices.

Validity across cultures
Few researchers have systematically studied differences in validity across different cul
tures. In one such study, Baron, Martin, Proud, Weston and Elshaw (2003) compared 
cognitive ability scores and found consistent differences in scores among countries. In 
general, the scores from poorer countries with fewer educational opportunities were 
lower than those from wealthier countries with more educational opportunities. Baron 
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and colleagues c oncluded that the validities (i.e., the relationships between test scores and 
job performance, training performance and educational opportunities) were consistent 
across countries.

Validity of non‐traditional selection procedures
Validity studies of non‐traditional selection procedures are scant in the literature. Credit 
checks are increasingly being used as a pre‐hire selection device; however, work to system
atically establish their job‐relatedness or their relationship to job performance or other 
criteria of interest is lacking. Unlike credit ratings, which are objectively derived, 
information from social media is often used subjectively. The inferences made from these 
social media data have generally not been validated either. Similarly, many games used as 
selection devices do not result in a single score but rather give ratings based on the candi
date’s behaviour and made on behaviourally anchored rating scales. Validity studies for 
such tests are lacking in the published literature.

Future Research

In many respects, online testing is in its infancy and researchers and practitioners are only 
beginning to understand the opportunities that online testing programs offer, as well as 
the problems they present. One of the greatest challenges is the lack of information about 
online testing used globally. Another is the methodology to answer research questions that 
is appropriate for small sample sizes which are typically found in applicants from some 
countries in global testing programs. Ongoing research into online testing is required for 
testing professionals to use these tools effectively.

Tippins (2009a, 2009b, 2015) has compiled a list of research questions related to online 
testing, particularly when used in an unproctored environment, as well as other technology‐
enhanced assessments. Topics include questions about the extent to which cheating takes 
place, the effect of UIT on the validity and reliability of the tests, the impact of UIT on the 
individual and the organization, and applicant reactions. In addition, questions related to 
the implications of online testing for ethical practice, legal practice and professional guide
lines are given. Although the list is long, it is neither complete nor unchanging. As research 
is conducted, some questions are answered, but new ones are raised. As the use of online 
testing continues, particularly in global programs, research needs to address the open ques
tions practitioners face. This chapter concludes with a brief discussion of the future research 
that is needed in the three topics discussed above: 1) the globalization of selection systems 
that are enabled by online tools; 2) the security and cheating issues created by the use of 
online selection tools; and 3) the validity of online tools in light of the globalization of the 
instruments, the problems with security and the opportunity to cheat. Examples of research 
questions are provided followed by a brief discussion.

Research questions related to global online testing

 • What are the best practices in developing tests that can be used cross‐culturally?
 • What are the best practices in evaluating test translations and adaptations?
 • How can tests be shown to be equivalent across cultures when the sample size for 

some groups is small?
 • Are applicant reactions to online testing the same across cultures?
 • What are the factors that shape applicant reactions in each culture?
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 • Is the incidence of cheating stable across cultures?
 • Are deterrents to malfeasant behaviour equally effective across cultures?
 • How do cultural differences affect the validity of a test? Does differential validity exist 

across cultures, countries or linguistic groups?

One central question that often remains unanswered is the equivalence of tests across 
g eographic and linguistic boundaries. Although best practices are well documented in 
standards such as ITC’s Guidelines for Test Adaptation, procedures for developing 
equivalent tests and appropriately translating and adapting them are not guaranteed to 
produce a test that measures the same construct in every version. In addition, while there 
are multiple methods for establishing equivalence, many require large sample sizes that are 
not available to all test users for all sectors of the tested population. Thus, it is not always 
possible to establish equivalence across all the linguistic and/or cultural forms of the test. 
(It is worth noting that the problem of equivalence is further exacerbated when other 
v ariables, such as multiple device types, must also be included in the equivalence study.)

Another set of research questions deals with the responses to online testing in different 
cultures. For example, should testing professionals assume that the rates of cheating are 
similar regardless of culture or that the deterrents to cheating are equally effective 
regardless of where they are used? Similarly, applicants’ reactions to technology‐enhanced 
assessments may depend in part on their familiarity with the technology, which may in turn 
be predicated on where the individuals live. The level of acceptance of UIT may be 
dependent on individuals’ experience with other UIT applications, expectations for 
a ppropriate testing conditions, the competition for jobs in the location, individuals’ own 
definitions of malfeasant behaviours, as well as other factors.

Another important set of questions deals with the relationship between test scores and 
job performance or other criteria of interest (e.g., turnover, absenteeism, safe and dysfunc
tional working behaviours). Few studies have been undertaken that compare the validity 
of a single test used in different countries and languages. Even when such studies have 
been done, the results are often ambiguous. It is not clear if differences in validity are the 
result of the quality of the translation, cultural differences, characteristics of the sample or 
problems with the criterion measure.

Research questions related to security and cheating issues created by the use of online 
s election tools

 • What kinds of cheating (e.g., assistance from a person or resources that are not allowed, 
use of a proxy) take place?

 • How should cheating be defined operationally?
 • What are the characteristics of those who are most likely to cheat in terms of 

d emographics and test score?
 • To what extent does cheating affect a test score?
 • How is cheating detected?
 • How effective are deterrents to cheating, such as warnings, honour statements and 

verification testing?
 • Should an attempt be made to detect cheating on UIT?
 • To what extent do external factors, such as the job level, the desirability of the job or 

the availability of other job opportunities, affect the incidence of cheating?

The open questions about cheating and test security are frequently discussed; however, 
definitive research that answers many of these questions is incomplete. Many of the 
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q uestions deal with defining what cheating is and how frequently it occurs. Many studies 
put all forms of cheating into one category of malfeasant behaviour, which includes all acts 
related to testing that are not permitted. It is not clear if some groups defined by demo
graphics or by ethnicity are more or less likely to cheat. Nor is it apparent that cheating 
occurs at the same rate across the entire range of test scores. Almost everyone agrees that 
cheating can occur when UIT is used, but there is disagreement on the operational defi
nition of cheating. Similarly, there are multiple ways to detect cheating, but many of the 
statistical methods cannot be used until a large group has been tested, which is not always 
feasible in employment programs when applicants are continuously tested and hired. 
Other processes require verification testing, which adds to costs.

Several researchers have noted that deterrents to cheating, such as warnings and h onour 
statements, decrease the frequency of cheating. It is not clear to what extent the threat of 
verification in contrast to the act of verification testing actually diminishes cheating.

Research questions related to the validity of online tools

 • Which factors related to online testing lead to decreased validity? Does validity decrease 
because of cheating or because of interactions between characteristics of the test and 
features of the device on which the test is taken?

 • What are the tradeoffs between the costs and benefits of online testing?
 • What is the validity of non‐traditional forms of testing, such as credit checks and 

information from social media?

Most researchers agree that online tests, even those given in unproctored conditions, 
have some validity. Many of the open research questions, however, deal with the relative 
validities of tests given via different media (e.g., computer vs. mobile device) or condi
tions (e.g., proctored vs. unproctored). The device and the nature of the test seem to 
affect the validity. Devices that are difficult to manipulate or to read may reduce the 
validity of test scores on cognitive ability tests. A related set of questions deals with the 
ethical obligations and legal requirements in some countries to use tests with higher 
validities. From a practical standpoint, several important questions explore the tradeoffs 
between increased validity and practical benefits, such as cost reductions and increased 
applicant pools.

As noted above, non‐traditional forms of testing such as credit checks and data from 
social media are being used for hiring purposes; however, there are few data supporting 
the validity of such tools. Some argue for the job‐relatedness of credit checks, assuming 
that success in one’s personal finances carries over to responsibility in the workplace. 
Others argue that many events, some of which are beyond a person’s control, e.g., extraor
dinary medical expenses can weaken a credit rating but do not suggest personal irrespon
sibility or carelessness.

In some respects, credit checks are a better predictor because credit ratings are typi
cally quantified and based on objective data. In contrast, information derived from social 
media is rarely quantified and must be interpreted often against ill‐defined standards. 
Again, there is little evidence that behaviours exhibited in one context will necessarily 
surface in a work setting at a later stage. In summary, much research remains to be con
ducted and put in the public domain so that it is accessible and can inform the decisions 
test users make. Those who use online testing must understand the tradeoffs between 
cheating and validity. In addition, research needs to guide the development of tests that 
measure the same constructs regardless of culture and national boundary in a manner 
that is valid.



288 Selection

Conclusion

In this chapter we have reviewed the growing use of online testing, reflecting the increase 
of internet usage and candidates’ acceptance of this form of organizational engagement. 
While research in this area remains relatively sparse in comparison to other areas of orga
nizational psychology, an increasing number of papers published since 2000 have helped 
deepen our understanding of the application and impact of this method as a potential tool 
to be used in the recruiters’ armoury. In the previous section of this chapter we set out 
some of the gaps in our knowledge and how research studies may help continue to develop 
our knowledge in the coming years.
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Introduction

The use of gamification and serious games has become a viable method for achieving key 
business objectives, with innovative applications in a diverse range of organizational initia-
tives. Customer attraction and retention programmes, employee recruitment and training 
strategies, marketing, performance management and talent measurement, to name a few, 
are increasingly leveraging gamification and/or serious games (DuVernet & Popp, 2014; 
Laumer, Eckhardt & Weitzel, 2012; Rodrigues, Costa & Oliveira, 2014). In fact, analysts 
estimate that the global serious games market will reach $10.96 billion by 2022 (Stratistics 
MRC, 2015). In addition, several surveys have indicated that the use of serious games and 
gamification will become more widespread in the next five years (e.g., Anderson & Rainie, 
2012; Roberts, 2014). If these forecasts materialize, they could revolutionize the way 
organizations approach traditional business challenges.

The primary purpose of gamification and serious games is to enhance the level of 
engagement of the target audience. This increased level of engagement is predicted to lead 
to subsequent gains in important business outcomes, such as employee knowledge reten-
tion, market penetration, product awareness, employee performance enhancement and 
talent measurement. It is the potential for these gains and associated impacts on business 
growth and financial performance that has driven increasing interest and research in the 
use of these approaches in various business practices and processes.

In this chapter, we briefly consider definitions and the boundaries between gamification 
and serious games. We then primarily concentrate on serious games, recognizing that this 
covers gamification in general and the common challenges and potential benefits. In the 
next section, we cover current uses of serious games. We then discuss the rationale for 
using gaming techniques for personnel selection and offer practical guidelines for lever-
aging this methodology in a selection context. Finally, future directions in research and 
application of gamification and serious games are discussed.
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Understanding Gamification and Serious Games

The terms ‘gamification’ and ‘serious games’ are often used interchangeably. At a high 
level, gamification is the process of incorporating one or more game elements into a non‐
game context, whereas a serious game utilizes a number of game elements to create a game 
that will be used for purposes other than pure entertainment. The reason the two terms 
are used interchangeably is primarily due to the fact that there is no universally agreed 
number or even type of game elements required to cross the threshold from gamification 
to serious game (e.g., Susi, Johannesson & Backlund, 2007). Resolving this debate is 
beyond the scope of this chapter, so we have drawn on several sources (Bedwell, Pavlas, 
Heyne, Lazzara & Salas, 2012; Shute & Ke, 2012) to provide the reader with an overview 
of the elements typically employed in gamification and serious games (see Table 14.1). 
Certain attributes that might be expected when describing a game (e.g., engaging, fun) 
are not included due to their subjective nature; rather the focus is on objective 
characteristics.

Table 14.1 provides the reader with a solid foundation of typical elements currently 
used in gamification and serious game initiatives. This area continues to evolve, and new 
elements may be leveraged in future design and delivery.

Current uses of serious games
The number of ways serious games can be used is increasing and expanding beyond the areas 
where serious games have initially proved successful. According to one collaborative online 
database of serious games (serious.gameclassification.com), over 3,000 games have been 
classified according to their purpose (e.g., training, marketing), market (e.g., corporate, 
government, military, education) and target audience (e.g., general public, professionals, 
students), alongside user‐contributed keywords. Although the database is extensive, it is 
probably an underestimate of the use of games for various purposes, because the database 
does not include many custom or proprietary games.

Today, serious games are used in healthcare, education, government, military and cor-
porate environments. In healthcare, serious games have been used in such diverse areas as 
physical fitness, patient education, rehabilitation, clinical training, diagnosis of mental dis-
orders, improvement of cognitive functioning and biofeedback control (Michael & Chen, 
2006; Ricciardi & De Paolis, 2014; Susi, Johannesson & Backlund, 2007). In education, 
games have been used at all levels (pre‐nursery through to postgraduate) to enhance 
learning and skill development across a wide number of subjects (Vogel, Vogel, Cannon‐
Bowers, Bowers, Muse & Wright, 2006; Wouters, van Nimwegen, van Oostendorp & van 
der Spek, 2013). These days, it would be rare to find a student in most developed coun-
tries that has not played at least one serious game during the course of their education 
(Michael & Chen, 2006).

The US government has utilized serious games across municipal, state and federal levels 
mainly for training employees in areas such as pandemics, biohazards, disaster management, 
city planning, police and firefighter training, ethics and policy training, and even defensive 
driving (Michael & Chen, 2006; Squire & Jenkins, 2003). The military is by far the largest 
developer and consumer of serious games (Susi, Johannesson & Backlund, 2007). Primar-
ily used for training purposes, serious games offer the military a means to train its members 
on complex and/or dangerous situations that would otherwise be cost‐prohibitive or too 
risky to accomplish in a real‐world situation.

Although not primarily designed for training purposes, many consider the U.S. Army’s 
release of the video game America’s Army (www.americasarmy.com) to be the start of 
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Table 14.1 Game elements.

Game Element Description

Interactive 
Problem 
Solving

This element usually involves solving a series of problems or completing a series 
of tasks, but can take other forms, such as responding to in‐game characters, 
choosing appropriate paths (literal or figurative) to reach the goal, or 
collecting items or pieces of information that impact the outcome.

Specific 
Goal(s)

Every game should have one or more goals the player must accomplish. This may 
simply be gaining as many ‘points’ as possible or successfully completing the 
game. Some games are designed with competing goals in order to enhance the 
level of challenge (e.g., achieve the right balance between earning money and 
keeping the business running). Goals in games may be implicit or explicit.

Rules Without some rules, a game would essentially be pointless. Rules may take the 
form of limiting certain actions or movements, requiring certain items to be 
obtained before being able to accomplish certain tasks or completing a series 
of tasks successfully in order to advance to the next level. A good game 
contains enough rules to make the game challenging, but not have too many 
rules that it leads to player frustration.

Adaptive or 
Branching 
Game Play

Games incorporate some form of adaptive or branching process to allow for 
multiple outcomes and/or game experiences. Some extremely complex games 
can give the impression that they a form of artificial intelligence built into 
them (although this has yet to be fully achieved), whereas other games 
leverage branching methods to increase the number of potential outcomes 
within a finite number of possible paths. Allowing multiple players to 
participate can greatly enhance this characteristic, as long as the actions of the 
other players can influence the experience/outcome.

Control Players need to be able to influence the game play to some extent. Having total 
control would detract from the challenging aspect(s) of the game, but having 
no control would result in frustration or boredom. Games should encourage 
players to explore alternative paths to achieve the goal(s) by manipulating the 
game environment, characters or objects within the game, or the sequence in 
which they complete certain tasks or activities.

Ongoing 
Feedback

Feedback on a player’s performance during the game provides the player with 
information on the success (or failure) of their actions in order to direct them 
towards achieving a positive or desired outcome. Feedback can be explicit or 
implicit. Explicit feedback can take the form of points displayed on screen, 
noting achievement of certain objectives, audio/visual cues when certain 
actions are taken or progression on to subsequent levels. Explicit feedback can 
also include comparison and/or competition with other players (e.g., ranks, 
badges, leader boards). Implicit feedback can be expressed by characters within 
the game or other subtle cues in the game environment.

Uncertainty Similar to the characteristic of adaptive or branching game play, the use of 
uncertainty in a game evokes suspense and increases player engagement. The 
right move/action/decision should not be transparent, otherwise the game 
would be too easy and players would quickly lose interest. There does, however, 
need to be some rationale behind the uncertainty, so that players will understand 
the reason for the outcome once the move/action/decision has been made.

Sensory 
Stimuli

Sensory stimuli can refer to graphics (static or animated), video, sounds and/or 
storylines used to excite the senses and increase immersion in the game. 
Stimuli should be used in the right amount, as too much will overwhelm the 
player, but not enough could result in decreased engagement.

Technology‐
enabled

Given the increasing penetration of technology into daily life, most games 
incorporate some form of technology. This can take the form of multimedia 
(video or animation), computer/online delivery, smart phone apps or even 
popular gaming consoles.



296 Selection

today’s serious gaming era. Towards the end of the 1990s, recruitment numbers were 
dwindling, and the Army needed a new tool to attract and engage its target demographic 
of 18–25‐year‐old males. Given the popularity of ‘first person shooter’ console video 
games such as Halo and Call of Duty, the Army hoped to capitalize on the potential to 
increase their recruitment numbers through a serious games approach (Gudmundsen, 
2006). America’s Army was and continues to be an extremely effective recruitment tool, 
enabling potential recruits to try their hand at various specialities and gain a quasi‐firsthand 
experience of what it is like to be a soldier by playing a game that is very similar to popular 
entertainment games (Grossman, 2005).

In the corporate world, the use of serious games has increased exponentially over the 
past decade, and new applications are currently being developed (e.g., Dale, 2014). Like 
the military, the most prevalent use of serious games in corporate environments is for 
training. These cover teamwork, leadership, time and project management, communica-
tion skills, strategic planning, customer service, sales, on‐boarding and, of course, job‐
specific skill development (Greco, Baldissin & Nonino, 2013; Lopes, Fialho, Cunha & 
Niveiros, 2013; Michael & Chen, 2006). In addition to training, serious games have been 
used to attract and retain customers, launch new products, enhance job performance and 
attract potential job candidates (Donovan, 2012). One promising new area for serious 
games in the corporate arena involves the use of serious games for personnel selection. 
This is discussed in the next section.

Rationale for Using Gaming Techniques in Selection

Given the wide range of tools and methods available for evaluating job candidates, and 
taking into consideration the years of research that support these approaches (e.g., Schmidt 
& Hunter, 1998), one may question the need for using gaming techniques in a selection 
context. However, as organizations continue to experience significant growth and profit-
ability expectations, their ability to identify and attract the best talent efficiently will remain 
a critical business need. It is hypothesized that the use of gaming techniques has the 
potential to increase the predictive validity of assessment processes beyond what can be 
achieved with traditional methods as well as to yield engagement outcomes that are not 
possible with traditional methods.

Research has shown that high‐fidelity work‐sample assessments are valid predictors of 
job performance (Roth, Bobko & McFarland, 2005; Thornton & Kedharnath, 2013). 
This occurs because work‐sample assessments reduce the inferential leaps that are 
required between candidates’ scores on the assessment and their performance on the 
job. With most traditional selection tools (e.g., personality inventories and cognitive 
ability tests), the focus is on measuring competences or traits using multiple‐choice 
items. Two inferential leaps are made: the first is between candidates’ scores on the 
 multiple‐choice measurement tool and the degree to which they possess that competency 
or trait, and the second is between the competence or trait and how candidates will actually 
perform on the job. More robust predictions are achieved through the use of simulation 
assessments that require less inference. By putting candidates in situations that are 
s imilar to those they will encounter on the job, the goal of simulation is to elicit and 
measure behaviours similar to those that are required to perform the job. All else being 
equal, the closer a simulation comes to recreating the work environment and eliciting 
the full range of critical b ehaviours that are required for performance (U.S. Merit 
S ystems Protection Board, 2009), the better the assessment will predict subsequent job 
performance.
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Simulations and multimedia‐based assessments are currently used to determine candi-
date suitability and measure knowledge, skills, abilities and other characteristics (KSAOS) 
that are critical for managers, customer service and sales representatives, clerical and 
administrative personnel, contact centre and collections agents, bank tellers, cashiers, 
manufacturing workers, professional staff and many others (for a comprehensive review, 
see Fetzer & Tuzinski, 2013). These are not only highly predictive of job performance 
(e.g., Lievens & De Soete, 2012; Schmidt & Hunter, 1998), but can potentially result in 
enabling organizations to augment their brand awareness, engage candidates and enhance 
positive perceptions of the company due to being at the cutting edge of technology, 
providing competitive advantage in the battle for talent.

The same rationale can be applied to support the use of gaming techniques. To the 
extent that these techniques are used to elicit in‐game actions that mirror on‐the‐job 
behaviours, they will be more predictive of job performance than inferential measurement 
of traits or competences, all else being equal. Furthermore, gaming technology has the 
potential to increase the use of job‐relevant behavioural assessments by increasing their 
scalability and cost‐effectiveness. However, the greatest potential value of gaming tech-
niques in a selection context arguably lies in a concept known as stealth assessment, which 
refers to embedding assessments in a game‐like environment (Shute, 2011; Shute & 
 Ventura, 2013; Shute, Ventura, Bauer & Zapata‐Rivera, 2009). When players are engaged 
in playing the game, attentiveness to the fact they are being assessed is reduced and/or 
eliminated, due in part to a level of engagement not unlike Csikszentmihalyi’s concept of 
flow (Csikszentmihalyi, 1990). This is the point at which candidates may become so 
immersed in the game that their true behaviours emerge, increasing the accuracy of the 
assessment, rather than being constrained or changed by social desirability and the pro-
pensity of c andidates to second‐guess their actions during employment assessment.

Development and Implementation of Serious Games 
for Selection Purposes

Developing and implementing serious games for personnel selection requires adherence to 
the same psychometric and legal considerations as any other selection tool, but there are 
some unique aspects that also need to be considered. We have grouped these into the 
following categories: objectives, design and utilization. Each aspect is discussed in turn.

Objectives
In order to design a game that is successful, game designers must first define what success 
looks like. The key objective that typically defines the success of any selection tool is how 
well it matches the needs of job performance criteria. More specifically, the stronger the 
correlation between candidates’ scores and job performance measures, the more successful 
the tool. There are other ways to validate selection tools (i.e., content and construct 
validity methods), but a criterion‐related approach provides evidence of the utility of the 
tool with regards to its ability to predict job performance.

Complete coverage of methods for analysing the domain of job performance and deter-
mining which criteria are most critical is beyond the scope of this chapter, but we will 
highlight the main ideas in order to provide a basis for the sections that follow. In simple 
terms, the first step in the process is to identify what aspects of job performance should 
correlate with scores produced by the game. These aspects can either be subjective criteria 
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(e.g., supervisory ratings, customer satisfaction scores) or objective criteria (e.g., sales 
revenue, quality indices, production output). Once identified, these criteria need to be 
examined to determine which behaviours lead to successful job performance.

Once the behaviours have been determined, the game concept begins to take form. The 
behaviours form the basis for how the game is structured, specifically how these behav-
iours will be demonstrated during game play. The behaviours may be interpersonal (e.g., 
customer interaction, leadership, teamwork) or involve interacting with data or things 
(e.g., decision making, assembling parts, monitoring systems, safety procedures). It is 
important to understand not only which behaviours lead to successful job performance, 
but also which lead to poor performance.

Once the target performance criteria and related job behaviours have been identified, 
the next objective is to determine the measurement model. Will certain in‐game behav-
iours lead to higher scores while others lead to lower scores? Will in‐game behaviours lead 
to one overall score, or will sub‐scores be produced? If the latter, how many sub‐scores are 
needed? Will the sub‐scores be rolled up into an overall score and if so, how will each 
sub‐score be weighted? How will the scores be reported and what conclusions or interpre-
tations should be made based on the results? Will a cut‐score be required and if so, how 
will this be determined?

As with any other tool developed for use in personnel selection, a thorough job analysis 
is the foundation for answering these questions. Defining the job requirements in terms of 
type and level of KSAOs will inform the measurement model, which will in turn determine 
the scoring and reporting protocol. The validation and measurement objectives are the 
most critical elements of a successful game and serve to drive many aspects of design and 
utilization (see below). Much of the work involved in developing a game for selection pur-
poses occurs before any coding begins and is time well spent once the game is operational. 
The technologies may be new and innovative, but adherence to sound psychometric 
p rinciples and established procedures will lay the appropriate foundation to ensure the 
game provides a substantial return on the investment.

Design
In the design category, there are multiple elements that need to be considered. Aspects 
such as target audience, length, genre, multimedia style, scoring protocol, linear versus 
non‐linear game play, branding and candidate feedback (in‐game) should be addressed 
before development of the actual game begins. These elements will serve as a blueprint for 
building the game and will determine how the game is built and deployed. Each of these 
elements is detailed below.

Target audience In a selection context, this element is always challenging from a game 
design perspective. There is probably a target audience that represents the majority of 
potential applicants, but in most cases the game should be designed for all potential appli-
cants. This is primarily due to legal and fairness requirements, although these often lead to 
finding the most qualified applicants regardless of age, gender, and so on. In other words, 
the objective is to evaluate candidates on the skills and/or competences that lead to more 
successful job performance, and the game design should not lead to an advantage (or dis-
advantage) for any subset of candidates that are grouped based on characteristics that are 
not related to job performance.

The two most frequent demographic characteristics that are commonly associated with 
potential issues in using games for selection purposes are age and gender. Specifically, it is 
assumed that young males will have an unfair advantage over older generations and women 
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because video games are associated with teenaged boys. That may have held true 10 years 
ago, but the demographics of so‐called gamers are changing rapidly. In fact, the most 
recent report from the Entertainment Software Association (ESA) indicated the average 
game player in the US is 35 years old, with 44% of gamers aged 36 years or older, and 
females represent almost half (44%) of the US game‐playing population (ESA, 2015).

Although the traditional lines dividing game play among certain demographic groups 
are blurring, it is still important to minimize potential demographic differences in selec-
tion scores when games are used. There are various ways to achieve this, with most focusing 
on the lack of complexity when it comes to the game structure and interface. By reducing 
complexity, the potential impact of prior gaming experience will be reduced and the less 
likely differences across demographic groups will be an issue. This does not mean the 
game itself should be easy; rather, it means it should be easy to learn how to play the game.

Length Certain entertainment games can be played for hours or days on end. Despite the 
entertainment factor of serious games, length of game play is important. Most candidates 
will be applying for more than one job and in different companies, so if the selection 
p rocess for one company is too great a time investment, candidate pools may start to 
shrink. Unfortunately, there is no simple answer to how long a selection game should be, 
but there are a few guidelines to consider.

First, the game should strike a balance between the time it takes to measure the target 
competences reliably and the amount of time spent in non‐measurement sections of the 
game. These include the introduction and instructions, transitions between levels or sce-
narios, storyline sequences and any other part of the game that is not directly involved 
with soliciting player input. Second, candidates for higher‐level jobs are more likely to 
invest time in the selection process than are candidates for lower‐level jobs. A 3‐hour game 
for a job that pays the minimum wage is not likely to be met with much acceptance. Third, 
at what stage the game is used in the selection process may have an impact on candidate 
retention. If the game is to be introduced in the later stages of the process, longer games 
may be more acceptable to candidates since they may perceive a greater chance of being 
hired and thus will be more willing to spend time completing the game. If the game is to 
be used early in the process, shorter games may be more appropriate. Fourth, every KSAO 
related to job performance does not have to be measured through the game. If there are 
shorter, more efficient assessments for certain KSAOs that would be difficult to measure 
in a game, these should be considered as part of the assessment process. Finally, current 
conventions related to candidate assessment time for traditional testing methods should be 
challenged, as time spent playing a game may be perceived as less arduous. In other words, 
an engaging, well‐designed, 45‐minute game may be less likely to see candidates drop out 
than a traditional test of similar length.

Genre Genre refers to the structure, interaction and challenges of a game, and is a 
method for categorizing games. In the entertainment gaming space, there are many types 
of genres and even more subgenres. Those that are most relevant to today’s serious games 
are described in Table  14.2. The examples provided are entertainment games, as it is 
a nticipated that the reader will be more familiar with these.

In a selection context, the KSAOs to be assessed will be a major factor in determining 
the most appropriate genre. Interpersonal skills are typically best evaluated in adventure, 
RPG or simulation games. Critical thinking and decision making are a good fit for strategy 
games. Technical KSAOs lend themselves to action, simulation or even casual/mini‐game 
genres. If multiple KSAOs are to be evaluated, combinations or hybrids of genres can be 
leveraged (i.e., action–adventure, RPG with embedded mini‐games).
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One topic that typically surfaces in discussions involving games for selection purposes is 
the difference between a serious game and a simulation. In fact, there is no difference, as 
simulations are a serious games genre. What distinguishes a simulation game from other 
game genres is essentially the degree of fidelity, or realism, represented throughout the 
entire experience. The more direct the link between actions or behaviours elicited during 
the game, the more critical it is to simulate the actual work environment. For example, 
evaluating pilots on their ability to fly a Boeing 767 would require a highly realistic simu-
lation game as opposed to one that evaluated general piloting skills using a Second World 
War bomber game.

Game genres are useful tools to help guide the development process by providing a 
foundation for the game design. They are not meant to be absolute or mutually exclusive, 
but rather allow developers to draw on the existing knowledge base and best practices for 
creating an engaging game experience. A word of caution is appropriate here: resist the 
temptation to imitate the current ‘game sensation’ as it will probably have waned in 
p opularity by the time your game development project is complete.

Multimedia style The vast majority of both serious and entertainment games use computer 
generated (CG) animation. CG animation comes in two distinct forms: two‐dimensional 
(2D) and three‐dimensional (3D). 2D animation is characterized by ‘flat’ avatars, characters, 
environments and other elements that move in two‐dimensional space. 3D is characterized 
by avatars, environments and other elements that appear to have depth. There are multiple 
varieties of 2D and 3D animation, some that are more realistic and some that are more 
stylized (see Figure 14.1 for examples).

In addition to CG animation, serious games make use of real people and environments 
through still images and/or video. This style of multimedia can be useful when conveying 

Table 14.2 Serious game genres.

Genre Description Entertainment Examples

Action One of the broadest game genres, action games 
typically require players to respond quickly and 
accurately to game challenges.

Pong, PacMan, Mortal 
Kombat, MarioKart, 
Call of Duty, Grand 
Theft Auto, Halo

Adventure Requires players to interact with in‐game avatars, props 
and other elements of the environment in order to 
advance.

Myst, Portal, The 
Longest Journey

Role‐playing 
(RPGs)

The player controls the actions of one or more 
characters through a series of quests while immersed 
in a fantasy world. Characters typically gain power 
and abilities as quests are completed.

Final Fantasy, Mass 
Effect, World of 
Warcraft

Simulation Games that simulate the aspects of certain realistic (or 
semi‐realistic) environments.

SimCity, Flight Simulator, 
The Sims, Formula 1

Strategy Requires players to execute skilful, long‐term planning, 
typically with regard to large numbers of characters 
and numerous resources across a large environment.

Age of Empires, 
Command and 
Conquer, Civilization

Casual 
(Mini‐)

Games that are designed to be short, visually appealing 
distractions from day‐to‐day activities. These games 
are fairly simple, but offer frequent rewards and 
almost unlimited achievements. Casual games are 
most frequently played on mobile devices.

Angry Birds, Candy 
Crush, Peggle, Subway 
Surfers, Cake Mania, 
Plants vs. Zombies,
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realistic emotions and actions is critical to the game objectives. New techniques in both 
photography and video can provide more immersive multimedia which can be manipulated 
by the player (think ‘virtual/360‐degree tour’) during game play.

The choice of multimedia style can be driven by a number of factors, among them cost, 
time, branding, target audience and game genre. In general, video is more expensive than 
3D, and 3D is more expensive than 2D. On the other hand, video is often faster to pro-
duce than 2D, which is faster to produce than 3D. Company branding may play a role in 

2D Animation 3D Animation

Figure 14.1 Examples of 2D and 3D animation styles.
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the choice of multimedia style depending on what style is currently being used in other 
areas of the organization. In terms of target audience, video may be more appropriate if 
your demographic is predominantly aged over 50, but the increasing use of CG animation 
in films and commercials makes it more appealing for older generations. Game genres are 
not tied to any particular multimedia style, although images and/or video may not be the 
best choice for casual or mini‐games.

Scoring How the game is scored, and what scores are reported, are key aspects of game 
design. In most cases, the scores produced will be related to the KSAOs measured during 
game play, either as indications of the specific KSAOs or as performance‐based scores. 
These scores can be reported individually or as composites. As mentioned above, full 
c overage of the psychometric methods that lead to reliable and valid scores are beyond the 
scope of this chapter, and personnel with the appropriate training and experience in these 
areas should be key members of the game development project team.

Another consideration related to scoring is whether path‐ or outcome‐based scoring is 
used. Path‐based scoring is a cumulative approach, where the player is scored based on the 
paths chosen during game play. The number of paths that can be scored can be as few as 
two or three, or as many as the total number of possible combinations of all actions during 
game play. Outcome‐based scoring involves evaluating the end‐result of a player’s actions 
during game play. In other words, how the player arrived at the particular outcome is not 
important, but rather which outcome was achieved at the end of the game. Outcome‐
based scoring is used primarily with strategy games, but can be applied to other genres if 
and when appropriate.

At a more granular level, one of the biggest elements of scoring in a serious game is what 
exactly is to be scored. Will it be limited to awarding points based on specific choices or 
actions during the game, or will it be more comprehensive and evaluate every action taken, 
or not taken, during the game? Should certain combinations or sequences of actions be 
scored higher than others? What other inputs could be scored? Should game time be 
scored? If so, is it overall time or time spent during different parts of the game? The 
answers to all questions related to scoring should be driven by sound scientific assessment 
principles, ensuring that scored elements are reliable and valid (e.g., related to the job 
requirements) and not just scored ‘because we can’.

Linear versus non‐linear Related to scoring is the concept of linear versus non‐linear 
game play. Linear refers to games where all candidates have essentially the same experi-
ence, regardless of their actions during the game. Linear games can result in sufficient 
score variance among candidates, but candidate actions do not change the game. Linear 
games are similar to most text‐based assessments. That is, candidates can achieve different 
scores, but their response to each question does not alter the test.

In non‐linear game play candidates’ actions at specific points during the game influence 
their game experience after that point. In its simplest form, branching is a form of non‐
linear game play. For example, if the candidate chooses one of two possible actions, that 
decision will lead to two possible actions, which would be different from the possible 
actions presented if the candidate had chosen the other action in the first step. Despite its 
simplicity, branching game play can be quite complex from a game design and development 
perspective, depending on the number of branches possible during game play.

More complex versions of non‐linear game play include adaptive designs (where the 
game challenges adapt to the level of the player), random events designs (where different 
challenges are presented randomly) and even designs that incorporate some degree of 
artificial intelligence (AI). These versions require much more effort and investment than 
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linear or branching designs, so ensuring the added complexity will provide ROI in terms 
of validity should be a key consideration.

Branding In a selection context, an organization may want to take advantage of any 
branding opportunities available within the game. This is especially relevant if the game is 
to be more realistic and represent the work environment in some detail. Aspects such as 
colour values, logo placement, employee uniforms, signage, visual design, and so on 
should be determined in conjunction with the organization’s marketing department. 
More often than not, organizations have a set of branding guidelines that are extremely 
useful to game developers.

Candidate feedback (in‐game) In a selection context, this aspect of game design has been 
the subject of much debate, given the potential impact on test security. As noted above, 
ongoing feedback is a characteristic of serious games and usually takes the form of a score 
that is displayed continuously or at fixed intervals during the game. In most serious games 
designed for training and development purposes, this is done to enhance motivation and 
encourage repeated play in order to reinforce the learning objectives. When used for selec-
tion purposes, games that provide candidates with any sort of displayed score could result 
in the game being compromised and rendered ineffective. In addition, it would be rare to 
have candidates play the game more than once, as any practice effects would give repeat 
players an advantage.

Unfortunately, not providing any form of feedback in‐game could reduce engagement 
and potentially increase the number of candidates who do not complete the game. 
Research on the amount and type of feedback is sparse, but initial studies offer some 
guidance (e.g., Geimer, Sanderson & Popp, 2015). At this point, the best proposed reso-
lution to this issue is to provide fairly subtle, implicit feedback. This can take the form of 
a positive reaction from a game avatar if a certain action is chosen, a pleasant auditory 
stimuli (e.g., soft bell, chime) when the candidate successfully completes a certain activity 
or through advancement to subsequent levels. Of course, this could also aid those with 
malicious intent to reverse‐engineer the game, but it would make it more difficult and less 
accurate than if a numerical score were displayed.

There is one final point to make here, especially when it comes to games that are 
 designed to represent a realistic job environment (e.g., simulation games). In reality, our 
environments are filled with continuous feedback, some subtle and some not so subtle. 
This drives our subsequent actions, and a loop is formed until a particular interaction is 
completed. This is especially relevant when it comes to dealing with people. In a simula-
tion game, a certain level of feedback is necessary to convey realism, as any absence of 
feedback would be perceived as unnatural and may influence game play.

More importantly, a key ability for most employees is to adapt their behaviour to the 
situation in order to be successful. Thus, most types of game need to incorporate some 
sort of continuous feedback in order to represent a true work environment, whether it is 
through branching or some other non‐linear design. Not to evaluate candidates’ ability to 
adapt to the situation and modify their behaviour would be a missed measurement oppor-
tunity and fail to utilize gaming methodology to increase validity.

In summary, there are a number of elements that need to be finalized before any actual 
programming is undertaken. For the most part, these are the key determinants of game 
success (or failure) and should not be taken lightly. As this chapter is intended as an over-
view of games in selection contexts, those who choose to embark on a project of this 
nature are advised to seek expert guidance on all of the areas outlined above.
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Utilization
The elements covered in this subsection need to be addressed during the design stage too, 
but for the purposes of discussion have been grouped here. In other words, do not wait 
until the game has been developed before considering these elements, as doing so will 
usually require significant redesign. Conceptually, this subsection covers how the game is 
to be used and potential issues related to using a game for selection purposes. Like the 
preceding subsections, this is a fairly broad overview of areas and requires far more detail 
in an actual game development project, and so needs qualified experts to address them 
effectively.

Platforms and devices One of the first elements to address is whether or not the game can 
be played on a mobile device. In most cases, games designed to be played on a PC or 
laptop are very different from those designed to be played on a mobile device, primarily 
because of the difference in screen size. Simply put, more information can be displayed on 
a PC or laptop screen than on a mobile device, and this leads to important decisions 
regarding the game interface and actual game play.

If the game is designed exclusively for PC or laptop use, there are still several areas to 
consider. How will the game be accessed? Does it have to be available via the internet, 
corporate intranet or only on designated local computers? If it is to be accessed via the 
internet, which browsers (and versions of browsers) need to be supported? Is a plan in 
place to support newer browser versions? What minimum resolution (screen size) does the 
game require? Will candidates need speakers or headphones in order to hear the game 
sounds? How fast should a candidate’s internet connection be? What happens if the 
c andidate is disconnected? Which operating systems (e.g., Windows, iOS, Linux) will be 
supported? Will a plug‐in be required in order to play the game?

More questions need to be addressed if the game also needs to be playable on a mobile 
device (including a tablet). Does the game need to be playable on Android, iOS and Win-
dows devices? Which mobile devices need to be supported? Is there a plan in place to 
update the game when new versions of these devices and/or operating systems are 
released? What is the minimum screen size needed to play the game? Will the game expe-
rience be the same on a mobile device as it is for those playing on a PC or laptop? Is a 
wireless internet (wifi) connection required, or can the game be played over the mobile 
network? What happens if the candidate drops the connection?

Determining whether the game should be mobile‐enabled (i.e., playable on a mobile 
device but accessed through the internet) or developed as a mobile application (app) is 
another key decision. As a general recommendation, games for selection purposes should 
be mobile‐enabled and not an app. First, it enhances security because the scoring protocol 
cannot be downloaded. Second, most candidates will be unwilling to download and install 
an app that they will play only once. Third, creating an app and making it available via the 
various app stores (e.g., iTunes, Google Play) adds time and cost to the project. Finally, 
data collection and retrieval are more efficient and reliable with mobile‐enabled games.

Localization Culturally adapting and translating a game for use outside the country or 
region it was originally designed for is known as localization. This involves translating the 
text and dialogue as well as ensuring all elements of the game have been adapted to 
cultural norms in order to ensure the equivalence of the KSAOs that are being measured. 
If possible, deciding in advance (i.e., before game design starts) which regions/languages 
will need to be supported is highly recommended, as this will provide useful input to 
how the game is designed in order to minimize the cost and time required to localize it. 
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If  it is not possible to determine specific localization requirements in advance, even 
deciding whether or not the game will need to be localized at all is recommended.

A full explanation of the process and best practices of localization are beyond the scope 
of this chapter, but a few key questions follow to aid understanding of the importance of 
localization considerations. Will the game be accepted in the target culture as a selection 
tool? Is there anything in the original game that could be perceived as culturally inappro-
priate or even offensive? Are there any technical challenges to deploying the game in a 
different region? Are the KSAOs assessed during the game also important for job 
performance in the target culture? If so, how will measurement equivalence be determined? 
Will the game need to be validated in the target culture?

Depending on the game design, localization can be a fairly lengthy and expensive pro-
cess or it can be short and inexpensive, so it is important to identify any localization 
requirements at the outset of the project. If the target languages or regions are known in 
advance, it is highly recommended to have translation or cross‐cultural subject matter 
experts (SMEs) involved in the early stages of game design. If the languages are not 
known in advance but it is anticipated that there will be a need to localize in the future, 
then identifying a few of the principal languages that may be necessary will also help the 
SMEs advise on the design process. Of course, it is still possible to localize a game if it was 
initially built for only one language or region, but it will take longer and cost more than if 
localization considerations are known in advance.

Legal issues In the US, Canada, UK, Australia, South Africa, New Zealand, Israel, France, 
Germany, Chile, Japan, Belgium and elsewhere any form of assessment (including a game) 
used for selection purposes must meet certain legal criteria. In the US, the game must 
show evidence that it is valid for its intended use (American Educational Research 
Association, American Psychological Association, & National Council on Measurement in 
Education, 1999; Equal Employment Opportunity Commission, 1978; Society for 
Industrial and Organizational Psychology, 2003). In other words, research is required to 
show the job‐relatedness of the score(s) produced by the game that are to be used for 
making employment decisions. Evidence is also required to show that the game is a reli-
able (i.e., consistently accurate) measure of whatever KSAO(s) it claims to measure. In 
addition, games used for selection should not result in an adverse impact for protected 
classes (racial/ethnic, gender and age groups). However, if the validation evidence clearly 
supports the use of the game, then the concern for adverse impact is mitigated from a legal 
perspective.

Although the bases for legal protections in the other countries noted above vary widely, 
all have some form of protection for members of specific groups. These protections outline 
requirements for many employment practices and nearly all have requirements specific to 
selection procedures. For a comprehensive overview of the legal environments for person-
nel selection in 22 countries, we highly recommend more detailed reviews (Myors et al., 
2008; Sackett et al., 2010). Of course, a specific understanding of the legal requirements 
for each country is necessary for those who plan to utilize these methods in practice.

Single versus repeated play As opposed to games used in training environments, selection 
games are usually played only once. Since the purpose is to evaluate candidates’ current 
skills, there is a strong need to avoid contaminating the scores obtained with practice. 
In other words, candidates should not be given the opportunity to play the game multiple 
times, as doing so will enable them to inflate their scores. The only exception to this is 
when playing the game multiple times does not impact the score.
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Security As with all pre‐employment assessments, there is a greater need for security 
when it comes to serious games used for selection purposes. In a training environment 
players who cheat (e.g., by attempting to get the ‘right’ answers from others) are only 
cheating themselves out of a learning opportunity, so the risk of cheating is small. In a 
hiring situation, especially one that is high‐stakes, more players may attempt to ‘game 
the game’.

Security considerations should not be taken lightly as serious games are developed and 
implemented in a personnel selection context. Care should be exercised in the development 
and implementation of the game to protect it from being compromised. The use of 
adaptive or branching methods is one way to increase a game’s security, as is limiting access 
and allowing candidates to play the game once only. Other characteristics of serious games 
(e.g., uncertainty, non‐linear design, game play rules) should be maximized in order to 
reduce the potential for cheating. In addition, ongoing monitoring is recommended to 
detect suspicious data trends and/or outright content breaches.

Future Research

Given the relative infancy of gamification and serious games as selection tools, there is a 
pressing need for research to further explore and better understand the many areas covered 
in this chapter. At this point, the following three categories are the most critical: validity, 
scoring methods and adverse impact. Aside from simulations, there is very little evidence 
regarding the validity of serious games when used for selection purposes. Criterion‐related 
validity studies, especially those examining incremental validity compared to other (tradi-
tional) predictors of job performance, have yet to be published. Beyond that, comparative 
validity studies examining different game elements, genres, job performance criteria, 
m ultimedia styles and other characteristics would lead to further advancements.

Serious games also represent an opportunity to develop and refine new forms of scor-
ing methods beyond the traditional question‐and‐answer approaches. Even in a 
relatively short game, hundreds or even thousands of potentially ‘scoreable’ events can 
be c aptured. Like consumers of other forms of ‘big data’, the challenge lies not in cap-
turing the data, but rather in making sense of all the data that are available. Of course, 
from a theoretical standpoint, the question of which data should be captured and scored 
in the first place is paramount. However, there are certain to be advocates for the merits 
of ‘dustbowl empiricism’ (i.e., if the data correlate, they should be used even if the 
r eason is not known) when the practicalities of traditional approaches are stretched to 
their limits.

Despite the shrinking gaps among gamer demographic groups, little is known about 
relative game performance across these groups. More importantly, which types of game 
have more (or less) adverse impact? What game characteristics can be modified in order to 
reduce adverse impact? Are there expected differences based on KSAOs measured? 
Or, better yet, do games result in little to no adverse impact in general, given their engaging 
and immersive nature?

On a broader level, leveraging ongoing research in other fields (e.g., education, training 
and development) is highly recommended to the extent it is relevant in a selection context. 
As the use of serious games for selection becomes more common, future research needs 
will become broader and deeper, assuming the relatively fundamental directions noted 
above are covered appropriately. Finally, as gaming technology advances, new research 
opportunities will evolve.
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Conclusion

The use of serious games is becoming more common as a beneficial and effective method 
for accomplishing many different objectives across a wide variety of fields. Increasing 
engagement through the use of game design techniques has resulted in benefits that 
cannot be achieved using non‐game approaches. As the use of serious games continues to 
expand, in terms of purpose and application, the use of games for selection purposes is 
somewhat inevitable. However, several factors deserve special consideration, including 
game objectives, design and utilization. Once addressed, serious games may have a marked 
impact on the field of personnel selection.
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Introduction

Teams have increasingly become the centre of organizational life, and decades of research 
have concluded that team effectiveness is the result of a combination of individual behav-
iour, interaction among team members, team characteristics, team process and team 
c ontextual influences. Highlighting team members as the key component of team effec-
tiveness, the Input‐Process‐Output framework (McGrath, 1964) proposed and described 
a model in which team members’ attributes, combined with other team‐level contextual 
factors, drive team performance via team processes. Although considerable knowledge has 
been gained about the nature of teams and the contributing factors of team effectiveness, 
more remains to be learned on team staffing.

The purpose of this chapter is to provide a comprehensive, up‐to‐date literature review 
on how to assess and select individuals for teams in order to optimize team performance 
and effectiveness. In determining the scope of this chapter, we focus on the literature 
published since 2007, while incorporating findings highlighted in previous reviews on 
teams (Cohen & Bailey, 1997; Guzzo & Dickson, 1996; Mathieu, Maynard, Rapp & 
Gilson, 2008).

The chapter is organized into three main themes: the nature of teams (team type, team 
tasks and team task analysis, team contextual factors); the knowledge, skills, abilities and 
other personal characteristics (KSAOs) for effective teamwork; and assessment tools for 
team member candidates. In closing the chapter, we highlight several promising a venues 
for future research on team assessment and selection. By providing a synthetic review of 
the current literature on team assessment and selection, we hope to inform team 
researchers of the latest updates in the literature and foster more cutting‐edge research in 
the near future.
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The Nature of Teams

An important distinction between individual selection and team selection lies in the need 
for the latter to determine how individuals with certain KSAOs will fit in a team. Therefore, 
prior to deriving the KSAOs needed for effective teamwork, a good understanding of the 
team, including team type, team tasks and team contextual factors, is in order.

Team type
Team type is a key element to understanding the determinants of team success. Whether 
it is a top management team (TMT) of a multinational company that operates on a long‐
term basis or a project team that convenes to tackle a single project for a short duration, 
the implications for selection can vary drastically.

Although there is no single, universally accepted taxonomy of teams, many researchers 
have attempted to categorize and summarize the types of team typically seen in research 
and practice (e.g., Cohen & Bailey, 1997; Devine, 2002; Hollenbeck, Beersma & 
Schouten, 2012; Klimoski & Jones, 1995; Sundstrom, McIntyre, Halfhill & Richards, 
2000). A simple classification of teams was proposed by Devine (2002), which includes 
physical work teams (e.g., medical, military, production, service) and knowledge work 
teams (e.g., design, management, negotiation). Cohen and Bailey (1997) summarized 
four types: 1) work teams, 2) parallel teams, 3) project teams and 4) management teams. 
Using three dimensions underlying the type of teams (i.e., skill differentiation, authority 
differentiation, temporal stability), Hollenbeck and colleagues (2012) provided a com-
prehensive summary of 42 different team types identified in the organizational sciences. 
Based on team competence requirements, Cannon‐Bowers and Bowers (2011) proposed 
four categorizations: 1) team‐contingent, 2) task‐contingent, 3) context‐driven and 
4) transportable.

Empirical evidence stemming from meta‐analyses supports the importance of analysing 
team types. Bell, Villado, Lukasik, Belau and Briggs (2011) found that the relationship 
between functional background variety diversity and team performance was stronger for 
creativity and innovation teams and design/cross‐functional teams than other types of 
teams (e.g., efficiency teams, TMT), indicating that the type of team (e.g., design or cross‐
functional teams) might serve as a situational cue to heighten team members’ awareness of 
their functional backgrounds. Chiocchio and Essiembre (2009) argued that outcome 
performance is more salient in project teams compared to production or service teams, 
and that project teams rely more on a high level of team cohesion to plan, manage and 
complete projects interdependently compared to other types of teams. As expected, they 
found that team type significantly moderated the cohesion– performance relationship, 
such that cohesion contributed more to team performance in project teams when c ompared 
to production teams and service teams.

Team tasks and team task analysis
Multiple perspectives have been taken to describe team task demands, and many of them 
place interdependence at the core of understanding the nature of team tasks. On this 
notion, Cannon‐Bowers and Bowers (2011) proposed four categories of team tasks based 
on interdependence: 1) pooled interdependence (group output is the sum of individual 
output; e.g., sales teams), 2) sequential interdependence (group output is a sequence of 
individual output; e.g., assembly lines), 3) reciprocal interdependence (group output is an 
interaction between two team members; e.g., command‐and‐control teams) and 4) team 
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interdependence (group output is an interaction among all team members; e.g., self‐
managed work teams). The importance of task interdependence is highlighted in a meta‐
analysis by Gully, Devine and Whitney (2002), who found that task interdependence 
moderated the cohesion–performance relationship such that the relationship was stronger 
when task interdependence was high.

The goal of a team task analysis (TTA) is to identify KSAOs that can optimize the 
c ompletion of team tasks. While job analysis conducted for team assessment and selection 
may in many ways resemble its counterpart for individual‐based selection, team‐based job 
analysis requires consideration of a variety of factors that contribute to both effective task 
performance and effective teamwork. Similar to individual‐based selection, team task 
a nalysis is crucial to the success of team selection, yet research pertaining to TTA has only 
recently emerged (see Arthur, Villado & Bennett, 2012; Cannon‐Bowers & Bowers, 
2011; Mohammed, Cannon‐Bowers & Foo, 2010). Most research on team job analysis 
has either been part of a larger study on team selection or an application of TTA in specific 
team interventions (Zaccaro & DiRosa, 2012). Due to the lack of research dedicated to 
validating TTA techniques, typical TTA has employed methods from individual‐based task 
analysis, which often ignores the important contextual factors and multilevel principles 
entailed in a TTA (Mohammed et al., 2010).

As jobs performed in a team do not necessarily require team interdependence, team‐
based job analysis should employ specific strategies to uncover and differentiate individual‐ 
and team‐based tasks via the level of coordination and interdependence (i.e., the extent to 
which successful performance of the job relies on team members working together). 
Research has shown that team relatedness and team workflow can be used as effective 
m etrics for interdependence (Arthur, Edwards, Bell, Villado & Bennett, 2005; see also 
Arthur et al., 2012).

Pertaining to the procedures of TTA, Burke (2004) proposed seven steps: 1) conduct-
ing a requirements analysis, 2) identifying the job tasks, 3) identifying a taxonomy of 
teamwork, 4) conducting a coordination analysis, 5) determining relevant task work and 
teamwork tasks, 6) deriving KSAs from tasks and 7) linking KSAs to team tasks. Empha-
sizing the role of team interdependence (i.e., team‐relatedness and team workflow), 
Arthur and colleagues (2012) proposed a model for identifying team‐based tasks in a 
sequence of three steps: 1) generating a comprehensive list of tasks that constitute a job, 
2) identifying job tasks that are team‐based and 3) employing a detailed task analysis for 
tasks identified in the second step. Taking a contingency and multilevel perspective of 
TTA, Mohammed and colleagues (2010) proposed a conceptual framework for team 
selection, where a team’s task demands (e.g., interdependence, coordination demands, 
behavioural discretion, role specialization, structure and level of autonomy) should be 
thoroughly examined before individual‐ and team‐level KSAOs are derived. Some research 
has also been done to explore TTA techniques for tasks in particular types of teams 
(e.g.,  crime scene investigation teams, Smith, Baber, Hunter & Butler, 2008; military 
teams, van Berlo, Lowyck & Schaafstal, 2007; close air support teams, Zobarich, 
L amoureux & Martin, 2007).

Team contextual factors
Teams function in contexts that may promote or hinder their effectiveness. Therefore, it is 
necessary to develop a solid understanding of the contextual factors affecting team effec-
tiveness. Positioning teams as the primary level of analysis, teams are embedded in organi-
zations, which are nested within larger societal and cultural environment. Earlier reviews 
(Guzzo & Dickson, 1996; Mathieu et al., 2008) provided two broad categories of team 
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contextual factors, including the organizational context (e.g., organizational culture 
reward system, supervision) and the broader environmental context (e.g., culture, industry, 
market). In the following subsections, we discuss the latest research on organizational 
contextual influences (i.e., contextual factors on the organizational level) and environ-
mental contextual factors (i.e., contextual factors that are outside of the organization).

Organizational contextual influences Organizational contextual factors have been shown 
to exert direct and moderating effects on team effectiveness (Mathieu et al., 2008). Using 
data from two field studies, Liu, Chen and Yao (2011) demonstrated organizational‐level 
autonomy support had a direct positive impact on harmonious passion (i.e., ‘autonomous 
internalization of an activity, making it part of one’s identity and thus creating a sense of 
personal enjoyment and free choice about pursuing the activity’, p. 294), which in turn led 
to increased individual creativity. The authors further demonstrated that organizational‐
level autonomy support had compensating effects for individual autonomy orientation 
(i.e., ‘to be self‐regulating and to orient toward the interest value of the environment and 
contextual supports for self‐initiation’, Baard, Deci & Ryan, 2004, pp. 2048–2049), such 
that the joint contribution of organizational‐level autonomy support and individual 
autonomy orientation on harmonious passion was stronger for employees with lower 
levels of autonomy orientation. Similarly, the compensating effect of organizational‐level 
autonomy support was shown for team‐level autonomy support, such that teams with 
lower levels of autonomy support benefited more from a high level of organizational‐level 
autonomy support. Their findings suggest that the benefit of unit‐level autonomy support 
is more salient among individual team members who lack autonomy orientation as well as 
among teams with low levels of autonomy support.

Focusing on team bureaucratic practices (centralization and formalization), Hirst, van 
Knippenberg, Chen and Sacramento (2011) argued that team centralization and formal-
ization would hinder individuals’ abilities to explore and develop creative ideas, and would 
thus moderate the relationship between individual goal orientation and creativity. In a 
sample of 95 teams at the Taiwan Customs Bureau, Hirst and colleagues found that 
individual learning goal orientation (i.e., an intrinsic interest in learning and mastery of 
the task; Dweck, 1986) had a stronger positive relationship with individual creativity in 
teams with low centralization, whereas individual performance‐avoid goal orientation 
(i.e., an extrinsic interest in the demonstration of competence by avoiding unfavourable 
judgements; VandeWalle, 1997) showed a stronger negative effect on individual creativity 
when teams were highly centralized. In addition, team formalization interacted with 
individual performance‐proved goal orientation (i.e., an extrinsic interest in the demon-
stration of competence by gaining favourable judgements; VandeWalle, 1997) and 
performance‐avoid goal orientation to influence individual creativity.

Environmental contextual influences In recent years, research has been conducted to 
investigate the direct and moderating effects of culture and its values on team functioning 
and effectiveness. Using Hofstede’s (1980) cultural value dimensions, Taras, Kirkman and 
Steel (2010) examined the correlations between country‐level cultural values and organi-
zational outcomes. The results of their meta‐analysis showed that innovation was posi-
tively related to individualism and negatively related to uncertainty avoidance, while 
conformity was positively associated with power distance and negatively associated with 
individualism. In addition, individualism was shown to be negatively related to satisfaction 
with the supervisor. Although cultural values were not directly linked to team‐level 
o utcomes, these findings certainly provide insight into the potential impact of culture on 
team functioning and performance.



314 Selection

Despite the long‐theorized influence of micro‐ and macro‐contexts on team function-
ing, little progress has been made to systematically examine such relationships. One 
exception is Project GLOBE (Global Leadership and Organizational Behavior Effective-
ness; House et  al., 2004), a 62‐nation, cross‐cultural leadership study. In particular, 
GLOBE identified nine cultural dimensions (performance orientation, future orientation, 
gender egalitarianism, assertiveness, institutional collectivism, in‐group collectivism, 
power distance, humane orientation and uncertainty avoidance) that can be studied at the 
organizational and national levels. It was found that team members holding different 
cultural values prefer different leadership styles. This framework can also be applied to 
cross‐cultural team research to identify the cultural contingencies to the relationships 
b etween team member attributes and team effectiveness.

KSAOs for Team Effectiveness

Interdependence among team members makes it necessary to consider the composition of 
team KSAOs as a whole, with the assumption that members’ KSAOs may jointly influence 
team effectiveness. Therefore, the identification of KSAOs for team effectiveness warrants 
an examination of individual‐ (i.e., KSAOs at the individual level) and team‐level KSAOs 
(i.e., team compositions of individual KSAOs), as well as the dynamic interplay between 
individual‐ and team‐level KSAOs, and their joint influence on team effectiveness.

Individual‐level KSAOs
The literature on individual‐level KSAOs in team performance is extensive (see Table 15.1 
for a summary of relevant individual‐level and team‐level KSAOs; Cannon‐Bowers & 
Bowers, 2011; Mohammed et  al., 2010). Researchers have exerted considerable effort 
into investigating moderators and mediators that further specify the boundaries, condi-
tions and mechanisms underlying the effects of these KSAOs. Given that most of the 
studies revolve around the individual dispositional traits of team members, we group our 
discussion into dispositional traits and other individual attributes (skills, abilities, values 
and attitudes).

Dispositional traits Using the five‐factor model (FFM) of personality (McCrae & Costa, 
1985), researchers have continued linking personality to team effectiveness. In a sample 
of MBA student teams, conscientiousness and emotional stability predicted both 
individual work performance and team performance, and a composite of these two per-
sonality traits with leadership and interpersonal skills provided incremental validity above 
and beyond general mental ability (Zimmerman, Triana & Barrick, 2010). Jung, Lee and 
Karsten (2012) discovered that, although extraverted individuals outperformed intro-
verts in idea generation (measured by the number of unique ideas and the number of 
diverse ideas) in computer‐mediated groups (CMGs), this advantage was only evident 
when cognitive stimulation was at a moderate or high level, but not in low or extremely 
high levels. Jung and colleagues’ findings suggest that although extraverts might be more 
suited in teams with stimulating environments (e.g., CMGs), too little or too much 
cognitive stimulation might be ineffective or cognitively taxing. Focusing on voice behav-
iour (i.e., speaking up) in teams, Lee, Diefendorff, Kim and Bian (2014) found that 
agreeableness and extraversion positively related to supervisor‐rated voice behaviours, 
and the linkage between agreeableness and voice behaviours was amplified by team 
p articipative climate.
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Besides the Big Five traits, proactive personality and its role in teams has received 
increasing attention in recent years. In addition to demonstrating a direct link between 
proactive personality and individual organizational citizenship behaviours (OCB), Li, 
Liang and Crant (2010) found that this relationship is mediated by a high‐quality leader–
member exchange (LMX) and strengthened by the work team’s procedural justice climate. 
In 95 research and development (R&D) teams across 33 Chinese companies, Chen, Farh, 
Campbell‐Bush, Wu and Wu (2013) demonstrated that the effect of proactive personality on 
individual innovative performance in teams was mediated by individual motivational states 

Table 15.1 Individual‐ and team‐level KSAOs for team assessment and selection.

Attribute Individual‐Level Team‐Level

Knowledge Knowledge of teamwork skills Team shared knowledge of teamwork skills
Knowledge of team roles Team shared knowledge of team roles

Skills Performance monitoring Team mutual performance monitoring
Interpersonal skills Team interpersonal skills
Team management/leadership Team self‐leadership
Communication skills Team quality of communication
Cross‐boundary skills Team of cross‐boundary skills

Abilities Adaptability Team adaptability
General mental ability Team general mental ability (GMA)
Emotional intelligence Team emotional intelligence profile
Metacognition Team metacognition

Personality Conscientiousness Team conscientiousness
Agreeableness Team agreeableness
Openness to experience Team openness to experience
Emotional stability Team emotional stability
Extraversion Team extraversion
Positive affect Team positive affect
Psychopathy Team psychopathy
Implicit aggression Team implicit aggression

Values and 
Attitudes

Preference for teamwork 
Collectivism

Team shared preference for teamwork
Team collectivism

Uncertainty avoidance Team uncertainty avoidance
Power distance Team power distance
Masculinity Team masculinity
Autonomy orientation Team autonomy orientation
Goal orientation Team goal orientation
Collectivism Team collectivism
Self‐efficacy Team collective efficacy or team potency
Need for achievement Team need for achievement
Need for affiliation Team need for affiliation
Need for power Team need for power

Demographics Age Age diversity
Gender Gender diversity
Race/ethnicity Race/ethnicity diversity
Education Education diversity
Work experience Work experience diversity
Nationality Nationality diversity
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(i.e., role‐breadth self‐efficacy and intrinsic motivation). Findings from Li and colleagues 
and Chen and colleagues suggest that the effect of proactive personality on team 
performance was channelled through its positive impact on employees’ exchange relation-
ships with their supervisors as well as on their motivational states.

Emerging research has focused on individual dispositions that capture how team 
m embers perceive and evaluate their abilities and self‐worth, such as core self‐evaluations 
(CSE; a higher‐order trait underlying individuals’ fundamental, subconscious evaluations 
about themselves, which encompasses self‐esteem, emotional stability, generalized self‐
efficacy and internal locus of control; Judge, Locke & Durham, 1997) and specific self‐
efficacy. Linking creative self‐efficacy to individual creativity in teams, Richter, Hirst, van 
Knippenberg and Baer (2012) proposed that team informational resources serve as 
boundary conditions for the impact of CSE on individual creativity. As expected, they 
found a three‐way interaction between creative self‐efficacy and two types of team infor-
mational resources (shared ‘knowledge of who knows what’ (KWKW) and functional 
background diversity) in 34 R&D teams in four countries. In particular, the positive 
impact of creative self‐efficacy on individual creativity was amplified in teams with higher 
levels of shared KWKW, and this interaction existed only in teams with high functional 
background diversity. Also interested in team innovation, Keller (2012) demonstrated that 
internal locus of control, self‐esteem and innovative orientation each led to better job 
performance and innovativeness in project teams, and such effects were even stronger 
when the tasks at hand were non‐routine, allowing more scope for individual characteristics 
to exert impact on performance and innovativeness.

Focusing on individual orientation, Hirst and colleagues (2011) argued that individuals 
with a high performance‐avoid goal orientation will focus on performing the required 
tasks and avoid challenges that may give rise to creativity. Results supported their 
expectation and showed that performance‐avoid goal orientation was negatively related to 
creativity. Liu, Zhang, Wang and Lee (2011) demonstrated that individuals with a high 
autonomy orientation tended to perceive a higher level of psychological empowerment, 
which subsequently led to lower voluntary turnover. While team leaders’ and peers’ auton-
omy support had an overall positive influence on members’ psychological empowerment, 
this positive link was even stronger when team members perceived a large differentiation 
(i.e., varying levels) in autonomy support from leaders or peers. The authors further dem-
onstrated that psychological empowerment mediated the interactive effect of autonomy 
support (from team leaders and peers) and its differentiation on individual voluntary 
 turnover.

Other attributes There are a few studies that examine individual knowledge, skills and 
abilities relating to team performance. Shi, Johnson, Liu and Wang (2013) found that 
individuals with higher political skill were viewed more positively (i.e., reward recommen-
dation) by their supervisors in construction management teams, potentially because of 
better networking abilities and adaptability. To further explain the mechanism underlying 
this relationship, Shi and colleagues proposed and demonstrated that the positive link bet-
ween political skill and supervisor evaluations was mediated by the frequency of interac-
tion between team members and supervisors, and the positive effect of members’ political 
skill on interaction frequency with supervisors was further moderated by supervisors’ 
political behaviour. Based on trait activation theory (Tett & Burnett, 2003), Farh, Seo 
and Tesluk (2012) found that emotional intelligence (EI) was more positively related to 
teamwork effectiveness when the team had higher managerial work demands with more 
salient, emotion‐based cues. In a simulation‐based team training context, Ellington and 
Dierdorff (2014) applied a self‐regulation theory framework (Kanfer & Kanfer, 1991) and 
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demonstrated a positive relationship between metacognition (i.e., self‐monitoring of 
learning) and a team member’s declarative and procedural knowledge of training content, 
which was fully mediated by self‐efficacy and heightened by team context (i.e., team 
overall performance and quality of cooperation). Findings from Ellington and Dierdorff 
highlight the importance of viewing individual‐ and team‐level learning processes interac-
tively rather than independently.

Values refer to relatively enduring ‘beliefs about desirable behaviors that transcend specific 
situations, guide the evaluation of behavior, and are ordered in an individual in terms of 
relative importance’ (Bell, 2007, p. 597). In a sample of 135 class project teams, Arthaud‐
Day, Rode and Turnley (2012) demonstrated that individual values of benevolence (loyalty, 
honesty, helpfulness and responsibility), achievement (ambition, influence, capability and 
success), self‐direction (creativity, independence and curiosity) and conformity (politeness, 
self‐discipline and obedience) predicted OCBs. Given a heightened interest in cross‐cultural 
and global issues in the workplace, more and more research has been done to examine 
cultural values and their impact on team effectiveness. Although not directly linking cultural 
values to team performance, in a 2010 meta‐analysis, Taras and colleagues (2010) pointed 
out several important cultural value dimensions that can be crucial to team functioning and 
effectiveness. Using Hofstede’s cultural value dimensions (1980), Taras and colleagues 
found that individuals with high levels of uncertainty avoidance tended to harbour higher 
team commitment but also showed less innovation. In addition, team members holding 
different cultural values prefer different types of leadership style (see also House et  al., 
2004). Overall, cultural values have higher predictive validity for team‐related attitudes 
compared to personality traits and demographics. In another study using MBA teams, Glew 
(2009) demonstrated that individuals who value sense of accomplishment received more 
negative evaluations from peers. This surprising result, as the author conjectured, was 
 possibly due to peers’ perception that such individuals prioritize personal goals over group 
goals, something that may not be viewed positively by other team members.

Team‐level KSAOs
Research pertaining to compositions of KSAOs in teams has progressed significantly in the 
last decade (see Table 15.2 for a summary of meta‐analytic results on team‐level KSAOs 
and team performance). As a result, group composition (i.e., the configuration of group 
member attributes) has become one of the most commonly studied variables in the team 
literature (Guzzo & Dickson, 1996; Hollenbeck, DeRue & Guzzo, 2004), and different 
configurations of KSAOs have been used to predict a variety of team‐related outcomes, 
such as team performance (Bell, 2007), collective turnover (Hausknecht & Trevor, 2011), 
OCB (Arthaud‐Day et al., 2012) and CWB (Schmidt, Ogunfowora & Bourdage, 2012).

Although many of the individual‐level KSAOs discussed above can be applied at the 
team level, team composition can be far more complex than merely totalling individual 
attributes (see Chan, 1998; Kozlowski & Klein, 2000). The most popular type of 
aggregation method has been mean aggregation, followed by diversity (e.g., dispersion, 
homogeneity) and extreme scores (maximum and minimum), and the results concerning 
the same type of team‐level predictors can vary drastically depending on the type of 
aggregation method used.

In order to determine the appropriate type of aggregation for team research, Steiner 
(1972) proposed a task typology for aggregation method which has been considered help-
ful (Bell, 2007; Cannon‐Bowers & Bowers, 2011; Mohammed et al., 2010). According to 
Steiner’s typology, the mean or sum of individual scores is most appropriate where additive 
or compensatory tasks (i.e., team performance is the sum of individual performance) are 
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Table 15.2 Summary of recent meta‐analyses on team attributes and team performance.

Attribute Validity Estimates from Meta‐analyses Citation

Abilities
General mental ability 

(GMA)
0.27 (k = 42, n = 2,995) Bell (2007)

Emotional intelligence 0.18 (k = 6, n = 304) Bell (2007)

Personality
Conscientiousness 0.11 (k = 39, n = 2205) Bell (2007)
Agreeableness 0.12 (k = 29, n = 1692) Bell (2007)
Extraversion 0.09 (k = 38, n = 2243) Bell (2007)
Emotional stability 0.04 (k = 22, n = 1439) Bell (2007)
Openness to experience 0.05 (k = 25, n = 1697) Bell (2007)

Values and Attitudes
Collectivism 0.25 (k = 14, n = 1299) Bell (2007)
Preference for teamwork 0.18 (k = 10, n = 490) Bell (2007)
Collective efficacy 0.38 (s = 64, k = 78, n = 3738, 

N = 16009)
Stajkovic, Lee, and Nyberg 

(2009)
Group potency 0.34 (s = 29, k = 32, n = 1613, 

N = 9699)
Stajkovic et al. (2009)

Diversity
Task‐related diversity 0.13 (k = 15, N = 1209) for quality of 

team performance
Horwitz and Horwitz 

(2007)
0.07 (k = 9, N = 704) for quantity of 

team performance
Horwitz and Horwitz 

(2007)
Bio‐demographic 

diversity
–0.01 (k = 14, N = 1093) for quality 

of team performance
Horwitz and Horwitz 

(2007)
–0.02 (k = 3, N = 182) for quantity of 

team performance
Horwitz and Horwitz 

(2007)
Functional background 

variety
0.10 (k = 31, n = 3726) Bell, Villado, Lukasik, 

Belau, and Briggs (2011)
–0.45 (s = 11, n = 3062) Thatcher and Patel (2011)

Educational background 
variety

0.01 (k = 13, n = 2629) Bell et al. (2011)

Education level diversity –0.01 (k = 14, n = 3914) Bell et al. (2011)
–0.46 (s = 8, n = 1859) Thatcher and Patel (2011)

Organizational tenure 
diversity

0.04 (k = 24, n = 4259) Bell et al. (2011)

Team tenure diversity –0.04 (k = 12, n = 2124) Bell et al. (2011)
–0.41 (s = 8, n = 980) Thatcher and Patel (2011)

Race diversity –0.11 (k = 31, n = 5298) Bell et al. (2011)
–0.35 (s = 23, n = 1890) Thatcher and Patel (2011)

Sex diversity –0.06 (k = 38, n = 6186) Bell et al. (2011)
–0.47 (s = 19, n = 1620) Thatcher and Patel (2011)

Age diversity –0.03 (k = 40, n = 10953) Bell et al. (2011)
–0.35 (s = 22, n = 1584) Thatcher and Patel (2011)

Cultural diversity –0.02 (k = 42, n = 7184) Stahl, Maznevsi, Voigt, and 
Jonsen (2010)

(Continued)
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concerned. As for extreme scores, the team’s minimum score is best when the team is 
performing conjunctive tasks (weakest individual performance determines team 
performance), whereas maximum score is the most useful aggregation strategy when 
d isjunctive tasks (strongest individual performance determines team performance) are the 
criterion. However, empirical evidence from meta‐analyses suggests that the validity of 
aggregation method depends not only on the criterion but also the type of predictor 
(e.g., Bell, 2007). Given that most of the studies on team‐level KSAOs were devoted to 
dispositional traits, we first discuss research findings regarding the team composition of 
dispositional traits, followed by other attributes (knowledge, abilities, values and needs).

Team composition of dispositional traits Since 2000 there has been an increasing research 
focus on team‐level KSAOs which has been devoted to examining the composition of 
p ersonality traits in teams. Meta‐analytic results from Bell (2007) highlight the impor-
tance of team personality operationalization (e.g., average, dispersion, minimum, 
maximum) in understanding team composition. Based on the FFM of personality (McCrae 
& Costa, 1985), Bell found that team minimum and average levels of agreeableness were 
the strongest predictors of team performance in field studies. Although team average 
c onscientiousness, openness to experience, emotional stability and extraversion were 
shown to be positive predictors of team effectiveness in field studies, the extreme levels of 
these four personality traits contribute little to team performance.

On a similar note, Peeters, Van Tuijl Rutte and Reymen (2006) found that team average 
conscientiousness was positively related to team performance in student design teams. On 
the other hand, team average agreeableness, variability in agreeableness and variability in 
conscientiousness did not predict team performance. Using helping‐norm emergence as 
the criterion, Raver, Ehrhart and Chadwick (2012) found that the maximum and minimum 
levels of agreeableness in student project teams were associated with team helping behav-
iour. Raver and colleagues’ finding was in line with the ‘sucker aversion’ effect (Chen & 
Bachrach, 2003; Jackson & Harkins, 1985; Schroeder et al., 2003), which arises when 
team members experience a sense of inequity when one disagreeable person refuses to help 
others. The positive effect of team agreeableness was also found in project teams, where 
team average agreeableness was shown to be related to better team communication and 
cohesion and subsequently performance over time, though this relationship was evident 
only when team members were interacting face‐to‐face as opposed to virtually (Bradley, 
Baur, Banford & Postlethwaite, 2013). In the context of top management teams (TMTs), 
C olbert, Barrick and Bradley (2014) demonstrated a positive relationship between team 
average conscientiousness and organizational performance. Turning to dark personality 

Table 15.2 (Continued)

Attribute Validity Estimates from Meta‐analyses Citation

Others
Team cohesion 0.32 (s = 16, n = 1460) Thatcher and Patel (2011)
Social cohesion 0.20 (k = 4, n = 206) for outcome 

performance
Chiocchio and Essiembre 

(2009)
Task cohesion 0.35 (k = 4, n = 206) for outcome 

performance
Chiocchio and Essiembre 

(2009)
Task conflict –0.18 (s = 16, n = 1832) Thatcher and Patel (2011)
Relationship conflict –0.18 (s = 16, n = 2021) Thatcher and Patel (2011)

s = number of studies; k = number of correlations; n = number of teams; N = total sample size.
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traits, Baysinger, Scherer and LeBreton (2014) found that team average levels of psychop-
athy and implicit aggression were positively linked to both dysfunctional interactions and 
negative perceptions of the group, and these links were mediated by task participation and 
negative socioemotional behaviours.

At the team level, team self‐efficacy can be broken down into collective efficacy (i.e., 
shared beliefs in the collective capabilities to perform specific tasks; Bandura, 1997, p. 447) 
and team potency (i.e., shared beliefs in the collective capabilities to perform a wide range 
of tasks across situations; Gully, Incalcaterra, Joshi & Beaubien, 2002; Guzzo, Yost, 
Campbell & Shea, 1993; Zaccaro, Blair, Peterson & Zazanis, 1995). Collectively, a group’s 
belief that it is capable of performing tasks can promote the initiation of actions and boost 
the collective effort towards a common goal. Stajkovic, Lee and Nyberg (2009) showed a 
positive relationship between collective efficacy and team performance and between group 
potency and team performance. In addition, collective efficacy was found to fully mediate 
the effect of group potency on team performance. In a longitudinal study, Goncalo, 
P olman and Maslach (2010) demonstrated the different effects of team efficacy in the 
early versus late stages of team functioning. In particular, a high level of team efficacy in 
the early stages was associated with fewer perceived process conflicts but not with overall 
performance, whereas teams experiencing more process conflicts early on had higher team 
efficacy during later stages and better overall performance. Taking a unique approach of 
viewing team efficacy as either physical efficacy or mental efficacy, Hirschfeld and B ernerth 
(2008) showed team size increased both types of team efficacy; more team members 
might offer greater resources for task accomplishments (note that a curvilinear relation-
ship between team size and team efficacy could not be tested due to restriction on team 
size, which ranged from 12 to 15 members per team). Team mental efficacy also predicted 
team internal social cohesion, problem solving and teamwork effectiveness, whereas team 
physical efficacy predicted team cohesion only.

In addition to personality traits and team self‐efficacy, team collective motivational 
traits, such as collective learning and performance orientation, can influence team adapt-
ability and performance, both independently and interactively (Porter, Webb & Gogus, 
2010). Relating a team’s affective makeup to team effectiveness, Kaplan, Laport and 
Waller (2013) uncovered a positive effect of team homogeneity in positive affect (PA), 
but not average PA, on team effectiveness in nuclear power plant crews during crises, and 
this effect was carried through by a reduction in negative emotions. Despite the positive 
links shown between individual‐level CSE and team effectiveness, research has shown 
that CSE does provide incremental validity above and beyond the Big Five in predicting 
team performance (Haynie, 2012). In addition, the positive relationship between team 
CSE and team performance was only evident when the team also exhibited a high level 
of LMX.

Team composition of  other attributes Focusing on team knowledge, Wildman and col-
leagues (2012) suggested that team average level of knowledge is positively linked to team 
processes and outcomes. Shamsie and Mannor (2013) demonstrated a positive link bet-
ween tacit knowledge, a form of organizational resource, and sports team performance in 
a sample of Major League Baseball teams. In terms of team‐level abilities, meta‐analyses 
have demonstrated a strong association between general mental ability (GMA) and team 
performance (Bell, 2007; Devine & Phillips, 2001; Stewart, 2006). Randall, Resick and 
DeChurch (2011) demonstrated that teams with higher mean levels of cognitive ability 
were more likely to develop adaptive strategies in decision‐making tasks. In addition, a 
high degree of team‐level EI has been shown to be beneficial in teams, but this effect 
seems to be more robust in laboratory settings than in field settings (Bell, 2007).
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Team shared values can function as key motivational components to team functioning. 
Research has shown that teams that value equality had higher team performance and 
importance placed on the value of equality played a bigger role in predicting team 
performance than past performance (Glew, 2009). Interest in the role values and beliefs 
play in helping norm emergence in teams, Raver and colleagues (2012) found that a 
team’s minimum, but not maximum, levels of other‐oriented values and personal helping 
beliefs were positively related to the emergence of a helping norm.

Focusing on cultural values and team‐related phenomena, a meta‐analysis by Taras and 
colleagues (2010) showed that cooperation in groups was positively associated with team‐
level power distance and uncertainty avoidance, as well as negatively related to individual-
ism and masculinity. Similarly, Bell’s (2007) meta‐analytic evidence demonstrated a 
positive link between team average collectivism and team performance, and between team 
average preference for teamwork and team performance in field studies. Research has 
shown that the positive effect of team average psychological collectivism on team effective-
ness was mediated by its influence on information‐sharing (Randall et  al., 2011). To 
further examine the different facets of team psychological collectivism (preference, reli-
ance, concern, norm acceptance and goal priority), Dierdorff, Bell and Belohlav (2011) 
demonstrated that the relationship between team psychological collectivism facets and 
performance was moderated by performance stage and LMX.

In the context of multicultural teams, Cheng, Chua, Morris and Lee (2012) investi-
gated the relationship between team composition of cultural values and performance in 
self‐managing teams over time. Results from a sample of MBA student teams suggested 
that cultural value makeup has a differential impact on team performance at various stages 
of team formation: although teams with a low mean level and a moderate dispersion level 
in uncertainty avoidance had better performance early on, teams with a high mean level of 
leadership orientation as well as a moderate dispersion of relationship orientation worked 
better in the long run.

Shifting the focus from ‘what people believe in’ to ‘what people want’, researchers have 
investigated the influence of team composition of members’ psychological needs on team 
effectiveness. Chun and Choi (2014) found that members’ need for achievement was pos-
itively linked to task conflict when operationalized as the group mean and negatively 
related to task conflict when operationalized as dispersion. In addition, the team mean 
need for affiliation was shown to correlate negatively with relationship conflict, whereas 
the team mean and dispersion of need for power were positively and negatively related to 
status conflict, respectively.

Interaction between individual‐ and  team‐level KSAOs In addition to studying 
individual‐ and team‐level KSAOs independently, some researchers have started to 
examine the joint effects of individual‐ and team‐level constructs in predicting team 
effectiveness and performance. Building on the main effects of individual conscientious-
ness and extraversion on team outcomes, Schmidt and colleagues (2012) showed that 
team compositions of conscientiousness and extraversion, as well as core group evalua-
tions (i.e., a group‐level construct that represents ‘fundamental assessments that individ-
uals make about their worth, competence, and capability’; Kacmar, Collins, Harris & 
Judge, 2009, p. 1572), moderated the effects of individual‐level traits on performance 
and counterproductive behaviours in university football teams. Similarly, team collective 
efficacy has been shown to moderate some of the positive effects individual‐level traits 
(i.e., CSE, conscientiousness and agreeableness) had on teamwork behaviours (i.e., inter-
personal teamwork behaviour and performance management teamwork behaviours; Tasa, 
Sears & Schat, 2011).
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In an attempt to tease out the process of team collective efficacy formation, Tasa, T aggar 
and Seijts (2007) tested a longitudinal, multilevel model and found that individual 
t eamwork self‐efficacy, individual task‐relevant knowledge and team collective efficacy 
each predicted individual teamwork behaviour. In turn, team‐level teamwork behaviour 
(aggregated from individual teamwork behaviour) was positively related to subsequent 
collective efficacy, which then predicted final team performance.

Taking individual and team efficacy into a global virtual team context, Hardin, Fuller 
and Davison (2007) examined virtual and generalized team efficacy beliefs in a sample of 
computer‐mediated teams from the US and Hong Kong and found that virtuality 
n egatively affected team members’ perceptions of team efficacy. However, this effect was 
buffered by individualism, such that team members from the US, an individualistic culture, 
perceived higher levels of group self‐efficacy and virtual team self‐efficacy compared to 
those from Hong Kong, a collectivistic culture. Given that team generalized and virtual 
efficacy was linked to team outcomes (satisfaction and performance), this research high-
lights the importance of understanding efficacy beliefs and cultural values in virtual teams.

Linking dispositional goal orientations to self‐regulated learning in simulation‐based 
team training, Dierdorff and Ellington (2012) uncovered the interaction between 
individual‐ and group‐level learning and performance goal orientations in predicting 
l eaning outcomes. In addition, Maynard, Mathieu, Marsh and Ruddy (2007) found that 
both individual‐level and team‐level resistance to empowerment climate negatively 
 predicted individual job satisfaction, and the effect of team resistance to empowerment 
climate on individual job dissatisfaction was partly due to its influence on team interper-
sonal processes (e.g., conflict and affect management).

Using Schwartz’s (1992, 1994) values theory, Arthaud‐Day and colleagues (2012) 
tested and demonstrated the interactive effect of individual‐ and group‐level power and 
self‐direction on OCB. In particular, group mean power weakened the association b etween 
individual power and OCB‐I and OCB‐O, whereas group mean self‐direction s trengthened 
the positive effect of self‐direction on OCB‐I.

Person–group fit Person–group (P‐G) or person–team fit is a type of person–environment 
(P‐E) fit that describes the degree of compatibility between individuals and their teams 
(Edwards, 1991; Kristof‐Brown, Zimmerman & Johnson, 2005). This notion of matching 
individuals with teams is aligned with Schneider’s (1987) attraction–selection–attrition 
(ASA) framework, which suggests that individuals are more likely to be attracted to, be 
selected into and remain in teams that are compatible with their own attributes (Dickson, 
Resick & Goldstein, 2008). Applying the two most commonly adopted conceptualizations 
of P‐E fit, P‐G fit can also be categorized into complementary fit (i.e., individual attributes 
compensate the weaknesses or the needs of the team, and vice versa) and supplementary fit 
(i.e., individuals’ attributes replicate the strengths or characteristics possessed by the team; 
Muchinsky & Monahan, 1987).

Oh and colleagues (2014), in a meta‐analysis, showed that P‐G fit is positively related 
to organizational commitment, job satisfaction and job performance, and negatively 
related to intent to quit in both North America and East Asia. The effects of P‐G fit on 
outcomes were stronger in East Asia than in North America. Results from other analyses 
suggest that these differential relationships can be explained by cultural values (i.e., collec-
tivism and power distance), which influence how individuals view and value their compat-
ibility with teams. Focusing on P‐G fit along the trait of efficacy, Litrico and Choi (2013) 
demonstrated that individuals who perceived congruence between their self‐efficacy, 
r eflected efficacy (i.e., efficacy as perceived by team members) and team efficacy had 
higher levels of work collaboration engagement. In a sample of manufacturing teams in 
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Korea, Seong and Kristof‐Brown (2012) discovered that distinct dimensions of P‐G fit 
had differential impact on individual behaviour. In particular, KSA‐based fit was positively 
related to knowledge‐sharing, personality‐based fit positively predicted voice behaviours 
and values‐based fit was positively associated with team commitment. In addition, each 
dimension of P‐G fit was positively linked to performance in the team.

Team diversity Due to the changing nature of the workforce, team researchers have paid 
increasing attention to the topic of team diversity and its impact on team effectiveness. 
Overall, results from this area of research have remained largely inconclusive, suggesting 
that team diversity might be a doubled‐edged sword.

The most popular typologies of diversity differentiate between bio‐demographic diver-
sity (i.e., team heterogeneity in age, gender and race/ethnicity) that is more observable 
and less job‐relevant, and job‐relevant diversity (i.e., team heterogeneity in function, 
e ducation, knowledge and skills; van Knippenberg & Schippers, 2007). It has, however, 
been suggested that the effect of bio‐demographic diversity diminishes over time as a 
result of increased interactions among team members, whereas the effect of deep‐level 
diversity amplifies over time (Bell et  al., 2011; Korsgaard, Jeong, Mahony & Pitariu, 
2008). On the one hand, meta‐analytic results have not demonstrated a significant rela-
tionship between bio‐demographic diversity and team effectiveness, whether the criterion 
concerns team innovation (Hülsheger, Anderson & Salgado, 2009) or team performance 
(Horwitz & Horwitz, 2007). On the other hand, job‐relevant diversity has been shown to 
benefit team creativity and innovation (Bell et al., 2011; Hülsheger et al., 2009) and team 
performance (Horwitz & Horwitz, 2007). Although it seems reasonable to believe that 
job‐relatedness might explain the differential effects of diversity on team performance, an 
extensive review of team diversity suggests otherwise (van Knippenberg & Schippers, 
2007). In order to illuminate the inconsistent findings regarding team diversity, researchers 
have started to explore and investigate moderators in the team diversity–performance 
relationship. In a sample of 68 teams from China, Shin, Kim, Lee and Bian (2012) 
d emonstrated the moderating effects of member creative self‐efficacy and transformational 
leadership, such that cognitive team diversity benefited individual creativity only when 
members of the team had high creative self‐efficacy or perceived their leaders as 
transformational.

Viewing diversity dimensions as interactive, some researchers have studied the relation-
ship between team diversity, demographic fault‐lines (i.e., ‘hypothetical dividing lines 
that split a team into subgroups based on one or more attributes’; Lau & Murnighan, 
1998, p. 328) and team effectiveness. Meta‐analytic results showed that demographic 
diversity (age, race, sex, tenure, functional background and education) is significantly 
related to demographic fault‐line strength, which in turn relates to decreased team cohe-
sion, team performance and team satisfaction, as well as increased conflict (Thatcher & 
P atel, 2011).

In the context of cross‐cultural teams, cultural diversity has also been linked to team 
performance. Results from two experimental studies showed that cultural diversity had a 
negative main effect on dyadic performance (i.e., joint task performance by a group of two 
individuals working as a team) even after controlling for team average cultural intelligence, 
English proficiency and other types of diversity (age, gender and function; Nouri et  al., 
2013). But more importantly, task structure and task type moderated the relationship bet-
ween cultural diversity and performance, such that the negative influence of heterogeneity in 
members’ cultural background diminished when the dyads performed convergent tasks (i.e., 
tasks that require cooperation and interdependence) with high levels of task specificity and 
divergent tasks (i.e., tasks that do not require high levels of cooperation or  interdependence) 
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with low levels of task specificity. In a meta‐analysis, Stahl, Maznevski, Voigt and Jonsen 
(2010) did not find a direct link between cultural diversity and team performance in multi-
cultural teams. However, cultural diversity negatively predicted social integration and posi-
tively predicted creativity, conflict and satisfaction, and these effects were moderated by team 
tenure, dispersion, size and task complexity. In another field study, the effect of cultural 
diversity on team performance was also found to be moderated by team members’ goal 
o rientation (Pieterse, van Knippenberg & van Dierendonck, 2012).

In the context of virtual teams, bio‐demographic diversity, particularly diversity in age 
and nationality, was shown to interact with process conflict and technical experience in 
predicting team creativity (Martins & Shalley, 2011). In addition, nationality diversity also 
negatively predicted team creativity, whereas diversity in sex and race was not associated 
with team creativity.

In sum, we have discussed the major research findings regarding team member individual 
and team compositions of KSAOs that facilitate or hinder team effectiveness. The vast 
l iterature suggests that team selection should strike a balance between seeking the best 
individuals and the best combination of individuals with regard to their KSAOs. In the 
next section, we consider assessment of team member candidates based on the KSAOs 
discussed above.

Team Assessment

Many of the widely adopted assessments for individual‐based personnel selection, such as 
those for cognitive ability and personality traits, can be used to select individuals for teams. 
However, assessments pertaining to team‐based KSAOs (e.g., teamwork skills) may not 
be directly adapted from individual selection tools and thus need to be developed and 
v alidated in a team context.

Situational judgement tests (SJTs) have been widely applied as a measurement tool to 
assess team‐related KSAs. Overall, meta‐analytic evidence has shown that SJTs assessing 
team role knowledge and teamwork skills have criterion‐related validity in predicting 
performance across various job performance facets (i.e., contextual performance and task 
performance; Christian, Edwards & Bradley, 2010). Using SJTs, a population measurement 
tool for individual teamwork capabilities is the Teamwork Knowledge, Skills, and Abilities 
(KSA) test (Stevens & Campion, 1999). Based on Stevens and Campion’s (1999) taxon-
omy of teamwork capacities, the Teamwork KSA test consists of 35 SJT items that assess 
interpersonal KSAs (i.e., conflict resolution, collaborative problem solving and communi-
cation) and self‐management KSAs (goal‐setting and performance management, and 
planning and coordination). Scores on the sub‐dimensions of the Teamwork KSA test are 
then aggregated to produce a single score representing overall teamwork KSAs for team 
selection purpose. A series of validation studies have demonstrated criterion‐related valid-
ity of the Teamwork KSA test across performance facets (e.g., teamwork performance, task 
performance and contextual performance) and organizational settings (organizational and 
military samples; e.g., McClough & Rogelberg, 2003; Mohammed et al., 2010; but see 
O’Neill, Goffin & Gellatly, 2012). This test can be paired with structured interviews and 
personality inventories to assess additional social skills and personality traits (Morgeson, 
Reider, & Campion, 2005).

Focusing on the role team members play, Mumford, Van Iddekinge, Morgeson and 
Campion (2008) developed and validated a team role knowledge situational judgement 
test. Based on Mumford, Campion and Morgeson’s (2006) team role typology, the 
purpose of this team role test (TRT) is to assess team members’ declarative and procedural 
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knowledge of team roles as well as the situational contingencies underlying each role and 
use it to predict individual role performance. Notably, the TRT presents 9 scenarios (for 
9 team roles) and 10 items (behavioural descriptions) for each scenario, and the test‐takers 
are asked to rate the effectiveness of each item. Results from two field studies showed that 
scores on the TRT predicted team member role performance in academic (student project 
teams) and applied (production and maintenance teams) settings, as well as providing 
incremental validity above and beyond mental ability and the Big Five traits in the student 
sample and team tenure in the employee sample.

Given the positive relationship between EI and team performance (e.g., Farh et  al., 
2012), researchers have developed measures to capture a team’s emotional intelligence 
profile. The Workgroup Emotional Intelligence Profile (WEIP; Jordan, Ashkanasy, 
H artel & Hooper, 2002; Jordan & Lawrence, 2009) was developed and validated as a 
self‐reported assessment of team contextualized individual EI and predicts positive team 
behaviours and team performance (e.g., Jordan et al., 2002; Sue‐Chan & Latham, 2004).

Taking a different approach from self‐report, McCormack, Duchon, Geyer and O rvis 
(2009) used data from mining and network analyses to derive team task requirements 
and team‐related KSAOs from archival data. The relevant KSAOs needed for teamwork 
were obtained from biodata (e.g., résumés) and past performance data (e.g., team roles 
and individual performance), communication data (e.g., responsiveness to emails) to 
form a set of assessments for task requirements, task work and teamwork skills, and 
relationship quality. Macormack and colleagues’ approach offers an alternative way of 
conceptualizing and developing team assessment that can be used in research and 
p ractice.

Future Research

Expanding the understanding of teams

‘What is a team?’ In today’s world, new types of team are emerging at a rapid pace. 
The  changing nature of teams raises a series of questions regarding team membership 
(e.g., frequently changing membership), task and relational interdependence (e.g., ambi-
guity in task interdependence) and team effectiveness (e.g., performance standards by 
multiple shareholders; Wageman, Gardner & Mortensen, 2012), all of which are essential 
to team assessment and selection. In order to support evidence‐based practice, team 
researchers can adopt different definitional elements of team components (e.g., team 
members, leaders, stakeholders) and explore the validity of KSAOs in different types of 
collaborations.

TTA
TTA plays a crucial role in team assessment and selection, yet there are many unanswered 
questions regarding the validity of different TTA approaches. Organizational researchers 
and practitioners have commonly adopted individual‐based task analyses that might be 
inappropriate for team selection, which heightens the need to further develop and 
v alidate more team‐based TTA that encompasses contextual factors and multilevel 
p rinciples. Despite the existence of many commonly endorsed TTA approaches, the field 
lacks a single taxonomy to organize and explain various approaches of TTA to provide a 
common guideline for conducting TTA across time and situation (Bennett, Alliger, 
Wilson & Gibson, 2012). Gaps in the literature call for the development of a comprehensive 



326 Selection

guideline for conducting individual‐ and team‐based TTA. In addition, efforts are needed 
to validate existing types of team‐based TTA that have yet to be tested and develop new 
tools and methods for conducting TTA.

Team composition
Given the complexity and relatively short history of research, team composition remains a 
promising avenue for future research (Mohammed et  al., 2010). Results from meta‐
analyses (Bell, 2007) suggest that mean aggregation has been the most popular method of 
team composition, whereas other operationalizations for team composition variables are 
less well studied. Depending on the composition variable and the context of the team, 
researchers should consider combining multiple operationalizations of team compositions 
instead of relying on a single operationalization. In addition to the commonly studied 
operationalizations of team composition (e.g., mean, variance, maximum and minimum), 
alternative operationalizations, such as the proportion of individuals high or low on certain 
attributes (e.g., star performers; see Aguinis & O’Boyle, 2014) or performance distribu-
tion among team core and non‐core role‐holders (e.g., Humphrey, Morgeson & Mannor, 
2009) can be used to study team effectiveness. In addition, most research on team 
c omposition thus far has relied on cross‐sectional data, which fails to capture the temporal 
dynamics of team composition. A future direction of research is to explore the potential 
evolution of team composition in the life of a task or team as team members or their 
a ttributes evolve.

Diversity
Given the mixed results and heated debate over team diversity and its impact on team 
effectiveness, there are challenges and opportunities for researchers to continue making 
progress in this area. First, team researchers need to look beyond demographic and 
functional diversity and explore other typologies (e.g., diversity in attitudes and values, 
shared cognition). Second, diversity impacts team effectiveness via team processes 
(information‐sharing and decision making). Although a few studies have used longitudinal 
data to capture the differential impact of team diversity at various stages of a task or team 
cycle (e.g., Bell et al., 2011; Cheng et al., 2012; Korsgaard et al., 2008), a better under-
standing of these mediating mechanisms requires research designs and methodologies 
(e.g., experimental study, experience sampling technique, social network analysis) that 
capture the interactions among group members and the contextual influence in this 
p rocess. Third, viewing diversity dimensions as interactive in nature, demographic fault‐
lines and fault‐line strength present a promising avenue for future research. Fourth, there 
is room to continue exploring factors that moderate the diversity–team effective relationship, 
as well as the mediating mechanisms underlying such a relationship.

Team assessment
While research on assessment of team members’ individual dispositional attributes has 
generated a large body of validity evidence, future research should focus more on testing 
the predictive validity of member team‐based attributes (e.g., task work skills and team-
work skills; Zaccaro & DiRosa, 2012). In addition, team assessment can advance beyond 
paper‐and‐pencil tests and incorporate more advanced strategies, such as team‐based 
assessment centres (Klimoski & Zukin, 1999) and intelligent video‐based systems (e.g., 
Cannon‐Bowers, Bowers & Sanchez, 2008).
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Conclusion

Since Mathieu and colleagues’ (2008) review, numerous research studies have contributed 
to the knowledge base on the contributing factors of team effectiveness. Although there 
have been previous reviews of the team e ffectiveness literature (e.g., Kozlowski & Bell, 
2013), a review specifically devoted to team assessment and selection is lacking. In this 
chapter, we have summarized research findings over the past few years that offer insight 
for team assessment and selection. In particular, we organized our discussion into job anal-
ysis pertaining to teams, individual‐ and team‐level KSAOs for effective teamwork and 
assessment for team member candidates. Although considerable progress has been made 
in exploring and investigating individual‐ and team‐level KSAOs, different conceptualiza-
tions and operationalizations of team composition offer promising avenues for future 
research. In addition, much research is needed to develop a comprehensive taxonomy for 
TTA and to further validate team‐based assessment tools.
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Introduction

Due to the increased globalization of business and rapid improvements in communication 
technologies, virtual teams have become a popular and effective means of conducting 
work. Their widespread use stems from the fact that they help overcome some of the 
l imitations and constraints faced by conventional teams and work structures. Virtual teams 
transcend spatial and temporal boundaries, eliminate the expense and inconvenience of 
travel, increase the speed and efficiency with which knowledge and resources are shared 
and integrated, and facilitate collaboration among experts from different functions, fields, 
locations and cultures. Their increasing use in organizations has also led to a burgeoning 
body of research examining their attributes, composition, processes and outcomes.

A major advantage of virtual teams over that of traditional teams is that organizations 
may select talent with few restraints placed on the locations of prospective team mem
bers. Thus, organizations can focus on members’ qualifications when staffing virtual 
teams, often to a greater extent than when staffing traditional teams. Yet, selection for 
virtual teams also poses a new challenge: to what extent does this relatively new work 
arrangement change the meaning and importance of the selection processes used for tra
ditional teams? In just about every arena of organizational life, people have been selecting 
individuals for face‐to‐face teams and they have been doing so for millennia. From ances
tral hunting groups and war parties to modern sports and work teams, our species has 
ample experience in selecting face‐to‐face team members. One could argue that, simply 
given the test of time, our baseline competence for selecting team m embers are reason
ably high (Adams, Elacqua & Colarelli, 1994). However, virtual team selection is an 
altogether d ifferent matter. The virtual world is a relatively new experience, and as a 
result selection for virtual teams is likely to be a complex matter. Successful efforts to 
achieve virtual team selection require answers to several questions: What is a virtual team? 
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What are the characteristics of virtual teams? Are the characteristics that make someone a 
good virtual team member the same as those that make someone a good face‐to‐face 
team member?

Despite the vast amount of research on virtual team characteristics and work processes, 
there is relatively little research on the selection and placement of individuals in these 
teams. The aim of this chapter is to examine research in the area of selection for virtual 
teams, identify gaps in our knowledge of virtual team selection and suggest directions for 
future research. To accomplish this objective, we first describe the context of virtual teams, 
followed by a discussion of knowledge, skills, abilities and other qualifications (KSAOs) 
that are theoretically relevant to virtual teamwork. We then review a variety of selection 
tools that may be useful when staffing virtual teams, noting strengths and limitations from 
the available validity evidence. We conclude with a discussion of research needed to 
advance our understanding of virtual team selection.

Definition

Virtual teams have been defined in various ways in the literature. While early definitions 
described virtual teams as distinctly separate from face‐to‐face teams, current definitions 
characterize virtual teams along several continuous dimensions of virtuality, in which 
teams become more or less ‘virtual’ based on where they fall on these dimensions (Bell & 
Kozlowski, 2002; Gibson & Gibbs, 2006; Griffith & Neale, 2001; Kirkman & Mathieu, 
2005; Martins, Gilson & Maynard, 2004). One reason for the shift in definition from a 
dichotomous description to a continuous construct could be that the workplace has been 
undergoing continual changes to meet the growing demands of globalization and techno
logical advances. To remain competitive in such an environment, organizations have been 
adopting more sophisticated communication media, more flexible work forms and struc
tures, greater complexity in tasks and processes, and a more diversified workforce. As a 
result, for some work structures such as teams, there has been a merging of traditional and 
virtual ways of working. For example, teams may use face‐to‐face and technology‐mediated 
communication to varying degrees, have some co‐located and some dispersed team mem
bers, and use real‐time as well as asynchronous means of communication depending on 
the nature of the task. In such a situation, a continuum‐based distinction between face‐to‐
face and virtual teams would be more fitting. Purely face‐to‐face teams would lie at one 
end of the scale, while teams that fall closer to the virtual end of the scale would rely more 
on electronic media for interaction, have more asynchronous communication and would 
evidence greater physical and cultural dispersion of members. This suggests that as the 
virtuality of a team increases, the context in which the team operates changes. This needs 
to be taken into account when considering the selection and placement of individuals in a 
virtual team.

Contextual Factors

Contextual work factors can influence the KSAOs required for workers to successfully 
perform their tasks. We draw attention to several contextual factors that exert a consider
able influence on virtual team processes and outcomes. These factors are broadly classified 
as: the degree of team virtuality; the geographic, temporal and cultural boundaries spanned; 
the team’s life span (whether ad hoc or long‐term); the nature of the task and team 
 leadership; and the types of outcome or criteria desired from the virtual team.
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The degree of team virtuality
Kirkman and Mathieu proposed three important dimensions to define team virtuality: ‘the 
extent to which team members use virtual tools to coordinate and execute team processes, 
the amount of informational value provided by such tools, and the synchronicity of team 
member virtual interaction’ (2005, p. 702). Each of these dimensions can be used to 
determine the degree of virtuality a team possesses. The first dimension, technology reliance, 
suggests that virtuality increases as the reliance on technological devices increases. Some 
teams may work in close physical proximity and primarily communicate face‐to‐face, while 
others rely mainly on technological devices such as email, video‐conferencing, mobile 
phones and groupware (software applications that facilitate group work) for communica
tion and information exchange. Most teams, however, fall between the two extremes, 
using a mix of face‐to‐face and virtual means to interact and communicate.

Informational value, the second dimension, is closely linked to the technologies the 
team is using. The medium used differs in the amount of information richness each 
medium can carry (Daft & Lengel, 1986). Face‐to‐face interaction, with its ability to con
vey information by simultaneously using verbal expression, para‐verbal and non‐verbal 
cues, facilitates effective communication and provides information that is rich in meaning. 
Technological media that come close to imitating face‐to‐face interaction would therefore 
be less virtual. Kirkman and Mathieu (2005) argue, however, that in addition to direct 
communication, technological media can be used to transmit data in a way that increases 
the informational value of the exchange, thereby reducing virtuality. Therefore, instead of 
richness, they suggest the broader term ‘informational value’ to determine virtuality. The 
greater the informational value provided by the media, the lower the virtuality.

The third dimension is the synchronicity of communication. When media such as face‐
to‐face communication and video‐conferencing are used, messages are sent and received 
instantly and information exchange takes place in real time. In email communication, on 
the other hand, there is a time‐lag between sending and receiving messages. This could be 
disadvantageous if feedback is required immediately, but could also prove advantageous 
if the exchange requires a more thought‐out and reasoned response (Rasters, Vissers & 
Dankbaar, 2002).

The above three dimensions can be used to categorize teams based on low, moderate or 
high virtuality. At one extreme, teams with low virtuality rely less on virtual tools and have 
higher informational value and more synchronous informational exchange, while teams 
with high virtuality have greater reliance on virtual tools, lower informational value and 
more asynchronous informational exchange. Researchers have examined the impact of 
high virtuality in terms of issues such as anonymity (Sassenberg & Boos, 2003), personality 
characteristics (Lee‐Kelley, 2006; Staples & Webster, 2007; Straus, 1996), communication 
patterns (Bhappu, Griffith, & Northcraft, 1997; Hightower & Sayeed, 1996; Hiltz, 
 Johnson & Turoff, 1986; Jonassen & Kwon, 2001; Siegel, Dubrovsky, Kiesler &  McGuire, 
1986), cohesion (Chidambaram, 1996; Lind, 1999; van der Kleij, Paashuis & Schraagen, 
2005; Warkentin, Sayeed & Hightower, 1997), trust (Jarvenpaa & Leidner, 1999; Wilson, 
Straus & McEvily, 2006), participation (Siegel et  al., 1986), decision making (Adams, 
Roch & Ayman, 2005; Hollingshead, 1996; Siegel et al., 1986; Straus & McGrath, 1994), 
team performance (Andres, 2002; van der Kleij et  al., 2005) and member satisfaction 
(Adams et al., 2005; Andres, 2002; Chidambaram, 1996; Jonassen & Kwon, 1996; van der 
Kleij et  al., 2005; Warkentin et  al., 2006). Although results have not been consistent, 
virtual teams are believed to be more task‐focused, less personal, more uninhibited, prone 
to greater status equalization and participation among members, and take longer to build 
relational links and trust.



 Virtual Teams 337 

Geographic, temporal and cultural boundaries
A common reason for virtual collaboration is the different boundaries that can separate team 
members. O’Leary and Cummings (2007) describe team dispersion in terms of three dimen
sions: spatial, temporal and configurational. The spatial dimension involves distance, where 
team members are geographically separated from one another; the temporal dimension 
refers to the time differences in team member interaction; and the configural dimension 
describes how team members are clustered in their locations (e.g., two members may be 
placed together, while a third is separated). The greater the spread in terms of distance, time 
and configuration, the greater the need for virtual communications among team members.

Given the challenges posed by member dispersion, virtual team members may require 
competences for managing boundaries and member diversity that are less emphasized in 
traditional teams. Geographically dispersed teams will have a more heterogeneous organi
zational and cultural background, have little history of working together before and may 
bring different expectations to the team (Bosch‐Sijtsema, 2007). Researchers have e xamined 
geographically dispersed teams in terms of their individualistic–collectivistic orientation 
(Hardin, Fuller & Davison, 2007; Oyserman, Coon & Kemmelmeier, 2002), communica
tion (Cramton & Weber, 2005), innovation (Gibson & Gibbs, 2006) and status closure 
(Metiu, 2006). As teams become more geographically distant, time zone differences can be 
expected to play a role in team effectiveness. People working at different optimum circadian 
cycles are likely to find it difficult to work together optimally, as these temporal differences 
create scheduling conflicts and inhibit synchronous communication. Other negative out
comes of geographical dispersion involve expectation mismatches (e.g., about task, role and 
process) between team members, which negatively impact motivation and satisfaction, 
less communication, coordination and innovation, and reduced intragroup cooperation 
(Bosch‐Sijtsema, 2007; Cramton & Webber, 2005; Gibson & Gibbs, 2006; Metiu, 2006).

The team’s life span
Most research on virtual teams, and especially those comparing virtual teams with face‐to‐
face teams, has used ad hoc teams. Research on group cohesion (Chidambaram, 1996; 
Dennis & Garfield, 2003) and group identity (Bouas & Arrow, 1996) has shown that 
groups using computer‐mediated communication are slow to establish cohesion and 
group identity compared to face‐to‐face groups. Over time, however, computer‐mediated 
communication groups catch up with face‐to‐face groups in establishing relational links 
between members (Walther & Burgoon, 1992).

A general concern many researchers express is the lack of studies using longitudinal 
designs and examining stages of team development. The few studies to date report that 
development in virtual teams tends to be non‐linear, with bursts of regular and intense 
face‐to‐face interactions followed by periods of less intense interaction (Maznevski & 
Chudoba, 2000; Ratcheva & Vyakarnam, 2001). Membership in virtual teams also tends 
to be more dynamic than face‐to‐face teams (Gibson & Gibbs, 2006). These findings 
s uggest that member adaptability or flexibility may be more relevant in virtual teams than 
in face‐to‐face teams due to the differences in the life span and membership boundaries 
of the virtual team.

The nature of tasks and leadership
Virtual teams can be used for a wide variety of tasks and in a wide variety of domains. Virtual 
teams, for example, have been used in university projects (Aubert & Kelsey, 2003), data entry 
tasks (Aiello & Kolb, 1995), engineering and construction (Forester, Thomas & Pinto, 2007), 
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information technology (Belanger & Watson‐Manheim, 2006; Morris, Marshall & 
Rainer, 2002), customer service (Froehle, 2006), product development (Geber, 1995) 
and many other domains. In virtual teams, as in traditional teams, the nature of the tasks 
being performed can greatly affect virtual team processes and outcomes. In particular, 
task complexity can dictate the communication patterns and the extent of virtuality in 
virtual teams (Bell & Kozlowski, 2002). Task complexity can be understood in terms of 
Thompson’s (1967) pattern of workflow model or Van de Ven, Delbecq and Koenig’s 
(1976) taxonomy. A key feature of the low–high complexity d istinction is interdepen
dence. Highly complex tasks involve a high degree of interdependence, which makes 
them more difficult to perform virtually. Thus, as tasks become more complex, interac
tion between team members tends to become less virtual. By implication, KSAOs related 
to interpersonal interactions should attain greater importance as team interdependence 
increases.

The complexity of the task will also impact the nature of leadership of the team. The 
ability of leaders to monitor performance and implement work solutions will be 
impacted not only by the nature of the task but also by the extent of the team’s virtu
ality. Highly complex tasks and highly virtual teams tend to have members with vast 
expertise and competence. In such situations, leaders will be more effective if they del
egate important functions to the team and encourage self‐regulation within the team. 
Studies on leadership research have shown that transformational leadership is related 
to team creativity (Sosik, Avolio & Kahai, 1998), that shared leadership has better 
 outcomes for virtual teams than a single emergent leader (Johnson, Suriya, Yoon, 
B errett & La Fleur, 2002) and that virtual teams with shared leadership are more successful 
if emergent leaders focus on k eeping track of group work (Carte, Chidambaram & 
Becker, 2006).

Criteria for virtual teams
An important consideration that needs to be taken into account in any selection system 
is how success is defined in a team environment. Success can be examined at the 
individual‐level and/or at the team‐level of analysis. At the individual level, researchers 
have looked at criteria such as member satisfaction, creativity and customer service 
(Jessup & Tansik, 1991; Ocker, 2005; Weisband & Atwater, 1999). Studies have shown 
mixed results with regard to satisfaction. The size of the team appears to have an impact 
as members of smaller virtual teams express greater satisfaction than members of larger 
teams (Bradner, Mark & Hertel, 2005). Also, higher levels of trust and project structure 
increase member satisfaction (Edwards & Sridhar, 2005). With regard to idea genera
tion, groups relying on electronic brainstorming had better outcomes in terms of number 
of ideas, production blocking and evaluation apprehension (Gallupe et  al., 1992). 
Brainstorming in virtual teams where members are anonymous was also found to be 
more successful than brainstorming in teams where members could be identified (Mejias, 
2007). Gibson and Gibbs (2006) found that diversity and geographic dispersion affected 
team innovation negatively.

Several studies have looked at outputs at the team level of analysis. The introduction of 
appropriate virtual tools appears to increase team efficiency, sales volume and flexibility, 
and reduce time and cost (May & Carter, 2001). Efficient team processes and good mem
ber relations also affect team performance positively (Lurey & Raisinghani, 2001). Studies 
also show that greater geographic dispersion leads to lower performance, increased costs 
and reduced earnings (Boh, Ren, Kiesler & Bussjaegar, 2007; Cramton & Weber, 2005; 
McDonough, Kahn & Barczak, 2001). However, shared leadership and responsibility 
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among team members, development of effective work patterns, appropriate training and 
active management can increase the chances of success for global virtual teams (James & 
Ward, 2001).

We have thus far reviewed the dynamic nature of virtual teams and the many contextual 
factors that affect their success, including the boundaries separating team members, the 
team’s life span, task complexity, leadership structure and the criteria for virtual team suc
cess. Careful consideration of these factors is necessary when designing a selection system 
for staffing virtual teams. Context not only affects virtual team performance and member 
satisfaction, but also influences the KSAOs required in virtual team members.

Job Analysis and KSAOs for Virtual Team Selection

Before any selection system can be developed, a thorough job analysis is needed to ensure 
that relevant KSAOs are identified and weighted appropriately in selection. Job analyses 
can also highlight which outcomes and processes are most relevant when evaluating team 
performance, which is important to the validation of a selection system. Given the variety 
of previously discussed contextual variables that can affect virtual teamwork, we strongly 
recommend a local job analysis to guide the development and/or choice of KSAO assess
ments. Local job analyses should account for the multiple levels of performance in virtual 
teams, including the individual‐within‐the‐team (Ostroff, 2002), the team itself and the 
broader organizational context. Though selection typically occurs at the individual level, a 
selection system for virtual teams is unlikely to be successful if team‐level phenomena are 
not considered in the job analysis (Ployhart & Schneider, 2002). A team‐level job analysis, 
such as Brannick, Levine and Morgeson’s (2007) Multiphase Analysis of Performance 
(MAP) method, allows for a detailed assessment of team tasks and the subsequent infer
ence of team‐level KSAOs. At the individual level, an analysis of team member roles and 
tasks provides information for planning the distribution of KSAOs among team members 
(Morgeson, Humphrey & Reeder, 2012). In addition to the functional task roles, it is 
important to analyse team roles, defined as behavioural sets performed by team members 
that promote effective teamwork (for a complete review, see Mumford, Campion & 
Morgeson, 2006). For example, the specific leadership functions or roles for a project 
leader should be noted in order to guide the generation of KSAOs for this position. 
To summarize, a job analysis of virtual teams will consist of four steps: 1) an analysis of 
team tasks and functions in the broader organizational context, 2) the generation of team‐
level KSAOs, 3) an analysis of functional and team member roles, including the relative 
importance and the desired distribution of these roles, and 4) the generation of KSAOs for 
specific team members based on desired team KSAOs and member roles.

The tasks and KSAOs for virtual teamwork will differ between members and organizations. 
However, several taxonomies of traditional and virtual teamwork can provide guidelines 
regarding the typical KSAOs for virtual teams. We next review past research in these 
domains to provide some insight into the KSAOs for effective virtual team performance.

KSAOs in traditional teams
Traditional teams are distinguished from virtual teams by having regular opportunities to 
meet and work face‐to‐face. These teams have been the focus in much of the applied 
psychology and management literature. Several researchers have provided KSAO taxon
omies for traditional teamwork, with a focus extending beyond core task competences 
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(e.g., Cannon‐Bowers, Tannenbaum, Salas & Volpe, 1995; Hoegl & Gemuenden, 
2001; Stevens & Campion, 1994). Stevens and Campion (1994) organized teamwork 
KSAOs into two broad domains: interpersonal and self‐management. Interpersonal 
KSAOs include competences for conflict resolution, collaborative problem solving 
and  communication. These KSAOs refer to a member’s competence to interact 
 appropriately and adaptively with others. Self‐management KSAOs are premised on the 
assumption that teams are empowered to make decisions and manage members’ 
 activities. As such, these KSAOs define competences that assist team coordination, 
goal‐setting and performance monitoring. Other taxonomies of teamwork KSAOs echo 
those proposed by Stevens and Campion (1994), though they have several other 
dimensions (e.g., Cannon‐Bowers et al., 1995; Hoegl & Gemuenden, 2001; Loughry, 
Ohland & Morre, 2007). Cannon‐Bowers and colleagues (1995), for example,  proposed 
additional KSAOs for situational awareness and adaptability in team  members. Beyond 
the initial planning and  successful adaptation depends on members’ awareness potential 
problems (situational awareness) and the thoughtful adjustment of their actions to 
respond to such problems.

Although the teamwork competences provided by these frameworks are highly intui
tive, they lack empirical scrutiny (Krumm & Hertel, 2013). Because the taxonomies 
were generated with inferential methods, potentially useful KSAOs could be missing. 
In addition, the broad range of tasks performed by teams is likely to alter the relative 
importance of teamwork KSAOs. As Cannon‐Bowers and colleagues (1995) note, 
K SAOs may be task‐generic (i.e., highly relevant to all team tasks) or task‐specific (i.e., 
highly relevant only to certain tasks). For example, some teams perform routine tasks in 
a stable environment, which reduces the importance of situation awareness and adapt
ability relative to other KSAOs. The unique nature of virtual teams should create task 
demands that may not be adequately addressed by the general competence models of 
traditional teams.

KSAOs in virtual teams
The shift from traditional teams to virtual teams may affect the importance of several 
KSAOs, based on many of the contextual factors described earlier in this chapter. Virtual 
team members are infrequently monitored and typically receive less feedback, which places 
greater demands on self‐management (Harvey, Novicevic & Garrison, 2004; Krumm & 
Hertel, 2013). Virtual team members experience greater barriers to developing team trust 
and cohesion due to their physical isolation, which in turn may demand greater commu
nication and interpersonal KSAOs (e.g., Duarte & Snyder, 2001; Jarvenpaa & Leidner, 
1999). Written communication KSAOs may be particularly relevant if most virtual team 
communication is in a written format, such as an email or chat platform. To the degree 
that virtual team members represent multiple cultures and/or nationalities, intercultural 
competences should be highly valued in team members (Ellingson & Wiethoff, 2002). 
For readers interested in intercultural competences (which may also apply to some tradi
tional teams), we refer to Krumm, Terweil and Hertel (2013). Of relevance to the current 
chapter, these authors found that intercultural competences were generally similar in tra
ditional and virtual teams that were culturally diverse (Krumm et  al., 2013). Finally, 
Krumm and Hertel (2013) noted that virtual teams are often less stable than traditional 
teams, which gives added importance to member traits such as flexibility and tolerance for 
ambiguity.

In pulling these concepts together, Hertel, Konradt and Voss (2006) created a formal tax
onomy of virtual team member competences and organized them into three domains: task 
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work‐related KSAOs; teamwork‐related KSAOs; and tele‐cooperation KSAOs. The first two 
dimensions generally refer to KSAOs that are relevant to teamwork in g eneral: task work 
KSAOs refer to conscientiousness, integrity and loyalty, whereas teamwork‐related KSAOs 
are defined by cooperation and communication skills. These two dimensions generally 
c orrespond to the two domains posited by Stevens and Campion (1994) for traditional 
teamwork. The third dimension, tele‐cooperation KSAOs, refer to KSAOs theorized to have 
greater importance in virtual team settings. These KSAOs include persistence, creativity, 
independence and interpersonal trust. The KSAOs p roposed by Hertel and colleagues 
(2006) were subsequently reorganized by Krumm and Hertel (2013) into three of the ‘Great 
Eight’ competence dimensions: supporting and cooperating; organizing and executing; and 
creating and conceptualizing (Bartram, 2005). The supporting and cooperating dimension 
includes communication, trust‐building and mutual support KSAOs. The organizing and 
executing dimension refers to KSAOs for conscientiousness, loyalty and integrity. Finally, the 
creating and conceptualizing dimension includes KSAOs for a learning orientation, 
independence and creativity.

Whereas Krumm and Hertel’s (2013) framework is of specific competences for virtual 
teamwork, Orvis and Zaccaro (2008) provided a more general approach which describes 
a process for identifying and distributing competences across a virtual team. Using 
Cannon‐Bowers and colleagues’ (1995) taxonomy, they first emphasized the importance 
of maximizing generic task and team competences in team members, as these competences 
apply to all teams, virtual included. With regard to generic task work KSAOs, all team 
members should possess an appropriate level of technical skill relevant to their job or 
p rofession. As an example, all members of a software development team should have a 
minimum level of competence in computer coding. Generic teamwork skills are similar to 
the domains proposed by Stevens and Campion (1994), referring to KSAOs for collabo
ration, communication, dependability and generic leadership expertise. Once the generic 
competences are identified, then task‐ and team‐specific competences should be identified 
and weighted to create the right mix of competences in the team (Orvis & Zaccaro, 
2008). In other words, Orvis and Zaccaro (2008) argued that generic competences 
p rovide a supplementary fit among team members, whereas specific competences provide 
a complementary fit among team members. Specific task work skills refer to the technical 
competences needed to perform a specific functional role, such as a training design team 
which requires both a content specialist and a computer programmer in order to create a 
completed product. Specific teamwork skills indicate competences required for working 
with a specific set of team members, such as knowledge of the preferences and skills of 
other team members (Orvis & Zaccaro, 2008).

The validity of virtual team KSAOs Much of the empirical evidence for the validity of 
virtual team KSAOs has been indirect. For example, comparisons of virtual and face‐to‐
face teams have vindicated the assumption that virtual groups experience greater barriers 
to the development of trust (e.g., Wilson, Straus & McEvily, 2006). By implication, 
KSAOs that facilitate the development of team trust should be highly valued. This impli
cation is supported by research showing that non‐task communication occurs more fre
quently in productive virtual teams than in unproductive virtual teams (Hofner Saphiere, 
1996). Further, team processes such as coordination and mutual support become more 
relevant as the dispersion of the team increases (Hoegl, Ernst & Proserpio, 2007). As team 
members become more disconnected they experience greater social instability (Siebdraht, 
Hoegl, & Ernst, 2009) and require greater effort to achieve the development and mainte
nance of team cohesion. Finally, asynchronous communications between team members 
appear to demand more proactivity in team members in the form of requesting the 
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information they need (Munzer & Holmer, 2009). Generally speaking, these KSAOs are 
important in traditional teams, but researchers have suggested that they have greater 
importance in virtual teams.

However, validation studies on virtual team member KSAOs are few. In one of the rare 
direct assessments of virtual teamwork KSAOs, Hertel and colleagues developed a self‐
assessment inventory, the Virtual Team Competency Inventory (VTCI), to validate the 
competences they propose (Hertel et al., 2006). They found that member reports of loy
alty and cooperativeness were robust predictors of manager ratings of member performance, 
but other KSAOs yielded only modest effects. When correlating aggregated (team‐level) 
competence scores with team‐level performance, however, the authors found stronger 
relationships. Most notably, evidence for supplementary fit was provided by conscientious
ness, cooperativeness and creativity (Hertel et al., 2006). That is, minimum and average 
team scores positively correlated with team performance, whereas within‐team variance in 
these competences were negatively associated with performance. These findings are similar 
to those found in traditional teams, as meta‐analytic evidence also indicates that conscien
tiousness and agreeableness operate as supplementary traits within teams (e.g., Prewett, 
Walvoord, Stilson, Rossi & Brannick, 2009). Indeed, a primary conclusion from the 
authors of the VCTI is that traditional task work and teamwork KSAOs, such as those pro
posed by Stevens and Campion (1994), appear to be most relevant to virtual team member 
performance. However, Hertel and colleagues’ findings (2006) also support the assertion 
that creativity is demanded more commonly in virtual teams than in t raditional teams.

A weakness of the VCTI is its reliance on self‐reports of KSAOs. Perhaps alternative 
assessment methods (e.g., judgements from work samples, interviews or prior training and 
experiences) would provide a more accurate measurement of the proposed virtual team 
KSAOs. One must not only consider which KSAOs are relevant to the job, but also which 
assessment methods will best capture them. Thus, in the next section we turn to different 
assessment options for virtual team KSAOs.

Assessment of KSAOs for virtual team selection and staffing
The KSAOs for virtual teams present a variety of assessment options, with varying advan
tages and disadvantages. However, there is a paucity of validation studies specific to a 
virtual team context, so research is required to verify the efficacy of different assessment 
methods for virtual teams. In particular, the unique context and demands of virtual team
work may necessitate alternative assessments to the traditional selection measures covered 
in most textbooks. Taking these issues into consideration, we review some of the assessment 
methods used for traditional teams and suggest ways they might be adapted to better 
r epresent the job context of virtual collaboration.

Non‐cognitive tests Many of the virtual team KSAOs described by Hertel and colleagues 
(2006) refer to personality traits that can be easily assessed using a personality inventory. 
Indeed, a review of the VCTI items suggests that they are very similar to self‐report 
m easures of personality in both form and function. Previous research has supported the 
notion that teams benefit when all members are conscientious and agreeable (Bell, 2007), 
but the effects are quite modest unless teams are highly interdependent or evaluated 
according to behavioural criteria (Prewett et al., 2009). Research on extraversion and team 
performance, on the other hand, has yielded disappointing results, as both mean and 
v ariance estimates of team extraversion have shown weak relationships with performance, 
although there is a strong relationship between extraversion and leadership effectiveness in 
face‐to‐face teams (Judge, Bono, Ilies & Gerhardt, 2002).
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Another useful non‐cognitive measure is an integrity test. Personality‐based and overt 
integrity tests provide valid prediction of counterproductive work behaviours, although 
their relationship with job performance is disputed (Sackett & Schmitt, 2012). It is likely 
that the criterion‐related validity of integrity tests, much like personality testing in general, 
is influenced by the work context. Within a virtual team context, integrity tests may show 
greater validity due to the lower levels of control and oversight associated with remote 
collaboration. For example, Hertel and colleagues (2006) suggested that loyalty and 
dependability were more important in virtual teams than in traditional teams.

There is limited research examining the criterion‐related validity of personality testing 
in virtual teams specifically. Hertel and colleagues (2006) found positive relationships for 
self‐reported traits of conscientiousness, cooperativeness, and creativity. Other research 
has found that conscientiousness and agreeableness relate to the task and social dimen
sions of virtual team leadership, respectively (Cogliser, Gardner, Gavin & Broberg, 2012). 
Extraversion did not relate to emergent leadership (Cogliser et al., 2012). This finding 
runs counter to most face‐to‐face research on leadership emergence (e.g., Ensari, Riggio, 
Julie & Carslaw, 2011). However, leadership in virtual teams may be associated with a dif
ferent set of personal characteristics from those in face‐to‐face teams. In virtual teams, 
dispositions associated with social dominance are probably less relevant to assuming and 
maintaining leadership roles because virtual teams involve little physical social interaction, 
influence and intimidation. This may be why women (who are on average less socially 
dominant than men) are more likely to emerge as leaders in virtual than in face‐to‐face 
groups (Colarelli, Spranger & Hechanova, 2006).

Laboratory research on command‐and‐control teams has indicated that higher levels of 
openness to experience positively contribute to team adaptation beyond cognitive ability 
(LePine, 2003). Interestingly, the same study found opposing effects for different dimen
sions of conscientiousness, whereby achievement orientation positively related to team 
adaptation but dependability showed a negative relationship with adaptation. These results 
suggest that some qualification might be warranted with regard to the beneficial effects of 
team conscientiousness, in which specific facets of conscientiousness must be weighed in 
conjunction with task demands for adaptation.

From this research, we can draw some preliminary conclusions. Assessment of agree
ableness and conscientiousness should be considered for all prospective virtual team 
m embers. The assessment of openness to experience may also prove useful because many 
virtual team tasks require innovation, creativity and/or adaptability. However, research on 
p ersonality and virtual team effectiveness remains in its infancy and additional research, 
particularly with field samples, is needed before drawing firm conclusions about its p ractical 
benefit in selection.

Situational judgement tests Whereas personality and integrity tests tend to focus on a 
candidate’s propensity to perform job‐relevant behaviours, situational judgement tests 
(SJTs) focus on a candidate’s knowledge and recognition of effective behaviours. Stevens 
and Campion (1999), for example, developed and validated an SJT to assess knowledge of 
the different teamwork skills listed in their 1994 taxonomy. Mumford, Van Iddekinge, 
Morgeson and Campion (2008) developed an SJT assessing knowledge of team roles and 
used it to successfully predict team role performance. In a meta‐analysis examining SJTs, 
Christian, Edwards and Bradley (2010) found generally high criterion‐related validities for 
tests of teamwork, with uncorrected coefficients ranging from 0.27 for contextual 
performance ratings to 0.39 for task performance.

Despite the promise that SJTs hold for the assessment of teamwork KSAOs, several 
issues remain when considering their use in virtual teams. First, published validation 
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studies of teamwork SJTs have largely focused on traditional team contexts (e.g., S tevens & 
Campion, 1999; Mumford et al., 2008), with item scenarios that may be less applicable to 
virtual teams (e.g., scenarios depicting production processes, face‐to‐face meetings). 
Although previous research suggests that traditional teamwork KSAOs remain relevant to 
virtual team performance, it remains to be seen whether SJTs developed for traditional 
teamwork can generalize to virtual team contexts. This issue relates to whether SJTs mea
sure context‐dependent knowledge, which is the traditional view, or general knowledge, 
which applies across situations (see this volume, chapter 11). If it can be inferred that an 
SJT developed for traditional teams captures more general knowledge of effective team
work, then these SJTs are more likely to generalize to virtual teams. Second, because SJT 
questions tap into multiple teamwork and job constructs, SJT composite scores typically 
suffer from lower reliabilities than other forms of assessment (Catano, Brochu & Cheryl, 
2012). This issue might be addressed by using parallel forms or alternative indices of reli
ability (e.g., Lievens & Sackett, 2007), but measurement error still warrants additional 
consideration in SJTs. Third, supporting evidence for the validity of teamwork SJTs rests 
on a limited number of studies (Christian et al., 2010). That is, we still have much to learn 
about the validity of SJTs for traditional teams, and more so for virtual teams.

Interviews The employment interview is the most common assessment method for 
s election and can be used to assess a wide variety of KSAOs. When structured appropri
ately, interviews provide a valid assessment of candidate KSAOs (Schmidt & Hunter, 
1998). Interviews typically assess personality traits and applied social skills (Huffcut, 
Conway, Roth & Stone, 2001), KSAOs that are frequently mentioned in relation to virtual 
teams. However, the traditional interview assesses these KSAOs in face‐to‐face interactions 
between the interviewer and the candidate, and these interactions are largely infrequent in 
a virtual team context. Thus, a remote interview format, such as telephone and web‐based 
interviews, may provide a more accurate context for the assessment of virtual interaction 
KSAOs.

An examination of remote interviews suggests several potential issues when using this 
format. The first concerns interviewer accuracy. Silvester, Anderson, Haddleton, Cunning
ham‐Snell and Gibb (2000) found that telephone interviewers were less accurate in assess
ing interviewees’ personality traits. One explanation for this is the lack of direct and 
physical context in the interaction from which the interviewer can draw. Individuals 
f requently modify their behaviour and interactional style when they cannot see the person 
they are communicating with (Rutter, 1987; Stephenson, Ayling & Rutter, 1970). Yet, this 
research also speaks to the need for assessing candidate interaction styles when communication 
is remote, as is often the case in virtual teams.

Adding a visual presence appears to mitigate some of the issues that arise with telephone 
interviews. Straus, Miles and Levesque (2001) found that distance interviews via video‐
conference elicited no differences from face‐to‐face interviews in interviewers’ ratings of 
applicants. However, Blackman (2002) found that candidate responses were briefer and 
less detailed in remote interviews. In addition, interviewers have been rated as less likable 
by applicants in the video‐conference condition than their face‐to‐face and telephone 
counterparts (Straus et al., 2001). Synchrony (the extent to which both parties communi
cate in a coherent, uninterrupted manner) is lower in video‐conference interviews, which 
negatively affects the applicant’s perception of the interview interaction.

This highlights a second issue with remote interviews: negative applicant perceptions of 
the interviewer and/or organization. Currently, the remote interview is recommended as 
an initial hurdle for applicants in order to reduce the size of the applicant pool (see Blackman, 
2017, this volume, chapter 9).
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A limitation with much of the research on remote interviews is that they were used to 
select for job positions that did not emphasize virtual work. A theoretical advantage of 
using the remote interview for virtual team selection is that it allows for a more accurate 
assessment of the virtual interaction competences of the candidate. Unfortunately, research 
has yet to address the link between the interview and job contexts; much of the remote 
interview literature has been conducted as screening measures for traditional jobs. 
H owever, organizations interested in assessing competences for virtual interaction may be 
well served if they structure their interviews to allow for such interaction. At the very least, 
organizations may benefit from making separate evaluations for remote interactions and 
in‐person interactions.

Work samples and simulations Work‐related exercises or simulations, like those conducted 
in an assessment centre, rely on direct observation of behaviours to infer competences. 
They have demonstrated acceptable criterion‐related validity in selection and promotion 
(Arthur, Day, McNelly & Edens, 2003; Schmidt & Hunter, 1998). Although selection in 
assessment centres traditionally uses KSAO scores obtained from observations across 
m ultiple exercises, the use of exercise scores has also been suggested because they tend to 
demonstrate better construct validity than competence scores (Lance, Foster, Gentry & 
Thoreson, 2004). Thus, some initial decisions for using work simulations for virtual team 
selection is whether to use KSAO scores or exercise (task) scores for prediction, as well as 
specific dimension ratings or overall assessor ratings (OAR).

Regardless of the approach one takes, a major challenge in the use of work simulations 
for virtual teams resides in the issue of fidelity, or the extent that the simulation mirrors the 
psychological, physical and/or behavioural elements of a job. To illustrate this challenge, 
we summarize some critical points from O’Leary, Forsman and Isaacson (this volume, 
chapter 12). Although research has found that simulations exhibit similar criterion‐related 
validities between low‐ and high‐fidelity simulations (Boyce, Corbet & Adler, 2013), 
studies that directly compare different simulation fidelities have found significant differ
ences in results. In particular, research has found that response fidelity (the degree to 
which the simulation requires participants to respond or behave in a way that is required 
on the job) has a much greater impact on criterion‐related validity than other types of 
fidelity manipulation (e.g., Funke & Schuler, 1998; Lievens, De Corte & Westerveld, 2015).

Given these findings, a simulation for virtual team selection could be more useful for 
selection if it requires computer‐mediated collaboration with others. Experimental research 
has highlighted a number of differences in group communication and decision making 
when comparing face‐to‐face and computer‐mediated groups (Coovert & Thompson, 
2001). Thus, it is reasonable to suspect that the use of computer‐mediated exercises may 
affect the expression and evaluation of teamwork KSAOs. For virtual teams, exercises 
 designed to tap the skills for interpersonal interactions, conflict management and managing 
others should strive to simulate virtual interactions. For example, if a virtual team will meet 
via video‐ or teleconference, then a leaderless group discussion exercise may yield more 
useful evaluations as a teleconference than a face‐to‐face meeting. One study has found 
that the use of interactive computerized exercises demonstrated validity beyond cognitive 
ability (Lievens, Van Keer & Volckaert, 2010), but direct comparisons between computer‐
mediated and face‐to‐face simulations have not been made.

Unfortunately, the use of such advanced and tailored simulations is not without dis
advantages. The published research on technology‐enhanced work simulations is still an 
emerging field and many of the exercises that have been studied (e.g., in‐basket exercises) 
are not designed to measure competences for tele‐cooperation. Thus, further research is 
needed to verify the efficacy of technology‐enhanced exercises that are appropriate to 
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virtual teams. In addition, virtual teamwork simulations may present significant financial 
and logistical obstacles an organization will need to overcome.

Training and experience evaluations The final method discussed here for assessing virtual 
team competences is the evaluation of relevant training and experiences. Training in tradi
tional teams generally shows a positive impact on subsequent team performance (Salas 
et al., 2008). Although training is typically considered an alternative to selection, some 
organizations require employees to complete a training programme before selecting them 
to work in a virtual team (Rosen, Furst & Blackburn, 2006), with the presumption that 
participation in the training programme will ensure the employee has the requisite tele‐
cooperation competences. Evidence from research on virtual team training is equivocal. 
In a survey of HR managers from organizations using virtual teams, Rosen and colleagues 
(Kirkman, Rosen, Tesluk & Gibson, 2006) found that over 70% of respondents viewed 
training as either ineffective or only ‘slightly’ effective. Another study found no significant 
main effect of training proficiency on team customer satisfaction, but the authors did 
find  a positive effect of training when teams had higher levels of technology support, 
leader experience and team trust. More targeted training programmes, such as those 
focused on specific team processes, have positively affected virtual team effectiveness as 
well (Rice, Davidson, Dannenhoffer & Gay, 2007).

Taken together, the findings from training research suggest that those who participate 
in training are more likely to perform well than those who do not. Yet, mere participation 
in a training programme should not be viewed as equivalent to having the necessary 
K SAOs for virtual teamwork. This is especially true given the variations in the design, 
delivery, evaluation and organizational support for different training programmes 
(K irkpatrick, 1976). Although training may improve virtual team KSAOs, explicit 
assessment of the KSAOs embedded in the training should be conducted to verify that 
participants have the minimum level of competences needed for the virtual team.

Assessments of prior virtual team experiences may also provide valuable information 
when staffing a virtual team, an approach called ‘benchmarking’ (Filgo, Hines & Hamilton, 
2008). Although benchmarking is viewed positively by practitioners, there is little if any 
published research on the validity of benchmarking assessments for virtual team selection. 
Virtual teams are now common and many people have some experience of working in 
them. Therefore, as a practical matter, some type of explicit assessment of virtual team 
experience may be the most efficient, simple and acceptable way to estimate how well an 
individual will perform in a virtual team. Assessment of virtual team experience may be at 
least as valid as reference checks or letters of recommendation, which have passable 
v alidities (Schmidt & Hunter, 1998).

Future Research

The field of virtual teamwork is relatively new and presents a multitude of needs and 
opportunities for future research. This is particularly true in the area of selection and 
assessment. We previously discussed some frameworks for virtual team member KSAOs 
(Krumm & Hertel, 2013; Orvis & Zaccaro, 2008), but these taxonomies have received 
little empirical attention. Thus, the effect that virtual collaboration has on teamwork 
KSAOs is largely unknown. We also noted that many of the traditional assessment tools 
have not been adapted to a work context appropriate for virtual teams. Teamwork SJTs, 
employment interviews and work simulations have typically focused on traditional team
work and competences for face‐to‐face interactions. It is unclear whether these methods 
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require adaptation more suitable to a virtual team context, though there is at least a 
t heoretical argument that such an adaptation would be beneficial.

Alternative assessments and experiences may also emerge that can uniquely inform 
virtual teamwork competences. For example, experience evaluations could be improved by 
moving beyond the traditional work environment and assessing virtual interaction compe
tences in social network or gaming domains. Those skilled at building relationships via 
social networks may also excel at building relationships in a virtual team. Similarly, leaders 
of an online videogame group can be expected to have developed some leadership skills 
that generalize to a work context. As the twenty‐first century progresses, organizations 
may increasingly find valuable information on worker competences in unfamiliar places.

Conclusion

Virtual teams are part of the working environment in the internet age. They are ubiqui
tous and have enabled teams to form and work together despite geographical boundaries. 
By bringing people together virtually, they have increased the diversity of teams and team 
members in organizations. This has undoubtedly increased the cross‐fertilization of ideas, 
work styles, cultures and perspectives. This, in conjunction with the features of the virtual 
environment, presents unique challenges when building teams that will work together 
electronically. In this chapter, we have taken stock of theory, research, and practice for 
virtual teams, identifying gaps and suggesting directions for future research.

Selection for face‐to‐face teams is daunting in itself. Adding the complexities of the 
virtual environment to teams increases not only the difficulty of selecting team members, 
but also the importance of doing so. The internet and working in a virtual landscape are 
huge changes in work and society, on the same scale as the printing press, assembly line, 
service economy and globalization. These changes require major shifts in the way people 
work together, the skills required to work effectively and how organizations identify and 
select people. We hope this chapter will help industrial and organizational psychologists as 
they face the challenge of crafting teams and sustaining teamwork in an increasingly virtual 
workplace.
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Introduction

A significant body of research recognizes that leaders matter to the success of organizations 
and that there are tremendous costs to hiring the wrong leader (Hogan, Hogan & Kaiser, 
2010). Since the early 1970s, the statistics regarding leader derailment have been consis-
tently worrying. Depending on the study, the reported percentage of leaders who ‘derail’ 
(where derailment denotes being fired, demoted or plateaued below their projected level 
of attainment) ranges between 30% and 67% (Hollenbeck, 2009) despite the growing use 
of assessments for selection and the development of current leaders as well as those being 
groomed to be the next generation of leaders (Church & Rotolo, 2013). This suggests 
that there may be room for improvement in how assessments are being used for leader 
selection and development.

How to develop leaders has been covered in great depth (Day, Fleenor, Atwater, 
Sturm  & McKee, 2014; Dongen, 2014; O’Connell, 2014) and several chapters have 
focused on the use of assessments for leader selection (Howard, 2001; Howard & Thomas, 
2010; Thornton, Hollenbeck & Johnson, 2010). While assessments are being used 
principally for development (Church & Rotolo, 2013; for an exception, see Wall & 
Knights, 2013), how to use assessments for leader development has received less focused 
attention. For that reason, this chapter focuses solely on the use of assessment for leader 
development purposes.

For this reason, we review research and best practices relevant to assessment system 
design in the context of leader development. In particular, using the London, Smither and 
Diamante (2007) framework for assessment system design, we focus on three key design 
decisions: Why?  –  Clearly define the purpose assessments are intended to serve. 
Which? – Determine which attributes to assess. And how? – Decide what type of assessment 
instrument to use. We explore what makes these decisions particularly challenging in a 
leader development context, share what research and/or best practice has to offer to help 
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guide each decision and highlight critical questions that remain unanswered. We conclude 
by highlighting future research directions that could help practitioners continue to hone 
their practice and improve the organizational impact of assessments used for leader 
development.

Why? The Purpose of the Assessment

When using assessments for selection, the purpose is fairly clear: to maximize prediction. 
Numerous studies have demonstrated that using high‐quality assessments to inform selec-
tion decisions results in higher employee performance, reduced turnover and a host of 
other benefits (CEB, 2013). However, when using assessments for development, the value 
proposition is less clear. For example, a 2014 survey of HR leaders found that while 76% 
use assessments for external hiring, only 56% use them for leadership development 
(Kantrowitz, 2014). Moreover, only 37% of organizations indicated that they collect 
m etrics to determine how assessments add value to development programmes. The same 
study found that assessment use increased the higher the job level being assessed. Similarly, 
Church and Rotolo (2013) found that 90% of organizations use assessments for executive 
development, but only 47% use them for first‐line supervisor development.

One reason why assessments are not used more often for development may be ignorance 
of how assessments contribute to development. ‘Best practice’ summaries of leadership 
development frequently highlight individual components of development programmes 
(e.g., 360‐degree feedback, action learning) but do not address how each component 
relates to others or to a systematic learning process (Day & Halpin, 2001). Organizations 
tend to select learning activities and developmental assessments based on their popularity 
or familiarity (i.e., leadership programme staff choose the assessments with which they 
have personal experience) without careful thought as to how these assessments will support 
the development process, resulting in missed opportunities, cynical participants and 
wasted time and money. Therefore, the first step in choosing the right assessment is to 
consider the purpose. Why is the assessment being used, how will it support development 
and what outcomes does the organization hope to achieve? A clearly defined purpose is the 
first step in improving the fit between what to measure and how to measure it, and improv-
ing the effectiveness of assessments. In this section, we explore the various ways that 
assessments can contribute in a systematic leader development process.

How assessments contribute to development
We define development as the acquisition of new beliefs, knowledge, skills and/or behav-
iour that expands an employee’s capacity to contribute to the organization. Therefore, 
assessments used for development must contribute to improving an employee’s capacity to 
contribute to the organization’s strategic objectives. With this definition in mind, 
Figure 17.1 organizes the existing research into a framework that illustrates how assessments 
can contribute to development.

Identifying leader development needs to begin with a clear understanding of the orga-
nization’s strategic objectives and priorities. In order to have leaders ready to execute 
strategy, the key drivers of the business strategy must first be identified (CCL, 2009). 
Starting with the strategy and the key business drivers allows a clear alignment between 
leader development and business outcomes. The value of assessments for development 
becomes more apparent when the purpose of the overall leadership development process 
is linked to critical business needs.
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The next step is to translate the key business drivers into leader talent implications 
(CCL, 2009). The questions raised at this stage are these: based on the key drivers, what 
will leaders need to be able to do well? For example, a key driver of strategy may be expan-
sion into new markets, rapid development of new products or increasing operational 
efficiency. Each of these key drivers has different implications for the talent that is necessary 
to support them.

Many organizations have expressed serious concerns about the quality and availability of 
leader talent necessary to support their business goals (Hollenbeck, 2009). Understanding 
these challenges and the potential impact on the business is essential for defining what 
development is needed, and from there, how assessments can support this development. 
Next we explore some commonly cited challenges.

Leadership quality needs improvement Hogan and colleagues (2010) note that estimates 
of the percentage of managers who fail in their roles ranges from 30 to 67%, costing 
o rganizations vast sums of money in turnover and lost productivity. In organizations 
where survey or business results indicate that leadership needs to be improved, assessments 
can be useful for raising collective awareness among leaders about their strengths and 
development needs. Feedback from assessments is often an important catalyst for change, 
as leaders gain direct feedback about the gap between their current skills and requirements 
for success.

An inadequate leadership pipeline Many organizations lack the internal candidates 
necessary to fill projected vacancies. Adler and Mills (2008) noted that 56% of organiza-
tions do not have adequate leadership talent and 31% expect this shortage to hamper their 
performance. Assessments can provide a systematic process for identifying leadership 
potential and help organizations avoid a common misperception about employees’ readi-
ness for higher‐level jobs: that past performance is the best predictor of future performance. 
Effective performance is necessary but not sufficient for predicting future success. 
In addition to performance, an individual’s potential to operate effectively at the next level 
must be considered. Leadership assessments, which can provide valuable insight for evalu-
ating potential, are more objective and provide better predictive validity than managers’ 
judgements alone. Identifying individuals with the most potential to succeed at a higher 
level will help ensure that the right people are selected and developed, fostering a stronger 
leadership bench.

Increased demands without increased resources Given the pace of change and increased 
complexity in the current work environment (CEB, 2012), there is more pressure than 
ever for leaders to continuously learn and perform at higher levels (O’Connell, 2014). In 
a time of reduced resources, learning investments must be precisely targeted. Rather than 
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implement one‐size‐fits‐all development programmes, assessments can identify strengths 
and development opportunities so that leaders receive the training they need to improve 
their performance (McCall, 2010).

Once the organization has defined clear strategic drivers and specific leader talent 
c hallenges, it can identify the individual attributes leaders need to contribute to these pri-
orities (CCL, 2009; Schippmann, 1999; Schneider & Konz, 1989). For example, if the 
organization has determined that increased innovation is the key to competitive advantage 
in the future, then leaders will need to be able to create a climate in their teams that allows 
innovation to thrive. Specific attributes that leaders may need to do this well include 
behaviours such as encouraging new ideas, skills related to divergent thinking and traits 
such as openness to experience.

Once the leader attributes required for success are identified, it is useful to assess the 
current state of leader talent to determine how it compares with the desired future state 
(CCL, 2009). If used at this point, the purpose of assessment is to identify the gap bet-
ween leader talent needs and leader talent availability. The results from these assessments 
can be used for two purposes: prediction and diagnosis. Prediction is used to identify indi-
viduals who are most likely to succeed at a more senior level and who are ready to take on 
more responsibility. This has great organizational benefit as it facilitates decisions about 
whom to select for a leadership role or for a high‐profile development opportunity. When 
development programmes have limited space or are time‐ and resource‐intensive, assess-
ments help organizations identify where to invest their scarce development resources (i.e., 
differential investment), which it is hoped will improve the return on investment of those 
resources. Church and Rotolo (2013) found that 50% of organizations they surveyed used 
assessments to identify potential.

As Howard and Thomas (2010) note, while prediction is used to determine in whom to 
invest, diagnosis is used to identify learning needs. At the individual level, diagnosis can 
inform development planning. Moreover, becoming aware of the gap between one’s 
current and desired level of competencies can provide motivation to engage in development. 
At the organizational level, aggregate assessment results can be used to diagnose learning 
needs at the organizational level and inform decisions about the types of programme that 
need to be developed.

Once individuals whom the organization chooses to invest development resources in are 
selected and their individual strengths and development needs have been evaluated, assess-
ments can aid in the learning process itself. First, assessments facilitate development by 
raising self‐awareness of strengths and development needs (Byham, Smith & Paese, 2002; 
Day, Harrison & Halpin, 2009). This self‐awareness goes beyond identifying skill gaps to 
include a deeper understanding of the psychological drivers of behaviour, such as person-
ality attributes, motives and attitudes, as well as specific behaviours and their impact on 
others, as typically assessed in 360‐degree feedback. However, assessments that are done 
only for the purpose of raising self‐awareness may not be sufficient to change behaviour. 
Smither, London and Reilly (2005) conducted a meta‐analysis of the effectiveness of 
multi‐source feedback for behaviour change in managers. The effect sizes were relatively 
small (corrected mean d = 0.12 for measures by direct reports and mean d = 0.15 for 
m easures by supervisors), suggesting that most managers do not change their behaviour 
significantly after receiving feedback. Therefore, feedback by itself is usually insufficient for 
development. Smither and colleagues (2005) proposed a model that highlights the impor-
tance of goal‐setting and developmental action as mediators between feedback and actual 
behaviour change.

Some assessments, especially simulations, can provide a learning experience in and of 
themselves beyond self‐awareness by offering a medium for practice, feedback and reflection 
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(Thornton & Rupp, 2006). For example, assessment centres and other simulations p rovide 
participants with a complex set of leadership challenges that mirror a real‐world environ-
ment. Working through each scenario exposes the participant to a broad range of situa-
tions in which to engage in deliberate practice. When feedback is offered during or at the 
end of the assessment, additional learning occurs. This type of assessment is particularly 
powerful when multiple simulations are used so that participants can obtain feedback 
b etween each round of practice (Rupp et al., 2006).

Finally, assessments can be used to evaluate the impact of development. According to 
Church and Rotolo (2013), 25% of organizations use assessments to confirm skill acquisi-
tion or capability. Assessments for evaluation purposes can be used to determine whether 
participants have learned and whether they can apply new knowledge and skills acquired 
through development programmes to improving performance on the job. By measuring 
changes in important knowledge, skills and behaviours, these assessments can indicate a 
leadership programme’s value to the organization.

Early in the design of the assessment solution, which of these purposes assessments will 
be asked to fulfil should be discussed and even prioritized. From an assessment design 
point of view, each of these potential purposes will yield a different answer in terms of what 
needs to be assessed and how. For example, if the most important purpose of assessments 
is to identify who has the greatest potential to grow into higher‐level leader roles in the 
future, then assessments that measure stable traits such as motivation to lead or intelli-
gence, where feedback to individuals may not be necessary, may be a good fit (Silzer & 
Church, 2009). Alternatively, if the most important purpose that assessments will fulfil is 
diagnosing individual talent gaps in a current leader role to help individuals decide 
development targets, then an assessment that measures current behaviours and has detailed 
feedback with developmental advice may be best suited. Because the purposes of assess-
ments within a leader development process are many, and purpose has important implica-
tions for the choices of both what and how to assess, the assessment purpose must be 
clearly specified before moving on to decisions regarding what to assess and how.

Starting with a clear purpose in mind can improve the fit and effectiveness of assessments 
in the context of leader development. Once this purpose has been defined, the next 
question to consider is what needs to be assessed.

What? The Attributes to Assess

Just as the existing research literature can inform the purpose of leader assessment, it can 
also provide considerable insight into which particular individual attributes are the most 
important and how those attributes are operationally defined (Thornton et  al., 2010). 
There are many examples of such attributes in the research literature and a clear success 
profile of a leader in a given role in a given organization, with the requisite level of detail 
to match the purpose(s) of assessment, must be defined (Byham et al., 2002; Shippmann 
et al., 2000).

As noted earlier, for assessments to have the maximum impact on leader development, 
there must be a strong connection between what is being assessed and what determines 
leader success in an organization (Schippmann, 1999). As Howard (2001, p. 414) notes, 
‘the assessment design process requires an understanding of the talent implications of the 
organization’s strategic and cultural priorities’. This cannot be achieved unless two issues 
are addressed: 1) how an organization’s strategic and cultural priorities translate into 
leader role requirements; and 2) how those role requirements translate into a list of attributes 
required for success (Schneider & Konz, 1989).
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While understanding the requirements of a role and converting these into a list of oper-
ationally defined individual attributes required for success is a challenge common to 
assessment design for any occupation, it is particularly challenging in the context of leaders 
and leadership development, for several reasons. Leadership development focuses on pre-
paring individuals for broad roles that are contextual to a given organization. Despite a 
focus on broad roles, there is a need for specificity of attributes across the full range of 
descriptors – behaviours, knowledge, traits – depending on assessment purpose. Finally, 
criterion‐validated knowledge about which leader attributes lead to success is hard to 
come by (Howard & Thomas, 2010). Given these challenges, both the role requirements 
of leaders in a given organizational context and the attributes that best enable success in 
carrying out these roles across situations could be better understood (Dierdorff, Rubin & 
Morgeson, 2009).

With these challenges in mind, we share what research has to offer for improving our 
understanding of leader role requirements and attributes that best enable success in enact-
ing them. In particular, we review the process of choice for translating organizational 
strategy into leader role requirements – competency modelling – and the debates regard-
ing its usefulness. We also review literature on leader effectiveness and consider themes 
within this vast research that may contribute to understanding which individual leader 
attributes, or categories of leader attributes, best enable leader role enactment.

Determining leader role requirements
The traditional method for understanding role requirements is through analysis of job 
duties and tasks via a job analysis (Harvey, 1991; Sanchez & Levine, 2012). While tradi-
tional job analysis is commonly used to build detailed success profiles in most assessment 
contexts, it is not particularly well suited to the leader development context (Campion 
et al., 2011; Dierdorff et al., 2009) for two reasons. First, leader roles are ambiguous, 
complex and dynamic, and cannot easily be converted into detailed task lists (Thornton 
et al., 2010). Second, the focus of leader development efforts are to prepare individuals for 
broad leader roles, not a specific job or position (Hollenbeck, McCall & Silzer, 2006). 
Therefore, the narrowly defined task lists that are the level of analysis for traditional job 
analysis are less likely to represent the nature of a leader’s work. Broad role expectations 
and how that role contributes to organizational strategic success, now and in the future, is 
more reflective of the work of leaders (Howard & Thomas, 2010; Schneider & Konz, 
1989) and the intent of leader development.

As a result, competency modelling emerged as an alternative to job analysis for under-
standing the role requirements and related attributes for leader roles (Hollenbeck et al., 
2006). Although the definition varies, generally speaking competencies are clusters of 
knowledge, skills, abilities, behaviours and attitudes that differentiate success from 
f ailure in a given role (Spencer, McClelland & Spencer, 1994). There are a number of 
key differences between competency modelling and job analysis (Stone, Webster & 
Schoonover, 2013). For example, competency modelling can be described as more 
deductive (i.e., the process starts with the outcomes a leader needs to accomplish and 
then determines the role requirements, tasks, behaviours and KSAOs that enable the 
accomplishment these outcomes), whereas traditional job analysis is more like an induc-
tive approach, starting with job tasks and KSAOs then building up to the job. Further-
more, competency models often describe how competencies may vary depending on the 
level of the employee and are typically linked to the organizational strategy or overall 
business objectives, whereas job analysis focuses very directly on the specific tasks an 
individual performs.
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There are numerous advantages to using competency modelling in the context of lead-
ership development. With a top‐down approach, competency modelling helps to translate 
the strategic priorities of an organization into leader role requirements, as reflected by 
competencies. Also, as a person‐centred approach (as opposed to the job‐centred approach 
of traditional job analysis), competency modelling also fits the purpose of leader 
development context better; preparing individuals for the broad roles involved in leadership, 
and not limited to specific jobs.

On the other hand, there are some possible disadvantages to using competency model-
ling in the context of leadership development. Despite its widespread use and popularity, 
debate continues about the suitability of competency modelling (Hollenbeck et al., 2006; 
Sanchez & Levine, 2012; Shippmann et al., 2000; Stone et al., 2013). The debate centres 
on how competency modelling is being conducted, as well as on broader concerns about 
the usefulness of competencies themselves to understanding either leader role require-
ments or the attributes that enable leaders to perform those roles. One of the most 
common complaints is that of implementation; the competency modelling process lacks 
rigour and validation (Shippmann et al., 2000; Stone et al., 2013). On a more conceptual 
basis, there are also concerns that competency models are too general and therefore not 
precise enough for such uses as determining what to assess (Campion et al., 2011). There 
are also complaints that competency models are too simplistic and miss the contextual 
complexity of leader behaviour in micro‐contextual situations (Hollenbeck, 2009). In 
other words, while single sets of behaviours on a production line can produce a quality set 
of results, the linkage between traits, behaviours and results becomes much less clear as we 
progress through the ranks. In senior leadership positions success can come in seemingly 
infinite guises. The underlying suggestion is that competency modelling may not be ideal 
for understanding the attributes that lead to leader success and that behaviour may 
u ltimately be the wrong focus for leader roles.

Beyond the question of whether competency modelling is superior to job analysis in the 
context of assessing leadership development, it may also be worth considering a combination 
of the two, or even alternative approaches. Schippmann and colleagues (2000) suggest that 
a merger of competency modelling and job analysis may be the most effective solution. 
There are other possible alternatives, among them strategic job modelling (Schippmann, 
1999), role‐based work analysis (Dierdorff et al., 2009) and a more rigorous approach to 
competency modelling as described by Campion and colleagues (2011).

All these approaches may be helpful in translating role requirements for leadership 
development into relevant attributes. However, an understanding of the leadership litera-
ture and various theories and frameworks can also be very informative in helping to deter-
mine attributes that enable leaders to perform their required roles. In the next subsection 
we provide a brief overview of a number of relevant perspectives from the leadership 
l iterature that may be particularly helpful towards this end.

A brief overview of perspectives on leadership  
and leadership development

There is a long and rich history of research related to leader effectiveness (DeRue & 
Myers, 2014; Yukl, 2012). Theoretical models regarding leader effectiveness have evolved 
over time, beginning with the perspective of understanding what traits make leaders dif-
ferent. This is referred to as the ‘great man’ approach (Carlyle, 1907). The focus eventu-
ally shifted away from traits and towards behaviour, including theoretical models that 
describe how effectiveness of a given leader behaviour depends on the situation or context, 
as represented by situational or contingency leadership models (Hersey & Johnson, 1997; 
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Leister, Borden & Fiedler, 1977). Interest expanded to the study of more enduring leader 
styles, such as charismatic leadership (Conger & Kanungo, 1998) and the broader 
transformational leader style. The perspective shifted again when leadership was seen as a 
process of social exchange, including attention to the dyadic relationships that emerge 
from leader interactions with followers (Graen & Uhl‐Bien, 1995) and most recently to 
complexity models (Uhl‐Bien & Marion, 2008) that envisage leadership as a complex, 
iterative process of behavioural exchange between leader and followers.

Each of these approaches to leadership analysis has contributed to our understanding 
of leader effectiveness in some way (for a comprehensive review, see Bass & Bass, 2008). 
For each, there are different implications for which attributes may lead to success. 
Unfortunately, the list is seemingly endless. There is evidence that a large variety of 
attributes may influence leader effectiveness. These can include (but are not limited to) 
stable traits such as conscientiousness, drive and intelligence (Blair, Gorman, Helland 
& Delise, 2014; Judge, Bono, Ilies & Gerhardt, 2002; Kirkpatrick & Locke, 1991), 
styles like charisma and transformational leadership (Conger, Kanungo & Menon, 
2000), various skills, including interpersonal and information processing (Mumford, 
Campion & Morgeson, 2007; Riggio & Tan, 2014), and a long list of narrowly defined 
behaviours, such as providing coaching, teaching and assigning tasks (Borman & Brush, 
1993; Tett, Guterman, Bleier & Murphy, 2000; Yukl, 2012; Yukl, Gordon & Taber, 
2002).

The cross‐cultural applicability of some of these theories and related individual attrib-
utes has been examined (Chhokar, Brodbeck, House, 2013). As part of the GLOBE 
research project, an etic approach (using an existing theory from outside the cultures be-
ing studied) to develop a new universal model of leader effectiveness was then tested in 62 
countries (House et al., 2004) to explore how cultural context influences the relationship 
between individual attributes and leader effectiveness. Beyond the cross‐cultural applica-
bility of the various leadership perspectives, new individual attributes are being proposed 
for leaders operating in a global context (Holt & Seki, 2012). As with the general leader-
ship models, the challenge is that there are myriad perspectives and frameworks regarding 
how to incorporate global demands into models of leader effectiveness (Holt & Seki, 
2012; Inceoglu & Bartram, 2012).

While studied less commonly than leader effectiveness, factors that influence individual 
effectiveness at developing leadership skills (Day et al., 2009; Derue & Wellman, 2009; 
Dragoni, Tesluk, Russell & Oh, 2009) are also relevant to the question of what to assess 
when using assessments for development. Theoretical perspectives from three research 
domains outside leader effectiveness are most relevant: general models of learning and 
expert skill acquisition (Ericsson, 1993; Goldstein, 2006); constructive leader development 
models related to adult development theories (McCauley et al., 2006); and identity (Avolio, 
2007; Burnette, O’Boyle, VanEpps, Pollack & Finkel, 2013). From these theoretical 
models, various meta‐cognitive skills and motivations related to learning and behavioural 
flexibility have been identified as important to leader development effectiveness. These 
include goal orientation (DeGeest & Brown, 2011; Dweck, 1986), learning agility 
( DeRue, Ashford & Myers, 2012), adaptability (Pulakos, Arad, Donovan & Plamondon, 
2000), and self‐regulation (Burnette et al., 2013).

The model that best integrates these varying perspectives and is specific to leader 
development is Avolio’s developmental readiness model (Avolio, 2007) which includes 
learning goal orientation (engage in task to learn and grow), developmental efficacy 
(level of confidence in ability to develop), self‐concept clarity (self‐awareness), complex-
ity of a leader’s self‐construct (leader mental model elaboration) and meta‐cognitive skill 
(skill at thinking about thinking). These attributes are often important to assess when 
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the purpose of assessment is prediction of potential and whom to invest organizational 
resources in (Silzer & Church, 2009).

Overall, each theoretical perspective and framework contributes a unique facet to our 
overall understanding of what makes a leader effective in current or future roles. Meta‐
analyses have supported the basic premises of some of these models (DeGroot, Kiker & 
Cross, 2000; Ilies, Nahrgang & Morgeson, 2007; Judge et al., 2002; Judge, Colbert & 
Ilies, 2004; Judge, Piccolo & Ilies, 2004; Rockstuhl, Dulebohn, Ang & Shore, 2012), and 
are summarized in Table 17.1. The challenge remains to integrate these perspectives to 
help decide which individual attributes should be assessed.

Integrating perspectives and attributes
While the overview provides a wealth of information that is potentially useful to help 
determine relevant attributes for assessment in the context of leader development, 
it also creates a ‘bewildering variety’ (Yukl, 2012, p. 66) of different individual attrib-
utes that seem difficult to integrate. In order to manage this complexity, researchers 
have grouped attribute types and created taxonomies that categorize attributes into 
larger themes.

There is general agreement that there are three types of attribute that enable leader suc-
cess. Perhaps the best known of these is the U.S. Army’s longstanding model of leader 
effectiveness, the ‘Be‐Know‐Do’ model (U. S. Department of the Army, 1999), where 
‘Be’ represents motives, values and character (traits); ‘Know’ represents four categories of 
knowledge and skill – the interpersonal, conceptual, technical and tactical; and ‘Do’ rep-
resents actions leaders engage in, including influencing, operating and improving (behav-
iours). Zaccarco (2007) extended this idea by incorporating them into a three‐part causal 
model with categories representing distal attributes (traits), which influence more proximal 
attributes (knowledge and skills), which in turn lead to leader processes (behaviours). 
F igure  17.2 illustrates these factors by showing how traits, skills and knowledge, and 
behaviours are important leadership attributes, and are connected.

A different approach, also illustrated in Figure 17.2, is the creation of taxonomies of 
attributes, based on categorizing them into larger themes (Bartram, 2005; Borman & 
Brush, 1993; Tett et al., 2000). Although different taxonomies may focus on different 
types of analysis or different types of attribute, there is an underlying connection between 
categories in different taxonomies that can help identify groups or clusters of relevant 
attributes. As one illustrative example, Mumford, Zaccaro, Harding, Jacobs and Fleish-
man (2000) developed a taxonomy of leader skills using the categories of creative problem 
solving (identifying problems and generating solutions), judgement skills (refinement of 
solutions and implementation plans) and social skills (to motivate and direct others). 
Similarly, Yukl (2012) created a taxonomy focused on leader behaviours instead of skills, 
categorized across four meta‐categories, including the task‐oriented (e.g., clarifying, 
planning, problem solving), relations‐oriented (e.g., supporting, empowering), change‐
oriented (e.g., advocating change, encouraging innovation), and external (e.g., network-
ing; external monitoring). Although these taxonomies are clearly different – one focusing 
on skills and the other on behaviours – the larger picture (illustrated in Figure 17.1) is that 
categories across the taxonomies are conceptually linked. For instance, the change‐
oriented behaviours in the category that Yukl (2012) conceptualized are aligned with the 
creative problem‐solving skills that Mumford and colleagues (2000, 2007) categorized, 
and the latter are necessary for the former. In the same way, we can see how skills and 
behaviours align on other dimensions and even align with the leader role requirements 
categorizations c reated by Drath and colleagues (2008).



Table 17.1 Meta‐analytic findings on leadership research.

Study Focus of meta‐analysis Findings

DeGroot, 
Kiker & Cross, 
2000

Relationship between charismatic leadership style 
and leadership effectiveness, subordinate 
performance, subordinate satisfaction, 
subordinate effort and subordinate commitment.

 • The relationship between leader charisma and leader effectiveness 
is much weaker than reported.

 • Charismatic leadership is more effective at increasing group 
performance than at increasing individual performance.

Ilies, 
Nahrgang & 
Morgeson, 
2007

Relationship between the quality of leader–member 
exchanges (LMX) and citizenship behaviours 
performed by employees.

 • Moderately strong, positive relationship between LMX and 
citizenship behaviours.

 • Moderating role of the target of the citizenship behaviours on the 
magnitude of the LMX–citizenship behaviour relationship.

Judge, Bono, 
Ilies & 
Gerhardt, 
2002

Trait perspective in leadership research.  • The relations of neuroticism, extraversion, openness to experience 
and conscientiousness with leadership generalized in that more 
than 90% of the individual correlations were greater than 0.

 • Extraversion was the most consistent correlate of leadership.
Judge, Colbert & 

Ilies, 2004
The relationship between intelligence and 

leadership.
 • The corrected correlation between intelligence and leadership is 

0.21 (uncorrected for range restriction) and 0.27 (corrected for 
range restriction).

 • Leader’s stress level and directiveness moderated the intelligence–
leadership relationship.

Judge, Piccolo & 
Ilies, 2004

The relationship of the Ohio State leadership 
behaviours – Consideration and Initiating 
Structure – with leadership.

 • Both consideration (0.48) and initiating structure (0.29) have 
moderately strong relations with leadership outcomes.

Rockstuhl, 
Dulebohn, 
Ang & Shore, 
2012

The role of national culture in moderating 
relationships between LMX and its correlates.

 • Relationships of LMX with organizational citizenship behaviour, 
justice perceptions, job satisfaction, turnover intentions and leader 
trust are stronger in horizontal‐individualistic (e.g., Western) 
contexts than in vertical‐collectivistic (e.g., Asian) contexts.

 • National culture does not affect relationships of LMX with task 
performance, organizational commitment and transformational 
leadership.
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Figure 17.2 Connections between leadership attributes.
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This general conceptualization (illustrated in Figure 17.2) can be a powerful tool to 
help those using a competency modelling approach to integrate findings from the vast 
leadership literature more easily into the search for relevant attributes. However, as noted 
above, it is important also to consider cross‐cultural differences, particularly how different 
attributes can have very different meanings and implications for leadership in different 
cultural contexts. As Caligiuri and Paul (2010) observe, there has been limited research on 
cross‐cultural issues in selection and assessment, even though local norms have been found 
to be very important (Bartram, 2008).

In this section, we have discussed best practice for translating organizational contexts 
into leader role requirements, and how those requirements can lead to the specific attrib-
utes to assess for leadership development. In so doing, we explored what research and best 
practice have to offer to improve understanding of leader role requirements and attributes. 
Specifically, we explored competency modelling and its usefulness, as well as possible 
alternative approaches. Finally, we reviewed the literature on leader effectiveness, as the 
vast accumulated knowledge in the literature may help inform relevant attributes.

So far we have discussed what the purposes of assessments are in the context of leader 
development and how to identify the attributes we need to assess. The next topic we need 
to address is the crucial question of how best to assess the relevant attributes.

How? Which Assessments to Use

Once the purpose of using assessments (the why) and the attributes to be assessed (the what) 
have been determined, the next important decision is which assessment tools will be used 
to measure the attributes selected (the how). There is a wide variety of assessment tools 
from which to choose, from widely available, off‐the‐shelf inventories to highly customized 
situational judgement tests (Ryan & Ployhart, 2014). For assessments to best contribute to 
the ultimate goal of increasing the pool of leaders ready to take the organization into the 
future, careful consideration should be given to the choice of assessment.

While a standard set of criteria is often recommended for choosing assessments ( Howard, 
2001), the leader development context makes three of these criteria particularly  important. 
As in all assessment contexts, one criterion is how precisely an assessment measures the 
attributes of interest. Given the varied purposes that assessments serve in the context of 
leader development, another important consideration is how well the feedback from 
the assessment supports either selection decisions or developmental goals. The third 
consideration is how acceptable the assessment experience will be to the specific demands 
of the audience (Howard & Thomas, 2010).

In this section, we review research and best practice in two key areas to help guide 
decisions of which assessments are most appropriate. First, we review the common types 
of measures, how they relate to the attribute types reviewed in the earlier section, and best 
practice regarding how they are commonly used in the leader development context. Then 
we briefly review the challenges of choosing a combination of assessments to provide a 
comprehensive picture of the leader, while ensuring these are acceptable to leaders 
(Bell & Arthur, 2008).

Assessment types
Many assessments are available (Church & Rotolo, 2013; Howard & Thomas, 2010; 
Thornton et  al., 2010) and can be categorized and classified in a number of ways. 
The most common distinction is in terms of how distal or proximal the assessment is to 
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actual behaviour (Wernimont & Campbell, 1968). These can range from assessments that 
provide inferences about behaviour, such as personality and cognitive tests, to assessments 
that describe behaviour, such as interviews or past performance, to actual demonstrations 
of behaviour, such as simulations (Howard & Thomas, 2010). In this section, we briefly 
discuss a variety of assessment types, highlighting the attributes measured and the 
p urposes for which they are typically used. Table 17.2 highlights the general advantages 
and disadvantages of each type. It is important to note that, in an increasingly globalized 
world with organizations that often operate in numerous countries and have employees 
from many cultures, globalization of selection systems is a key concern (Ryan & Ployhart, 
2014), yet there has been little research on globalizing selection systems (Caligiuri & Pail, 
2010; Carey, Herst & Chan, 2010).

Personality Personality tests are self‐reported and measure behavioural dispositions 
(traits). Some assessments measure traits based on the five‐factor model (FFM), which is 
commonly used in selection (Barrick & Mount, 2012); others use more specific sub‐scales. 
It has been found that specific personality tests can be more predictive than a more general 
FFM (Pulakos, Borman & Hough, 1988). Another interesting set of scales in the leader 
development context is derailers, or the dark side of traits (Gaddis & Foster, 2015; Judge, 
Piccolo & Kosalka, 2009). In recent years, the use of personality tests in the context of 
leader development has increased substantially. Whereas Hogan and colleagues (2010) 
noted that it was rarely used to select executives and Howard, Erker and Bruce (2007) 
reported that 65% of organizations did not use it for selection, a more recent study reports 
that 57% of organizations now use it for the assessment of senior executives and 66% use 
it for the assessment of high‐potential employees (Church & Rotolo, 2013).

Cognitive ability These tend to be written tests that measure general mental ability or 
specific mental abilities (e.g., reading, verbal or maths). They often include multiple‐
choice or right/wrong answers, and may include images or patterns as a component of 
reasoning or logic questions. In general, cognitive ability tests have a high correlation with 
performance among leaders (Judge, Colbert et al., 2004), and are relatively common in 
the selection of senior leader positions (Thornton et al., 2010). Church and Rotolo (2013) 
found that around 40% of organizations use them to assess high‐potential employees 
and  senior executives, and Howard and colleagues (2007) reported that about half of 
organizations use them for senior leaders.

Motivation and interests These represent self‐reported tests designed to assess the aspira-
tions or desire of individuals to attain a leadership position in the organization, or individ-
uals’ general likes and dislikes compared to opportunities provided by the position (i.e., the 
fit). One criticism of these tests is that they may not be specific enough to predict how a 
leader will fit into a particular role or culture in an organization (Howard & Thomas, 2010). 
The use of such tests is not common, with Church and Rotolo (2013) reporting that only 
about 20% of organizations use them to assess high‐potential employees and executives.

Biographical data This is the use of data about past experiences and accomplishments as a 
way to infer KSAs and try to use past accomplishments to predict future potential. It has 
traditionally been used as a screen or criterion for selection or promotion in organizations at 
all levels due to considerable evidence that biographical experience can be a strong predictor 
of job performance (Stokes & Cooper, 1994). The use of biographical data can be an impor-
tant component of executive assessment (Howard, 2006). Howard, Erker and Bruce (2007) 



Table 17.2 Advantages and disadvantages of leadership assessment tools.

Assessment Type Advantages Disadvantages

Personality
Self‐report. Typically presented as statements with forced‐

choice or Likert scales (e.g., level of agreement with each 
statement).

 • Inexpensive.
 • Quick and easy to administer.
 • Minimal or no adverse impact.
 • Modest prediction of future job success.

 • Self‐report, potential for faking.
 • Candidates sometimes object when 

tests do not appear directly relevant to 
the job.

Cognitive Ability
General intelligence or reasoning tests. Typically multiple‐

choice items with right/wrong answers; questions may be 
presented verbally or as images such as patterns.

 • Usually inexpensive.
 • Quick and easy to administer.
 • Objective and consistent.
 • Good predictors of future job success 

across a variety of roles.

 • Tends to result in adverse impact for 
minorities.

 • Candidates sometimes object when 
tests do not appear directly relevant 
to the job.

Motivation/Interests
Self‐report. Typically presented as statements with forced‐

choice or Likert scales (e.g., how much do you agree with 
each statement?).

 • Inexpensive.
 • Quick and easy to administer.
 • Minimal or no adverse impact.

 • Self‐report, potential for faking.
 • May not predict future success – link 

between aspirations and role needs to be 
established before using for selection.

Biographical Data
Past experiences and accomplishments such as work 

experience, academic achievement and specific work roles 
(including leadership roles). Typically gleaned from 
résumés or background checks.

 • Very useful to verify needed KSAs or 
experience.

 • Often too general or simplistic for 
high‐level positions or leader 
development purposes.

 • Sometimes require additional data (or 
interview) in order to fully interpret.

Leadership Style
Typically presented as statements with forced‐choice or 

Likert scales (e.g., how much do you agree with each 
statement?).

 • Provides unique information from 
typical personality assessments.

 • Because styles can be changed, 
participants can use feedback as basis 
for development modified through 
training.

 • Self‐report, potential for faking.
 • Many people adapt their styles to fit 

different situations, and the assessment 
may not be sensitive enough to detect 
the ability to shift styles.

 • Weak link between assessment results 
and job performance.

Situational Judgement Tests (SJTs) and Simulation
Realistic, scenario‐based measures, generally in a multiple‐

choice format that ask the respondent to choose from a list 
of alternative actions; scenarios may be presented as text 
only, text with pictures, video or other media. Can simulate 
the job environment by providing complex situations that 
call for a complex set of behavioural responses; exercises 
typically include role‐plays, in‐baskets, case analyses, etc.

 • Appears job‐relevant and therefore 
more acceptable to test‐takers.

 • Can measure a variety of competencies.
 • Can be used as a learning tool, when 

detailed feedback is provided on 
incorrect responses.

 • Some potential for adverse impact 
when reading requirements are high.

 • Multiple‐choice versions limit 
complexity of possible responses.

 • Measures judgement only, not actual 
behaviour.

 • Expensive and time‐consuming to 
develop and administer.

Structured Interviews
Consistent questions structured scoring guidelines applied to 

all participants to enable direct comparisons among 
individuals.

 • Minimal adverse impact.
 • Can be tailored to each job as needed.
 • More valid and fair than unstructured 

interviews.

 • Some managers resist using structured 
interviews, preferring to go with their 
‘gut’.

 • Time‐consuming to develop questions 
and scoring guidelines.

360‐degree feedback
Supervisor, peers, direct reports and others are asked to score 

a leader on several critical leadership behaviours or 
competencies; these multiple ratings are designed to 
capture multiple viewpoints about the leader’s skills.

 • Honest feedback due to multiple 
sources.

 • Helpful for leader development.
 • Increases self‐awareness.

 • Time‐consuming to administer.
 • Some raters may be biased (e.g., peers 

who compete with each other for 
promotion).

Assessment Centres
Multiple exercises combined in an intensive format to 

measure candidates’ aptitude and ability on a variety of 
job‐related measures. Candidates are typically taken to an 
off‐site location where exercises are facilitated by external 
consultants. Exercises typically include leaderless group 
discussions, in‐basket exercises and others.

 • Can measure many skills.
 • High‐fidelity exercises that can be 

applied directly to the job.
 • Can identity strengths and areas for 

development.

 • Expensive to facilitate.
 • Time‐consuming.
 • Typically used for leader development, 

not candidate selection.
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reported that 60% of organizations used some form of application requiring biographical 
data, and 23% used a specific biographical data form. Church and Rotolo (2013) found 
that 43% of organizations used biographical data in some form to assess high‐potential 
employees and senior executives.

Leadership styles This type of test is designed to determine an individual’s preferred lead-
ership style (e.g., transformational, empowering). An underlying assumption is that style 
can be flexible and modified through leadership training, and that the tests determine the 
way an individual is most likely to lead. In the context of leader and executive selection, 
there are many variants of leadership questionnaires. Some focus on personality; others 
focus on behaviours (Thornton et al., 2010). The use of leadership questionnaires and 
tests of leadership styles, however, are not particularly common or widespread in the 
s election of executives or high‐potential employees (Church & Rotolo, 2013).

Situational judgements and simulations These represent realistic and scenario‐based mea-
sures or simulations that require judgements or decisions related to a variety of topics, such 
as strategic planning, decision making and job roles (Rockstuhl, Ang, Ng, Lievens & Van 
Dyne, 2015). Decision making on job‐specific tasks can provide an indication of KSAs, as 
well as of experience. There is considerable variation within this category, as s imulations can 
range from the simple and role‐specific – perhaps a short vignette and question – to the 
very complex and broad, which may involve multiple rounds of rich simulation of complex 
business problems with multiple options and an evolving situation. The use of simulations 
in organizations ranges from 23% to 41%, depending on the type of simulation and type of 
assessment (Church & Rotolo, 2013), but it is used more often for high‐potential 
employees than for executives. Howard and Thomas (2010) note that simulations can be 
very useful for executive assessment and have a number of advantages over other methods, 
but also point out that complex simulations can be expensive and labour‐intensive.

Structured interviews These represent a specific set of questions asked in a predeter-
mined order, given to all candidates to enable direct comparisons between individuals. 
Interviewers are given a list of questions to assess specific skills and competencies and are 
required to follow the script as it is written. They are designed to assess motives and inter-
ests, as well as KSAs and experience. Although interviews of varying levels of structure are 
widely used, Howard and Thomas (2010) note that they are not a very efficient selection 
method for executives and leaders because they require a lot of time and coordination to 
administer. Furthermore, structured interviews run the risk of various biases. However, 
Hollenbeck (2009) notes that interviews in general are an important component of 
e xecutive selection if they are implemented effectively.

360‐degree feedback Sometimes also referred to as multisource feedback, this is a process 
by which supervisors, peers, direct reports and others (e.g., clients or customers) are asked 
to score a leader on several critical leadership behaviours or competencies (Dalessio, 1998). 
These ratings are designed to capture multiple viewpoints about the leader’s skills and 
assess on‐the‐job behaviours. They have become increasingly popular for leadership and 
executive positions over the past few decades (Dalton, 1996; Markham, Smith, Markham 
& Braekkan, 2014; Thornton et al., 2010), and are often considered one of the principal 
components of executive assessment (Hollenbeck, 2009). Church and Rotolo (2013) 
found that 60% of organizations used them for the assessment of senior executives and 
66% used them for high‐potential employees.
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Assessment centres These consist of multiple exercises combined in an intensive format to 
measure candidate aptitude and ability on a variety of job‐related measures. Candidates are 
typically taken to an off‐site location where exercises are facilitated by external consultants; 
virtually administered assessment centres have recently also been developed (Byham et al., 
2002). Exercises, particularly for leader and executive selection, typically include simula-
tions, leaderless group discussions, in‐basket exercises and others tasks (Thornton, Byham 
& Warr, 2013; Thornton & Rupp, 2006).The key feature of assessment centres is the 
combination of multiple forms of assessments, which can include cognitive ability tests, 
personality inventories, 360‐degree feedback, interviews and simulations. Thornton and 
Krause (2009) note that a variety of surveys indicates widespread use of assessment centres 
in organizations for selecting executives and high‐potential employees, and assessment 
centres are generally considered an effective tool for executive assessment (Hollenbeck, 
2009; Howard & Thomas, 2010). In contrast, Church and Rotolo (2013) found that 
only 30% of organizations used them for assessing executives and high‐potential employees. 
A possible reason for this discrepancy may be that assessment centres can take many forms 
and organizations may define them differently. While traditionally used primarily for 
s election, assessment centres are now often used for the dual purpose of assessment and 
development (Rupp et al., 2006).

Other considerations
Given the criterion of assessment precision, an approach using multiple methods is recom-
mended (Nunnally, 1978). One common solution is a multi‐trait, multi‐method (MTMM) 
approach, where different attributes are measured using multiple methods, typically orga-
nized in a matrix (Campbell & Fiske, 1959). The key assumption is that each assessment 
method will contain some error or bias and by combining multiple methods, a more 
p recise and reliable overall measure will be generated (Church & Rotolo, 2013). This begs 
the question of how to combine data from different methods in order to inform selection 
decisions or development planning (Ryan & Ployhart, 2014), which is a topic under 
discussion and evolution in the area of assessment and measurement.

Balanced against the need for a precise and rigorous measure is the consideration of how 
acceptable the assessment experience will be to the leader audience. Especially for leaders 
in the organization, as opposed to a candidate for an entry‐level position, the effect of the 
assessment is important. Not only are leaders often very busy – and typically ambitious and 
successful – but they may also wield substantial power in the organization. This can result 
in considerable resistance on their part to the time required to complete an extensive series 
of assessments on multiple attributes (Howard & Thomas, 2010). As a result, it is impor-
tant to be cognizant of face validity (i.e., the individual should be able easily to see and 
understand the relevance of the assessments to their role as a leader). It is equally impor-
tant that relevant and useful feedback is provided, which is seen as and easily translatable 
into action.

As part of our section on how to determine which assessments to use, we have dis-
cussed the importance of specific criteria for leadership development, have reviewed a 
number of relatively common assessment types and have discussed the importance of 
using multiple methods and combining data – all with the underlying goal of assessing 
the appropriate attributes in the most acceptable way possible. When deciding which 
assessments to use, it is vital that the decision is based on an understanding of the 
assessment purpose and what specific attributes need to be assessed. Beyond that, there 
is the consideration of how to maximize precision while balancing acceptability to the 
unique demands of the leader audience.
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Future Research

This chapter suggests many possible directions for future research. One of the crucial 
unanswered questions for leadership development is ‘what is the criterion of interest?’ In 
other words, what measurement would allow us to conclude that a leader has improved 
or substantially developed their capacity to lead? In part this is a question of which level 
of Kirkpatrick’s training evaluation framework should be used (Kirkpatrick 1975, 1994). 
Is it a matter of what new skills have been learned, what new behaviours are demon-
strated or old behaviours improved, or a measure of improved organizational 
performance? Should the criterion include leader emergence, follower satisfaction or 
behavioural flexibility or adaptability? These are important questions that remain to be 
answered.

We have discussed a number of suggestions for how the traditional competency model-
ling approach can be modified or improved with the incorporation of a hybrid approach 
taking advantage of other models. A further question is whether or not we might be able 
to systematically incorporate attributes that the leadership literature can point us towards. 
The competency modelling approach, despite its strengths, remains an internally focused 
approach in which the attributes are generated from the internal perspective of the orga-
nization and its context alone. However, it seems likely that the perspective of a century of 
leadership research may also provide a valuable source of relevant attributes (especially 
from leadership models that incorporate context), and that this external perspective might 
be combined with an approach rooted in competency modelling. By combining the two 
more systematically not only would a bridge between research and practice be built, but 
the recursive feedback loop could enrich both. The underlying research question is 
whether we can develop a standardized taxonomy that delineates common leader roles 
(Drath et al., 2008) and the attributes that enable enactment of those roles (e.g. behaviours, 
KSAs, traits).

Another challenge is the question of how to present feedback, especially in the context 
of leadership development. Obviously, the purpose of development is to help people 
improve their capabilities, or work on weaknesses, but that implies that a gap exists and 
that they need to change. Unfortunately, such feedback can easily trigger defensiveness 
and rejection, especially if the audience is an ambitious one accustomed to success. Thus, 
finding a way to create feedback that motivates change and action, but does not reject the 
feedback process, is an important challenge for leader assessment and development that 
future research may inform.

A particular challenge for leader development also is that the underlying purpose of 
leader development is not merely to develop and improve specific competencies or skills, 
but also to change the leader’s underlying self‐concept and identity (Day et al., 2009). 
Currently, none of our assessment tools and feedback procedures directly measures that, 
and a fascinating question is whether or not we need different tools or if we need to use 
existing tools and feedback techniques in ways that are more consciously related to the 
individual’s self‐concept and identity as a leader.

Conclusion

Our purpose in this chapter has been to improve the practice of assessment use in leader 
development, by reviewing research and best practices relevant to assessment system 
design in this context. We discussed the why, what and how of assessment system design. 
In so doing, we raised a number of important questions and possible avenues for future 
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research. With continued refinement of our existing knowledge and practice, we can 
improve the impact of leader development processes and, it is hoped, reduce the prevalence 
of leader derailment.
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Introduction

Women and men do not differ substantially in terms of their overall levels of performance 
or effectiveness at work (Landy, Shankster & Kohler, 1994; Wexley & Pulakos, 1982); 
if anything, women show slightly higher levels of job performance (Roth, Purvis & Bobko, 
2012). Furthermore, women and men do not differ substantially in job‐related abilities or 
in the individual determinants of job performance. For example, there are few differences 
in the general cognitive abilities of men and women (Halpern, Benbow, Geary, Gur, 
Hyde & Gernsbacher, 2007; Hyde, 2005; Hyde, Fennema & Lamon, 1990; Hyde & 
Linn, 1988). Similarly, there are few general differences in overall levels of work motivation, 
although women report motivation levels lower in environments that are characterized 
by  strong sex role segregation or by stereotypically masculine traits (e.g., an emphasis 
on  competitiveness; for reviews, see Eagly, Karau, Miner & Johnson, 1994; Gneezy, 
Niederle & Rustichini, 2003; Hyde & Kling, 2001; Kalkowski & Fritz, 2004). Despite 
their many similarities, though, the experiences of men and women with work and with 
the rewards associated with work differ in important ways. Further, women and men 
m anage their work lives in a larger societal context, which can influence what occurs 
within organizations.

The goal of this chapter is to provide a targeted review of the literature on gender and 
human resource management practices that influence women’s and men’s experiences at 
work. This chapter examines the role of the processes that organizations use to attract, 
select and retain job candidates in understanding the experiences of women and men in 
the workplace. We begin with a brief review of the historical assumptions underlying 
women entering the workplace in large numbers during the last 60 years. In the sections 
that follow, we review key research findings for the respective areas of recruitment, 
selection and retention. Finally, we discuss at least four factors that shape the expectations, 
assumptions and even our criteria of success within the larger workplace environment: 
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1) occupational sex segregation of jobs; 2) persistent limiting beliefs held by both women 
and men; 3) the uneven playing field for women outside the workplace; and 4) the narrow 
criteria for success and the dysfunctional behaviour associated with it.

Historical Background

Women have always worked. Single women and Black women have always had high rates 
of paid workforce participation (Costello & Stone, 2001). Further, the growth in the 
number of working married women with children has been dramatic, moving from 44% in 
1978 to 65% by 1998 (Costello & Stone, 2001). Globally, women are increasing their 
participation in the workforce, with 64% of women in China and 61% of women in Norway 
engaged in paid employment in 2013, according to the World Bank. Yet women continue 
to lag behind men in terms of pay, limited occupational mobility (e.g., sex segregation of 
occupations) and access to top management positions.

Persistent differences in pay continued through 2012 in the United States, with the 
median weekly earnings for full‐time waged and salaried females at $691 compared to 
males at $854. Women, therefore, made about 81% of the median earnings of men. 
W omen’s earnings are highest between the ages of 35 and 64, and those earnings tend to 
remain somewhat stable ($747 at their lowest, $766 at their highest; US Bureau of Labor 
Statistics, 2013). These differences are found in many other developed economies.

Education continues to have a strong influence on both men’s and women’s earnings, 
although the growth in earnings has a stronger effect on women. However, women 
c ontinue to be paid less than similarly employed men in management, business and 
f inancial operations. As recently as 2014, the female‐to‐male wage ratios in a number of 
countries continued to show wage gaps, including Australia, Germany, South Africa, 
China and the US (World Economic Forum, 2014).

Second, men and women continue to be concentrated in different occupations. Specifically, 
relatively few women work in construction, production or transportation, and women are 
far more concentrated in administrative support jobs (US Bureau of Labor Statistics, 
2013). In addition, women are more likely than men to work in professionally‐related 
occupations, yet the proportion of women employed in the higher‐paying job groups is 
much smaller than the proportion of men employed in them, with 9% of women employed 
in the relatively high‐paying computer and engineering fields, compared with 45% percent 
of men in this field. Even within professional fields, women are concentrated in education 
and healthcare (68% women vs. 30% men), in which the pay is generally lower than that 
for computer and engineering jobs. (We discuss occupational sex segregation in more 
detail later in the chapter.)

Although women have made inroads into the workforce, they continue to be concen-
trated in lower‐skilled jobs and have lower pay and a restricted range of occupational types. 
Historically, work was categorized by paid and unpaid work, with women’s roles primarily 
considered part of the private, unpaid work domain, while men’s work reflected the p ublic, 
paid domain. When women performed paid work outside the home, they were perceived 
as qualified for a narrow range of jobs reflecting lower wages. The rationalization for this 
was based on the assumption that women possessed lower ability, skills and appropriate 
work temperament. However, despite the influx of women who worked and performed 
well during the two world wars in the US and Europe (and increasingly in the 1960s and 
beyond), women continued to be denied access to higher‐skilled, higher‐paying jobs. This 
was in part due to negative gender stereotypes depicting women as incompetent and ‘too 
nurturing’ for managerial and leadership roles. Career counsellors and organizational 
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gatekeepers also routinely guided female applicants to female‐dominated, low‐paid, 
low‐impact occupations. Indeed, throughout the first half of the twentieth century women 
who sought more education or employment in more traditionally male jobs were often 
perceived to be aberrant or to possess unsuitable temperaments (Eagly & Johnson, 1990).

During the 1960s, this pattern was repeated. As women acquired greater education and 
skilled jobs became more plentiful, they slowly entered more traditionally masculine areas 
of work. Initially, women encountered discrimination based on the belief that they did not 
have the skill levels of their male counterparts to perform these jobs. However, research on 
gender differences in job‐related skills, especially interpersonal and leadership skills 
(Eagly & Johnson, 1990), did not support the belief that men were better qualified than 
women; further, women appear to demonstrate greater effectiveness than men in using 
productive leader skills. Since women and men did not differ in terms of job‐related skills, 
gender research focused on the assumption that women and men had different motiva-
tions. Such differences were cited as the rationale underlying women’s lack of upward 
mobility at the top of organizations, in critical organizational decision roles and in power 
and influence. However, there is little evidence to support the claim of significant variations 
in work motivation between men and women (Eagly & Johnson, 1990).

In sum, research shows few significant gender variations in work‐related knowledge, 
skill and abilities or motivation. However, women and men may face differences in how 
they experience the workplace. Women may encounter both subtle discrimination and 
challenges when interacting with HR practices, including recruitment and selection. 
Further, the antecedents or causes of these variations range from differences in the social-
ization of men and women (Cocoran & Courant, 1987; Perry, David‐Blake & Kulik, 
1994; Terborg, 1977; Weisman, Morlock, Sack & Levine, 1976) to outright discrimination 
(Bobbitt‐Zeher, 2011).

Recruitment

Recruitment can be described as ‘those practices and activities carried out by the organi-
zation with the primary purpose of identifying and attracting potential employees’ (Barber, 
1998, p. 5). Recruitment experts make a distinction between external and internal recruit-
ment, the first of which involves bringing people into the organization, while the latter 
involves attracting candidates for vertical or lateral moves within an organization.

Ten years after the implementation of Title VII of the Civil Rights Act of 1964, studies 
were still showing clear evidence of discrimination against women in recruitment inter-
views for jobs that were non‐traditional or had ‘male‐oriented’ aspects (Cohen & Bunker, 
1975). It is likely that differences in the way men and women are treated in the recruit-
ment process still have an impact, but there is relatively little research on the way recruit-
ment might contribute to gendered differences in hiring (Bygren & Kumlin, 2005). 
Studies to date have produced inconsistent results in terms of the effect of the applicant’s 
sex on recruiter evaluations, though results generally tend to demonstrate men receiving 
more favourable ratings and higher starting salaries when all else is held equivalent 
(P owell, 1987). Unfortunately, there are few field studies of the effects of gender on 
recruitment (Elliott, 1981 and Graves & Powell, 1988 are exceptions). The vast majority 
of existing recruitment and gender studies use hypothetical résumés that are evaluated by 
college students in laboratory settings, and the lack of external validity in these studies 
casts doubt on the findings of these studies (e.g., Cohen & Bunker, 1975; Dipboye, 
A rvey & Terpstra, 1977; Dipboye, Fromkin & Wiback, 1975). However, some conclu-
sions can be drawn from the meagre body of relevant research. Tosi and Einbender (1985) 
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concluded that lack of information about applicants was the primary culprit that led to 
biased judgements, and when job‐relevant information levels are high, there is little to no 
favouritism shown towards men during the recruitment phase.

Résumés have been, and continue to be, an initial screening tool, in part because they 
are a fast and inexpensive way to assess basic qualifications and fit before investing in the 
applicant (Cole, Feild & Giles, 2004). This is especially true for large organizations and 
entry‐level jobs where large numbers of applications are often received. Because résumés 
are often the recruiters’ first impression of the applicants, they represent an important part 
of the recruitment and selection process. In theory, it would be possible to minimize the 
role of gender in résumé evaluation by removing information from résumés that identifies 
the gender of the applicant (Futoran & Wyer, 1986), but this is not a common practice.

Recruitment processes can be formal, especially those conducted using public and 
private employment agencies, trade unions, school or college placement bureaux and 
advertisements, or informal, such as recruitment based on referrals and walk‐ins (Granovet-
ter, 1995). Informal sources, such as referrals, are generally believed to produce superior 
applicants (Breaugh, 1981; Decker & Cornelius, 1979; Gannon, 1971; Kirnan, Farley & 
Geisinger, 1989), yet informal recruitment is also more likely to lead to a homogeneous 
workplace (Pfeffer, 1977). This may be explained by the pre‐screening hypothesis, which 
states that anyone who gets a referral from an existing employee has already been mentally 
screened for fit by that employee (Ullman, 1966), and few employees are willing to risk 
their reputation on a questionable referral applicant.

The difference in recruitment that is based on applicant gender is an important issue, 
because the sex composition of workgroups has been shown to affect many aspects of an 
organization’s efficiency and process. The integration, effectiveness of communication 
and levels of conflict among workgroup members are influenced by the group’s gender 
composition (Williams & O’Reilly, 1998). This composition has consequences for 
subjective outcomes, such as job satisfaction, motivation, organizational attachment and 
turnover (Allmendinger & Hackman, 1995; Tsui, Egan & O’Reilly, 1992; Wharton & 
Baron, 1987). Furthermore, an organization’s gender composition can lead to men and 
women having different experiences within the same organization or group in terms of job 
mobility (Tolbert, Simons, Andrews & Rhee, 1995). There is a positive correlation 
b etween the number of women present in an organization and an individual woman’s 
chance of promotion (Cohen, Broschak & Haveman, 1998), indicating the effects of 
social isolation and sexist stereotyping (Konrad, Winter & Gutek, 1992).

In a meta‐analysis on recruitment, Chapman, Uggerslev, Carroll, Piasentin and Jones 
(2005) found that women and men do not differ in their reactions to recruiter character-
istics, including gender. However, other reviews on gender recruiter characteristics are 
inconclusive. Graves and Powell (1988) found that although there were no gender differ-
ences in recruiter evaluations, they did find a ‘similar to me’ bias such that when viewed as 
similar, applicants were rated more positively. In a separate study, female recruiters viewed 
male applicants as more similar and more qualified than female applicants (Graves & 
P owell, 1995). Once again this finding may vary depending on the gender typing of the 
occupation (Wood, 2008).

Theories/framework
The most prevalent theoretical focus in research on recruitment and gender involves 
gender stereotypes. Gender stereotypes are generalizations that remain stable over time 
and focus on the differences, real or perceived, between men and women (Cole, Feild & 
Giles, 2004). For example, there are widespread beliefs regarding ‘masculine’ and ‘feminine’ 
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traits. A study conducted in the US identified masculine traits as typically including 
‘d ominance, independence, and competitiveness’ (Cole, Feild & Giles, 2004, p. 598) and 
feminine traits encompassing ‘dependence, nurturance, and communality’ (Cole, Feild & 
Giles, 2004, p. 598). These traits are reflected internationally. Moghandam (2004) found 
that in the Middle East and North Africa, women’s roles were concentrated in the home 
and with the c hildren. Though the Western perspective views these roles as restrictive, 
women in the Middle East did not view their role of caregiver as oppressive but rather as 
an important responsibility, for which they are relieved of the burden of work outside the 
home (Moghandam, 2004). Oppenheimer (1968) coined the phrase ‘women’s work’ or 
‘men’s work’ to describe this kind of stereotyped labelling in the workplace. These beliefs 
are not limited to men; men and women have similar perceptions of traits that are viewed 
as m asculine or feminine (Powell, 1987). Gender stereotypes do not necessarily reflect 
actual differences between men and women, but they remain equally powerful as percep-
tions. In particular, gender stereotypes are likely to influence recruitment decisions when 
the nature of a job is categorized as male‐ or female‐oriented, which can often occur 
implicitly if not explicitly (Powell, 1987).

These gender stereotypes can be prescriptive or descriptive. Prescriptive stereotypes can 
be understood as beliefs about how a certain gender should behave, while descriptive 
s tereotypes reflect beliefs about how men and women actually behave, which in a work 
context can have a strong impact on assessments of fitness for or ability to perform a 
certain job (Cole, Feild & Giles, 2004). Recruiters and leaders can rely on one or both of 
these stereotype processes. One common outcome of this type of stereotyping is that 
females are often evaluated as less suitable than males for managerial positions or for posi-
tions described as demanding (Cohen & Bunker, 1975).

Gender stereotypes are a problem because gender often has little to do with actual 
performance in or fitness for most occupations, and any focus on gender is likely to distract 
attention from accurate perceptions of ability or capability (Cole, Feild & Giles, 2004). 
When recruiters have little information about applicants, they are more likely to rely on 
gender stereotypes when deciding whether to recruit a man or a woman (Gardner & Berg-
er, 1980; Heilman, 1984). This is one reason why applicant demographics explain variance 
in hiring decisions beyond what can be explained by applicant qualifications (Powell & 
B utterfield, 2002). Olian, Schwab and Haberfeld (1988) suggested that gender explains at 
least 4% of the variability in recruitment and selection outcomes above and beyond the 
effects of actual qualifications, though this number has varied (Cole, Feild & Giles, 2004). 
Sex and gender not only influence recruiters’ responses to applicants, they also influence 
applicants’ responses to recruiters and to the organization (Powell, 1984). These responses 
include attitudes, perceptions, expectations and behaviours (Schmitt, 1976).

Numerous contextual factors play a role in shaping the relationship between gender and 
recruitment. Sex structuring theory provides a useful framework for understanding gender 
differences in recruiting. Sex differences in socialization and roles outside the workplace 
(e.g., caretaker roles) are linked to power differentials in the workplace, or a ‘sex structur-
ing’ at work. This leads to selective recruitment of women into roles that require more 
passive behaviour, as well as into situations that keep them in these roles rather than 
advancing in the organization (Acker & Van Houton, 1974; Bartol, 1978). Sex structur-
ing occurs at different stages of the career and can have a significant effect on entry into 
the organization (Powell, 1987).

Jobs can be categorized as male‐dominated, female‐dominated or sex‐ratio balanced. 
These categories can determine the success of job‐seeking applicants. Cohen and Bunker 
(1975) found that job recruiters were more likely to recommend female applicants for female‐
dominated jobs and more likely to recommend male applicants for male‐dominated jobs. 
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Davison and Burke (2000) show more recent meta‐analytic findings supporting Cohen 
and Bunker’s original study that applicants receive lower ratings when applying for the 
opposite‐sex type job.

Organizational size also appears to play a role in explaining the relationship between 
gender and recruitment. Smaller organizations are likely to be more homogeneous, while 
large and/or expanding organizations need to be less selective in whom they recruit, thus 
introducing more potential variety into the demographics of the organization (Bygren & 
Kumlin, 2005). Large organizations are also more likely to institute formal recruitment 
processes, which may result in more diverse recruitment and hiring practices. They are also 
more vulnerable to lawsuits, so they are likely to be more cognizant of diversity when 
r ecruiting and hiring candidates.

The competitiveness of the field also provides some explanation for recruitment differ-
ences as a function of gender. The more competitive the market, the more heterogeneous 
organizations tend to be. This observation is often explained in terms of neoclassical 
economic theory (Becker, 1962), which states that a competitive market will alter what 
seems important in an applicant: where sex might have been a deciding factor in a low 
competition market, hard‐headed competitors just want the best worker regardless of 
gender (Bygren & Kumlin, 2005).

Ultimately, the demographics of an organization are the result of who is recruited, 
who is hired, who is retained, who quits and who is fired (Bygren & Kumlin, 2005). 
Schneider’s (1987) Attraction–Selection–Attrition (ASA) framework provides a particu-
larly useful model for understanding the interplay between the processes organizations 
use to attract and select applicants and the decisions job incumbents make about staying 
with or leaving organizations (see also Schneider, Goldstein & Smith, 1995). This model 
suggests that organizations tend to look for and select applicants who are similar to 
current organization members in terms of values, preferences, ideas and demographic 
characteristics. Individuals who join the organization but find they are not a good fit will 
be motivated to leave, especially if there are opportunities to join organizations that they 
find more compatible. As a result, organizations tend to become increasingly homoge-
neous over time, and if gender is one of the dimensions that is important in defining the 
organization, they may become less and less able to attract and retain a gender‐balanced 
workforce.

Selection

Once a group of applicants has been selected, organizations must make decisions about 
which applicants to hire and which to reject. Hough, Oswald and Ployhart (2001) reviewed 
a variety of commonly used selection tools and explored gender differences for each one. 
Consistent with research cited earlier, they concluded that men and women do not signif-
icantly differ in mean scores on measures of general cognitive ability (g). However, the 
distribution for male scores has a larger standard deviation, indicating that more men score 
in the high and low extremes than women. Though the mean scores on measures of g are 
similar for men and women, there are mean differences for men and women in different 
factors of cognitive ability. For example, women tend to score higher in verbal ability 
(Hyde & Linn, 1988) and men tend to score higher in spatial ability (Greary, Saults, 
Liu & Hoard, 2000).

Hough and colleagues (2001) examined gender differences in scores on situational 
judgement tests and physical ability tests. Women tend to score higher on both paper‐and‐
pencil and video‐based situational judgement tests. However, men consistently  outperform 
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women in physical ability tests. The difference is largest in tests of muscular strength, with 
smaller group differences in cardiovascular endurance and movement quality. A dditionally, 
the authors note that women are more anxious about test‐taking and tend to evaluate the 
test as more difficult than men do.

Personality tests are generally thought of as appropriate for selection due to the gen-
eral stability of personality over time, as well as its relative lack of mean subgroup differ-
ences (Goldberg, Sweeny, Merenda & Hughes, 1998). However, the literature shows 
mixed findings on whether mean group differences between men and women exist. 
For example, Hough and colleagues (2001) report small differences, with women being 
slightly more agreeable and dependable (a facet of conscientiousness) and scoring 
higher on facets of extraversion affiliation and lower on surgency (a trait aspect of 
e motional reactivity in which a person tends towards high levels of positive affect) than 
men. Saad and Sackett (2002) examined three employment‐oriented personality 
m easures used by the military: adjustment, dependability and achievement orientation, 
and suggested small differences (favouring males) on all three measures. However, 
other studies show no group d ifferences based on gender. Ones and Anderson (2002) 
examined three commonly used pre‐employment personality inventories: the Hogan 
Personality Inventory, the Occupational Personality questionnaire and the Business 
P ersonality Indicator. They concluded that there are no large subgroup differences 
b etween men and women.

Many selection tools are moving to online platforms as technology advances. This could 
have implications for gender, especially when age is considered. The idea that technology 
is a male domain is fading, as adoption and use of technology among younger generations 
is equal for both men and women. However, for older workers this stereotype may persist, 
making the adoption and use of technology less common, especially among women 
(Morris, Venkatesh & Ackerman, 2005). Therefore, older female workers may be less 
comfortable than other groups taking selection assessments on a computer.

Subjective selection methods
Tests play an important role in selection decisions, but these decisions also often incorpo-
rate a range of more subjective measures, including interviews and ratings of various types. 
Selection methods that involve subjective judgements are thought to be especially vulner-
able to discrimination on the basis of demographic characteristics (Cesare, 1996). Rudman 
and Glick (2001) found that female applicants for a managerial job who demonstrated 
confidence, ambition and competitiveness were perceived as highly qualified. However, 
they were less likely to receive a hiring recommendation because they were more disliked 
than males. Other research suggests that when women demonstrate traits that violate 
implicit gender stereotyping (e.g., confidence), they are penalized in the workplace (Eagly 
& Karau, 2002; Heilman, Wallen, Fuchs & Tamkins, 2004). Heilman’s lack of fit model 
suggests that the effects of gender on subjective judgements will be especially strong when 
there is a mismatch between the gender of the applicant and the gender stereotype of the 
job (e.g., a female applying for the position of truck driver; Heilman, 2012; Lyness & 
Heilman, 2006). Interviews might also allow irrelevant criteria to influence decisions. 
For example, marital status influences perceptions of female applicants. Nadler and Kufahl 
(2014) found that married heterosexual women received higher ratings in interviews than 
single heterosexual women.

The use of structured interviews (which often involve a standard set of job‐related 
questions, clear standards for evaluation and multiple interviewers) appears to minimize 
the effects of gender on interview outcomes (Macan, 2009). In a series of studies examining 
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promotions to high‐level government positions, Powell and Butterfield (2002) reported 
encouraging results for women working in the government. Their 1994 US‐based study 
showed that women were favoured in panel evaluations and referral decisions. However, 
there was no significant effect of gender on the final hiring decision. They reported that 
female applicants benefited when the review panel and selecting officials are diverse in 
both race and gender.

There is promising research to support that discrimination and prejudicial thinking 
are reduced or even penalized in certain organizational circumstances. For example, in 
the selection and evaluation stages of employment, women and men receive similar rat-
ings on their competence and ability when more information about their background 
or educational attainment is provided. In other words, reliance on inaccurate stereo-
types is more likely to occur if the applicant’s gender is the only thing known about 
them. This is particularly true if the employee’s gender is salient due to attractiveness, 
pregnancy or token status (Fuegen, Biernat, Haines & Deaux, 2004; Kanter, 1976). 
Organizations can therefore take steps to reduce gender discrimination, such as leaving 
the demographic s ection to the end of an application or providing evaluative raters 
with quality information on which to base their decisions (Davison & Burke, 2000; 
Terborg, 1977).

Justice/diversity programmes
Many organizations have made an effort to hire diverse applicants. A diverse workforce can 
be seen as a competitive advantage because organizations that feature a representative 
workforce are often viewed positively by consumers (Richard & Kirby, 1998). To achieve 
this goal, some organizations have implemented diversity programmes to influence both 
hiring and promoting procedures. While these programmes can be beneficial in expanding 
diversity of employees in organizations, endorsing diversity for the sake of appearances can 
backfire. The justice literature can inform the success or failure of programmes such as 
these. Diversity programmes not only should have distributive justice components, but 
also should address procedural justice. Applicants react poorly to diversity programmes 
when there is no explanation for why the organization has implemented the programme. 
Richard and Kirby (1998) found that without procedural justice, manifesting in this study 
as a reason for the diversity programme, applicants have negative attitudes about the 
decision to hire them, their abilities and the diversity programme itself. They will also 
believe that co‐workers perceive them as less competent when the diversity programme 
lacks procedural justice. Providing a reason for the diversity programme, thereby increasing 
procedural justice, should be an essential component of diversity programmes used in 
hiring and promotion decisions.

Gender discrimination and the bottom line
At the larger organizational level there is evidence that discriminatory hiring and promo-
tion practices ultimately harm the organization by making it less competitive (Weber & 
Zulehner, 2014). In their study of archival data (1977–2006) from Austria, Weber & 
Zulehner compared the proportion of female employees in start‐up firms to the industry 
average. Using the Austrian Social Security database, they found firms with median and 
high levels of female employees were more likely to survive. Specifically, firms with the 
least number of female employees relative to the industry standard failed on average 18 
months before firms with an average number of female employees relative to the industry 
standard (Weber & Zulehner, 2014).
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Retention

Recruitment and selection concern the process of bringing men and women into organi-
zations. Organizations have numerous experiences, practices, policies and characteristics 
that can influence the decision of male and female employees to remain in or leave 
o rganizations. One factor in the decision to stay or leave has to do with the consistency 
between the demands and the nature of the job and the structure and climate of the 
o rganization, and the values, preferences and characteristics of employees. In this section, 
we start by examining how the design and nature of jobs and organizations might affect 
the retention of male and female employees. We then consider the way men and women 
are led and the way they lead, the way they are evaluated and rewarded, and the way they 
are helped or hampered by the organization, boss and co‐workers in balancing the 
demands of their work and non‐work domains. All these factors are likely to have a 
bearing on the ability of organizations to retain employees they have recruited and 
selected.

Gendered organizations and organizational culture
One of the major challenges in retaining a diverse workforce is that organizations are 
largely structured around a set of assumptions and preferences that might have character-
ized the workforce in the past but that no longer fully apply today. For example, work 
organizations often place substantial and unpredictable demands on employees’ time and 
focus, placing a high value on face time and on putting the interests of the organization 
first. Some organizations encourage competition among employees and reward employees 
who maximize their own success, even at the expense of their colleagues. Organizations 
that follow these principles are likely to be uncomfortable environments for workers who 
do not share values that centre on competition and putting the organization first. Even 
workers who do share these values may find it difficult to practise them without the 
support systems that only a subset of workers have access to, such as a non‐working partner 
or the ability to delegate non‐work responsibilities to a partner. One of the earliest barriers 
to women in organizations is that the structure and culture of these organizations is built 
around a set of values, preferences and experiences that is male‐oriented. To succeed in 
these workplaces, female employees might need to adapt to, or at least endure, this 
particular orientation.

Organizational culture is a pattern of basic assumptions that are developed by a group 
as a way to function in and understand their environment. These assumptions must be 
successful enough to be considered valid, and in turn they are passed on to new members 
as the appropriate way to think, act and behave in the work environment (Schein, 1990). 
An organization’s culture often sets the tone for its climate, or the observable policies and 
practices that individuals reinforce on a daily basis by (James, 1982).

Potential conflicts between the male‐centric culture of many organizations and the 
values, preferences and life experiences of female employees often first emerge during 
the ‘onboarding’ process, when new employees are socialized to become members of the 
organization. After accepting a job offer or promotion, all employees need to ‘learn the 
ropes’ and become familiar with a new environment. Ideally, socialization consists of inter-
actions or events that clearly reflect the new environment as a whole. The socialization 
process can look different for every organization, though there are established tactics and 
approaches to take that will result in known socialization outcomes (Van Maanen & 
Schein, 1979). Effective socialization is linked to higher levels of employee job satisfaction, 
performance and commitment, and less turnover (Ashford & Black, 1996).
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Regardless of socialization tactics, female employees have historically been at risk of 
b eing viewed as different or token, particularly in non‐traditional occupations or male‐
dominated organizations (Terborg, 1977). Employees that have limited experience 
working with females are more likely to rely on sex role stereotypes as well as sex 
characteristic stereotypes, both of which carry connotations of the woman being an 
i neffective or relatively weak worker. This viewpoint, which isolates the female employee 
from the rest of the group, does not bode well for a successful socialization process.

Historically, the majority of organizational cultures have been male‐oriented, catego-
rized by features such as top‐down communication, strict hierarchies and autocratic lead-
ership (Hofstede, 1980). This entrenched cultural type has been a persistent obstacle for 
females in organizations, particularly as women continue to enter the workforce and pur-
sue positions in leadership and management (Bajdo & Dickson, 2001). In order to fully 
understand the role of gender in the workplace, the organization’s culture must be understood 
and incorporated.

Early research on gender and organizational culture suggested that men and women 
valued fundamentally different components of their job (Herzberg, Mausner & Capwell 
1957; Taveggia & Ziemba, 1978). Extrinsic factors, such as social atmosphere, were 
believed to be more important for women. Men were seen as prioritizing the intrinsic 
aspects of a job, such as personal fulfilment and the opportunity to use their skills. Later 
studies questioned the label ‘extrinsic/intrinsic factors’, and a more generalized interpre-
tation of these differences emerged with men valuing power, prestige and pay compared 
to women’s valuing of personal relationships (Miller, 1980; Neil & Snizek, 1987).

One reason for these differences may be due to historical differences in each gender’s 
organizational structure experience rather than to an innate gender difference (Kanter, 
1976). Employees with positions that are low in status, pay or mobility are likely to place 
value on job aspects that are more relevant to their situation, such as the social climate or 
job security (Neil & Snizek, 1987). Women have historically occupied these positions, 
giving the appearance that these values are a function of the gender rather than of the 
job itself.

While some past studies have found support for this theory (Brief, Rose & Aldag, 1977), 
other research has found that differences in values exist even after controlling for job type 
(Bartol & Butterfield, 1976; Neil & Snizek, 1987; Schuler, 1975). These inconsistent 
findings point to a complicated issue, in which gender differences in organizational values 
may be due to the nature of the job, but can also be explained by the sex of the worker. 
Context appears to be the key determinant, as gender differences may explain more vari-
ance when gender stereotypes are salient within an organization or if the organization has 
a culture of strong norms based on gender (Neil & Snizek, 1987).

It is now generally accepted that organizational culture and gender impact each other 
(Mills, 1988). The culture of an organization can shape, change and redefine the gender 
identities of its employees. While both genders can be affected by an organization’s culture 
and values, it is more typical for males to have favourable outcomes related to these 
c ultures and for women to experience unfavourable or discriminatory issues (Mills, 1988).

Conflict resolution, rewards and the gender composition of the workplace
Support for gender differences has been found in studies of conflict resolution. Men and 
women in similar managerial positions are likely to employ different strategies when 
dealing with conflict (Holt & DeVore, 2005). Males tend to use direct and more aggres-
sive resolution tactics, while women prefer indirect or communication‐dominant tactics 
(Ting‐Toomey, 1986). A recent meta‐analysis by Holt and DeVore (2005) also found that 
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women are more likely to compromise in a conflict than their male counterparts. Though 
these findings are not universal, and some studies have found evidence to suggest opposite 
relationships in certain contexts (Muir, 1991; Rahim, 1983), gender does appear to 
explain some inherent differences in how men and women behave in an organization’s 
culture and value system.

One of the most salient ways in which an organization can interact with gender is based 
on values and rewards systems. It is common for traditionally male behaviours and charac-
teristics (e.g., competitiveness, long working hours) to be rewarded in organizations 
(Morgan, 1986). Women that possess traditionally feminine characteristics are then less 
likely to be viewed as capable or competitive leaders and attempts to embrace ‘masculine’ 
characteristics may backfire (Mills, 1988).

Organizations can also shift the identity of its employees through socialization tactics. 
Starting at the recruitment stage, organizations may have embedded expectations for 
employees to act in stereotypical or traditional ways (Barron & Norris, 1976). Gender 
then becomes a defining characteristic and accomplishments or failures are viewed through 
the lens of employees’ masculinity or femininity. These gender‐based values can lead to 
discrimination against females in the workplace, as males have typically been viewed as the 
prototypical worker.

In order for culture to have a positive or advantageous effect on women, many researchers 
have suggested that organizations should embrace more ‘feminine’ or non‐traditional 
values. Bajdo and Dickson (2001) examined organizational culture and the advancement of 
women in organizations. They found that, controlling for national culture, organizational 
cultures and climates that were high in humane orientation, gender equity and performance 
orientation were related to women’s advancement in an organization. Organizations that 
were low in power distance (i.e., had a culture of shared power and collaboration) were 
likely to provide more opportunities for women’s advancement. Bajdo and Dickson (2001) 
also found that the strongest predictor of a woman’s advancement was the number of other 
women who already held managerial positions. This suggests that social norms regarding 
gender equity in the workplace may be the biggest cultural obstacle to overcome. Organi-
zations still struggle to increase their female management demographic and create a culture 
of gender equity, and many face the risk of inadvertently creating a culture that views female 
executives as simply filling a quota or as unqualified for the role (Ragins, 1995).

Research has also examined men’s reaction to women in male‐dominated workplaces. 
Kvande and Rasmussen (1994) identified four categories of responses to female workers 
in male‐dominated industries: those higher up in the organization who do not see women 
as competition; those at the same level in the organization who see women as potential 
competitors in promotion opportunities; those who are lower in the organization and do 
not currently see the need to compete with women; and those who see their success as 
dependent on what they do rather than whom they must compete with. These authors 
also suggest that there are two types of structure and culture, static hierarchy and dynamic 
networks, which set the context for female workers climbing up the career ladder. Unlike 
static hierarchies, dynamic structures allow the flexibility for young employees, both men 
and women, to take on more responsibilities and opportunities to develop, which allows 
them to move up in the organization.

Leadership
Research shows that female leaders can be just as or more effective than male leaders 
(Eagly & Carli, 2003; Eagly, Johannesen‐Schmidt & Van Engen, 2003; Eagly & Johnson, 
1990; Powell, Butterfield & Bartrol, 2008; Yoder, 2001). Further, there is evidence that 
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gender diversity in top management teams is related to positive organizational performance 
(Krishnan & Park, 2005). Yet the evidence shows that female leaders are often perceived as 
less effective leaders. Appelbaum, Audet and Miller (2003) claim that this perception is 
based on how we are socialized rather than on leader performance.

Perceptions of gender differences in leadership effectiveness may say more about how 
women lead than about how well they lead. Some studies of leadership measures (e.g., Bass 
and Avolio’s (1997) multifactor leadership questionnaire) suggest strong similarities in 
basic l eadership strategies (Antonakis, Avolio & Sivasubramaniam, 2003). Other studies 
suggest differences in how men and women exercise leadership. Eagly and Johnson’s 
(1990) meta‐analysis showed that women tend to have a more participative and democratic 
leadership style than men, and that this tendency is seen in both laboratory and field 
studies. A later meta‐analysis showed that women tend to engage in more transformational 
leadership behaviours, while men engage in more transactional and laissez‐faire leadership 
behaviours (Eagly, Johannesen‐Schmidt & Van Engen, 2003).

Women appear to be less likely than men to use strategies that fit the stereotype of a 
strong, highly directive leader and that might contribute to the perception that women are 
not effective leaders. This is ironic, since transformational leadership behaviours are more 
effective than behaviours associated with other leadership styles (Lowe & Kroeck, 1996). 
Undoubtedly, leadership styles are not set in stone; both men and women can learn tech-
niques to be more effective leaders and adopt new leadership styles (Appelbaum et al., 
2003). However, the belief that women are ineffective as leaders may be a function of the 
widely held stereotype that leadership requires top‐down direction (an activity consistent 
with masculine stereotypes) rather than collaboration (an activity consistent with feminine 
stereotypes).

The sex‐type of an industry or job can also influence leadership styles of men and 
women. Leadership styles did not differ between men and women in male‐type indus-
tries, however, in female‐type industries women showed a more interpersonal leadership 
style (Gardiner & Tiggemann, 1999). Women in all industries perceive more discrimination 
in the workplace than men, but women in male‐type jobs report even more discrimination. 
Gardiner and Tiggemann (1999) found that in male‐dominated industries, female 
leaders’ mental health suffered when applying interpersonal strategies, whereas male 
leaders’ mental health improved when they used the same strategies. These findings 
might be e xplained by role congruity theory, which proposes that when an individual 
holds a stereotype about a certain group that is incompatible with the role that group 
member has taken, the group member will be perceived as less effective in that role by 
the individual. When applied to gender and leadership, the theory states that employees 
may show prejudice against female leaders because of the incongruity of the female role 
and the leadership role (Eagly & Karau, 2002). When this happens, employees perceive 
female leaders as less effective, leaving the employee with a negative attitude to the female 
leader or potential leader, making it more difficult for female leaders to advance in the 
organization.

Performance expectations, evaluations and pay expectations
There is a substantial body of theory and research suggesting that the performance of men 
and women may be evaluated differently. Across organizations and fields, women are still 
largely viewed as unfit for numerous roles, particularly those in upper management or 
leadership (Heilman, 2012). This is attributed to the longstanding stereotype that a suc-
cessful manager must possess ‘male’ traits, coupled with the entrenched belief that women 
are unable to embody these traits or effectively lead without them (Schein, 2001). 
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Therefore, a woman leader may be caught in a Catch‐22 in which she is seen as either too 
feminine to be taken seriously or too masculine to be accepted (Costrich, Feinstein, 
Kidder, Marecek & Pascale, 1975).

This perceived lack of fit can distort the information‐processing of raters during 
performance appraisals and evaluations. Their attention to detail, the details that are recalled 
and their interpretation can all be affected by the gender and role of the employee 
(H eilman, 2012). For example, a male manager’s actions may be interpreted as ‘assertive’, 
while the same actions in a female manager may be viewed as ‘nagging’.

These differences in performance expectations and evaluations, to the extent that they 
actually exist, can cause permanent harm to the career and self‐perception of female 
employees. The negative outcomes range from obstacles during the hiring process to a 
reduced likelihood of being selected for training programmes or promotions (Heilman, 
2012). This perceived lack of fit can also affect women’s perception of their own abilities, 
causing them to rate themselves and each other negatively (Hentschel, Heilman & 
Peus, 2013).

In our discussion of recruitment research, we noted that much of the literature that 
suggests that there are differences in the recruitment of men and women is based on 
l aboratory studies using naïve raters and minimally informative stimuli. This also applies 
to much of the research suggesting that men and women who perform similarly will be 
evaluated differently. Field research that examines whether men and women actually do 
receive different evaluations for the work they perform paints a somewhat different 
picture. On  the whole, however, there is little unequivocal evidence that men and 
women receive different evaluations when studies are based on actual performance 
appraisals conducted by supervisors in organizations (Bowen, Swim & Jacobs, 2000; 
Landy et al., 1994; Roth, Purvis & Bobko, 2012; Wexley & Pulakos, 1982). There is, 
however, some evidence of lower ratings for women if all the supervisors are male 
(Bowen et al., 2000).

Although there might not be large differences in the average ratings men and women 
receive, the meaning and interpretation of these ratings miay differ between the two gen-
ders. For example, supervisors are less likely to attribute the success of their female subor-
dinates in managerial positions to merit than they are to attribute this success to male 
managers (Greenhaus & Parasuraman, 1993). It is widely assumed that women and men 
are successful in their careers for different reasons. Melamed (1995) proposed that there 
should be separate models for men and women due to these differences. This suggests that 
women succeed at work due to their merit and limited domestic responsibilities, while 
men’s success is more influenced by their career choices and personality. Women who are 
successful in male‐oriented jobs are less well liked, and this can affect their career o utcomes 
(Heilman et al., 2004).

Not only are women evaluated more negatively in their own performance evaluations, 
but women in supervisory roles are perceived differently from men when they perform an 
appraisal and give feedback. When disciplining employees, female managers are perceived 
as less effective and less fair (Atwater, Cary & Waldman, 2001). In particular, men react 
less favourably to negative feedback from women (Atwater et  al., 2001). The authors 
hypothesize that this could be a rejection of women being influential in the workplace or 
a result of the negative evaluations men typically give female managers. This effect could 
also be due to women being more tentative than men, leading to a lack of confidence in 
being perceived as a lack of competence.

Similar levels of performance do not guarantee similar levels of rewards. Research shows 
there is a wage gap that favours men, even in female‐oriented professions (Ostroff & Atwa-
ter, 2003). In management positions where the field is dominated by women, pay is lower 
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(Ostroff & Atwater, 2003). In merit‐pay systems, studies show that even with equal scores on 
performance evaluations, women are compensated less than men (Castilla & Benard, 2010). 
A possible factor in the wage gap could that women have lower pay expectations, are less 
likely to negotiate and report fewer opportunities for legitimate negotiations for pay 
(K aman & Hartel, 1994). This research shows that women tend to have lower perceived 
pay entitlement. Women have lower positions in organizations, lower salaries when 
c ontrolled for position and perceive their possible peak position as lower than men’s 
(Hind & Baruch, 1997). To explore this further, Desmarais and Curtis (1997) exam-
ined the salience of recent pay when applicants evaluate how much money should be 
allocated to their salary. When the most recent pay experience is not salient, women 
allocate significantly less for their pay than do men. However, when previous pay is made 
salient, the difference between men and women in allocated self‐pay is non‐significant, 
as women pay themselves more and men pay themselves less than when previous pay is 
not salient.

Traditionally, pay and opportunities for promotion have been viewed as important 
factors in employee motivation and willingness to remain in an organization. Evidence 
regarding promotion through the lower and mid‐levels of organizations is mixed, but 
there is clear evidence that women are less likely than men to reach the higher levels of 
many organizations. The ‘glass ceiling’ paradigm describes the difficulty women have 
reaching the top of the corporate ladder (Federal Glass Ceiling Commission, 1995). 
The glass ceiling is often attributed to stereotypes and the subjectivity involved in 
p romotion decisions (Weyer, 2007). Whatever its cause, the lack of diversity in the top 
management of most organizations suggests that women are, at least at some point in 
their careers, less likely to receive rewards that are highly valued by many members of 
the organization.

Work and non‐work
Although men and women often possess similar abilities to perform the tasks their jobs 
entail, they have different responsibilities and orientations towards the non‐work sphere. 
Women are still more likely than men to assume responsibility for their family (both child 
rearing and elder care) and other aspects of maintaining the non‐work side of their life and 
the life of their partner, and balancing the demands of work and non‐work spheres can 
place burdens on female employees that are different from males’. The literature on gender 
differences in work–life balance shows mixed findings. Some studies have shown that 
women experience greater work–life conflict than men (Lundberg, Mardberg & 
Frankenhaeuser, 1994), while others show men and women experience similar levels of 
work–life conflict (Emslie, Hunt & Macintyre, 2004).

Bekker, Croon and Bressers (2005) reported that women have greater childcare obliga-
tions and activities than men. Taking care of children leads to sickness absence, but only in 
part due to emotional exhaustion. The authors suggest that sickness absence for childcare 
investment could be due to limited flexibility in scheduling work rather than emotional 
exhaustion. The number of working hours to which men devote more time was found 
to influence emotional exhaustion. Emslie and Hunt (2009) used qualitative techniques 
to investigate work–life balance in adults aged 50–52. They found that women, though no 
longer with young children in the home, continue to attempt to balance more conflict, 
including caring for adult children and ageing parents, while men generally spoke of 
conflict that had occurred in the past.

Organizations can use a variety of policies or procedures to reduce work–life conflict for 
its employees, such as flexible work hours or telework. Policies for flexible working hours are 
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typically linked to female workers, especially those who have children. These policies have been 
shown to be effective in reducing work–life conflict, especially for women (Beauregard & 
Henry, 2009). As long as employees perceive the policies to be viable, they can lead to 
increases in organizational commitment and job satisfaction (Scandura & Lankau, 1997).

Hilbrecht, Shaw, Johnson and Andrey (2008) conducted in‐depth interviews with 
t eleworking women with young children. The participants had a positive attitude to 
telework, saying it allowed them to combine their work and family roles more success-
fully. They reported a better work–life balance and a higher perceived quality of life. 
Smithson and Stokoe (2005) interviewed focus groups about organizational policies 
phrased to be gender‐neutral. The authors found that even when using gender‐neutral 
language p olicies, employees assumed that these policies would be primarily used by 
women rather than by men. Even when men and women take advantage of these same 
policies, they may have very different reasons for doing so. Loscocco (1997) found that 
men view flexible scheduling as being in control while women view it as a resource for 
handling work–life conflict.

An organization’s human resource practices involving work design can influence the 
success of female employees. There is a wide variety of ways an organization can redesign 
the work, including flexible schedules, work–family‐friendly policies, telework opportu-
nities and justice policies. Work design practices predict employees’ perceived control in 
managing work and family demands (Batt & Valcour, 2001). According to this research, 
men say they have more control over managing work and family demands, while women 
say they have more work–family conflict. Supportive supervisors can reduce perceptions of 
work–family conflict for women, but not for men. To further explore how family dynamics 
are affected, these researchers examined whether the employment conditions of one 
p artner influenced work–family conflict outcomes for the other and found no significant 
cross‐over effects (Batt & Valcour, 2001).

Flexible work policies are important for all employees, but especially for female 
employees. When female employees perceive their organization as having flexible work 
hours, they are more committed to the organization and more satisfied with their job. 
These policies are also beneficial to men with family responsibilities (Scandura & Lankau, 
1997). Flexible work policies have been shown to have positive effects across cultures and 
countries, although European organizations have traditionally been ahead of other 
Western cultures in adapting these policies, with the Nordic countries being at the fore-
front of the movement (Stavrou & Kilaniotis, 2010). For example, in Norway flexible 
work arrangements are a right in law accorded to all workers (Eiken, 2008). The positive 
effects of these longer‐established policies have been reflected in consistently low turnover, 
high productivity and a satisfied workforce in Finland and Norway (Brewster, Mayrhofer & 
Morley, 2004).

Work–family conflict can lead to more than dissatisfaction with work. Women can 
feel torn by the competing roles of work and family. Research shows that working 
mothers who take advantage of their organization’s telework policy reported less 
d epression than mothers who did not telework (Kossek, Lautsch & Eaton, 2006). The 
authors hypothesize that telework allows mothers to be more involved in their work 
and family roles.

As technology continues to give organizations a greater global reach, it is imperative 
to develop a keener sense of how culture and gender interact. Research shows that the 
effect of gender in American organizational culture can be different from that in other 
countries. Those in American organizations tend to view modesty as favourable in 
women but not in men, while a Polish sample viewed modesty as equally favourable in 
the two sexes (Wosinska, Dabul, Whetstone‐Dion & Cialdini, 1996). As the GLOBE 
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studies illustrate, many national cultures exist and each cluster contains unique perceptions 
and expectations (House, Javidan & Dorfman, 2001).

The Social Context of Recruitment, 
Selection and Retention, and Gender

On the whole, our review suggests that for most of the twentieth century there were 
noticeable differences in the patterns of recruitment of men and women into different 
types of jobs and occupations. Women were less likely than men to be selected for many 
jobs, especially those in male‐dominated occupations, but these differences are slowly 
fading. A more complex picture emerges when considering retention, with many barriers 
still existing to retaining women in jobs that pay well and involve significant responsibility. 
We believe that four factors can explain these differences: 1) occupational segregation, 
2) the lack of a level playing field, 3) differences in the willingness to engage in behaviours 
that are viewed as important for high‐pay, high‐responsibility positions and 4) the male‐centric 
culture at the top of most organizations.

Sex segregation of occupations shapes and defines the choices women and men make 
about their careers, including whom they work with, as well as the continuing wage 
gap (Jacobs, 1999). Women continue to be concentrated in low‐status jobs and under‐
r epresented in high‐status jobs and occupations (Jacobs, 1999). This crowding of 
women into specific occupations reduces their opportunities and limits their earning 
potential (Bergmann, 1986; Parcel & Mueller, 1989) due to excess supply and lower 
demand in these jobs.

In terms of a level playing field, women’s time spent on housework is related to paid 
work involvement (Bianchi, Milkie, Sayer & Robinson, 2000). The popular press and 
recent publications such as Lean In (Sandberg, 2013) have highlighted continued gender 
gaps at work and home in spite of the narrowed gap between men and women in labour 
force participation rates. Gender equality theorists argue that these differences undergird 
inequality, placing women at a distinct disadvantage at home and at work (Budig & Folbre, 
2004). Even though women and men both report that they want to spend more time with 
their children, women are the ones who are more likely in practice to scale back on their 
work time to prioritize their family (Becker & Moen, 1999).

Differences in behaviour are also key, and failure to rise in a company is not necessarily 
due to a lack of desire or motivation to advance. A 2004 Catalyst survey of senior male and 
female leaders in Fortune 1000 companies found comparable aspirations to reach the 
CEO level. Among those in line and staff positions, more women than men aspired to the 
CEO level (Catalyst, 2004). However, men and women, particularly in jobs or occupa-
tions that require heavy and unpredictable investments of time, differed substantially in 
their ability and willingness to engage in the behaviours that are often required to make it 
to the top, especially if these represent stereotypically masculine behaviour patterns.

Last, male‐centric work cultures at the top of most organizations can explain some of 
these gender differences. Work organizations can dominate the lives of their members, 
particularly those at the top of the organization, and there are good reasons to believe that 
women find this type of work life less attractive and less manageable than do men. In jobs 
that combine high pay with high levels of responsibility, the tendency to put work first and 
non‐work (family, leisure time) second is especially pronounced. Yet, devotion to the 
workplace above all else can take a substantial toll. For example, there is evidence that 
executives are more likely to be divorced and to experience family conflicts than individuals 
in less time‐intensive occupations (Burke, 2006).
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Future Research

Talent management continues to be paramount to organizational and employee success. 
The future of research in this field is likely to target several specific themes, which we 
h ighlight in this section.

The development of cross‐cultural studies will advance our understanding of several key 
research questions, such as how employment policies impact retention rates. As organiza-
tions become increasingly global, research on recruitment, selection and retention will be 
critical if we are to understand how to dismantle language and culture barriers, how to 
integrate different leadership styles across countries and how to respect and appreciate 
every country’s talent management needs while presenting a unified organizational front.

Paired with global outreach, technology will continue to impact talent management 
practices in yet unseen capacities. Top organizations, such as GoPros and Google Glass, 
are already embracing new technology in order to attract and recruit millennial applicants 
(Godfrey, 2015). Organizations will need to streamline their efforts at recruitment, 
s election and retention in ways that capitalize on the immediacy and convenience of the 
internet and social media.

Finally, diversity in general will continue to be a key topic in talent management research. 
Beyond the collaboration of research across countries and cultures, it will be crucial to 
understand the demographics of modern teams and departments. A few years ago the US 
Bureau of Labor Statistics predicted that, by 2016, over 50% of new job applicants would 
be female and 43% non‐White (Arnold, 2011). In these circumstances, we can expect 
that the changing makeup of organizations will also change our approach to recruitment, 
selection and retention policies.

Conclusion

Organizations that succeed in attracting, selecting and retaining the best employees enjoy 
a distinct competitive advantage. But this can be undermined by a lack of fit between the 
methods used to attract, select and retain employees and the realities of the current work-
force. Historically, the talent management process has been built by and for a narrow seg-
ment of the workforce – usually male, usually White, usually involved in family arrangements 
that are supportive of a stereotypically masculine work culture that features long work 
hours, high levels of commitment to the organization and a low likelihood that the non‐
work life sphere will interfere with work. Stereotypes about women, men and occupations 
may influence the recruitment, retention and selection of employees. Once men and 
women enter organizations, they may find large differences in the degree to which the 
culture and the demands of organizations fit their needs, values, preferences and constraints. 
These factors are likely to combine in ways that will continue to make it difficult for 
organizations to attract, select and retain a diverse workforce.

Recruitment, selection and retention historically reinforced gender stereotypes and 
served as gatekeepers for women’s upward mobility. In the past, women were not recruited 
or selected for entire categories of jobs. Today, however, recruitment, selection and even to 
some degree retention, play a critical role as HR practices in promoting the entrance of 
skilled women and men into organizations are based on equivalent skills, knowledge and 
abilities. Rather than limiting opportunities for women at work, both recruitment and 
selection have become instrumental in narrowing the gender gap in l eadership, pay, respon-
sibilities and work experiences. Future research must focus on the practices of retention in 
organizations in order to maximize the work experiences of both women and men.
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Introduction

The aim of this chapter is to summarize current research on differences between racial or 
ethnic groups and national cultural groups on predictors that are frequently used in 
employee selection. The chapter is organized around three questions: 1) What are the 
observed group mean score differences on commonly used predictors? 2) What are the 
possible explanations for those differences? 3) Where should future research exploring 
score differences be directed? Although summarizing differences between racial/ethic 
groups is well‐trodden territory (Bobko & Roth, 2013; Hough, Oswald & Ployhart, 2001; 
Ployhart & Holtz, 2008; Roth, Bevier, Bobko, Switzer & Tyler, 2001; Schmitt, Clause & 
Pulakos, 1996), a considerable body of recent research has proposed further possible expla-
nations for score differences that merit consideration alongside the explanations that have 
traditionally been offered (Scherbaum, Goldstein, Ryan, Agnello, Yusko & Hanges, 2015). 
These more recent explanations challenge the long‐standing positions advocated by some 
researchers that the differences between group are inevitable and intractable. Additionally, 
little work has been devoted to systematically summarizing the emerging literature on score 
differences between different cultural groups (e.g., immigrants and non‐immigrants; 
Scherbaum et al., 2015). Current research finds that mean score differences for immigrant 
and non‐immigrant groups within a given country can, for example, be as large as those 
typically observed between White and African‐Americans in the United States (te Nijenhuis & 
van der Flier, 1997, 1999, 2001, 2003, 2005). Given the increasing trends in globalization 
and immigration, exploring these differences is important for both science and practice 
(Ryan & Tippins, 2009). In this chapter we review the research on score differences for 
African‐American, US Hispanic/Latinos and Whites, as well as national culture groups, 
examine the various explanations for those differences and propose directions for future 
research aimed at further understanding score differences between groups.
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What are the Observed Differences 
in Commonly Used Predictors?

This review includes differences in the most commonly used predictors (e.g., cognitive 
ability tests, personality inventories, interviews, biodata, assessment centres, simulations 
and situational judgement tests) between Whites and African‐Americans and Whites and 
US Hispanics/Latinos as well as for different national culture groups (e.g., immigrants 
and non‐immigrants). Before investigating the research on observed score differences, it 
is important to highlight the scope of the predictors we cover and the difference between 
constructs and methods in the predictors commonly used in personnel selection (Arthur & 
Villado, 2008). Psychological constructs include the personal attributes used to describe 
candidates and employees, such as cognitive ability, personality dimensions and job 
knowledge. These are the theoretical predictors – knowledge, skills, abilities and other 
characteristics (KSAOs) – used in personnel selection and, along with the criterion con-
structs (e.g., task performance, organizational citizenship behaviours), should be the focus 
of theory‐building and hypothesis‐testing in the design and implementation of a selection 
system (Binning & Barrett, 1989; Landy, 1986). Methods, on the other hand, are the 
vehicles by which theoretically‐relevant constructs are assessed. Methods include biodata, 
work samples, situational judgement tests, assessment centres, as well as others. These can 
be used to measure just one construct or multiple constructs (e.g., an assessment centre 
with exercises measuring decision making, communication and supervisory skills). When 
discussing group mean score differences in methods it must be understood that these are 
not constructs, and that score differences need to be interpreted through the lens of the 
constructs that the methods assess.

It is also important to highlight that much of the research and observed score differ-
ences between racial and ethnic groups that has been quantitatively reviewed using meta‐
analytic methods comes from the United States. This focus is largely the result of the 
unique social, historical and legal factors found in the US, as well as how these factors 
interact with the nature of the labour market and the widespread use of employment 
t esting. Thus, generalizing these findings to other contexts with different social, historical 
and legal environments should be done with great thought. Although the patterns may 
generalize to other contexts, the effect sizes may be appreciably different.

Observed Score Differences between Whites  
and African‐Americans

According to the U.S. Census Bureau (2014), African‐Americans comprise about 13.2% 
of the US population, making them the third largest racial‐ethnic group in the country 
after Whites and Hispanics/Latinos (until recently, they were the second largest racial‐
ethnic group). This group has historically been at the centre of the discussion on mean 
score differences in high‐stakes assessment contexts (e.g., Bobko & Roth, 2013; Cottrell, 
Newman & Roisman, 2015; Herrnstein & Murray, 1994; Hough et al., 2001; Jensen, 
1985, 2000; Neisser et al., 1996; Nisbett et al., 2012; Ployhart & Holtz, 2008; Roth 
et al., 2001). There are several reasons for the distinct focus on this group. For example, 
African‐Americans played a central role in the Civil Rights Movement, the subsequent 
passing of the Civil Rights Act 1964 and Title VII, and various landmark Supreme Court 
cases such as Griggs v. Duke Power Co. (1971), which was heard after this critical piece 
of  legislation was enacted (Aiken, Salmon & Hanges, 2013). Moreover, this group is 
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t ypically the most disadvantaged relative to other groups in the US in terms of the magnitude 
of standardized group mean score differences with Whites (Bobko & Roth, 2013; Hough 
et al., 2001; Roth et al., 2001). A host of primary studies has been conducted to explore, 
quantify and understand these differences. Given the abundance of primary studies, we focus 
on the most recent meta‐analyses and narrative reviews in the following subsections.

Cognitive ability
African‐American and White group mean score differences on measures of cognitive ability 
have historically been the most researched topic in the literature on group differences in 
personnel selection. Two highly influential papers examining African‐American–White 
group mean score differences on cognitive ability tests used in high‐stakes assessment (e.g., 
personnel selection) are Hough and colleagues’ (2001) narrative review and Roth and col-
leagues’ (2001) meta‐analysis. Hough and colleagues provided a summary and synthesis of 
earlier literature on the determinants, detection and mitigation of adverse impact in per-
sonnel selection, covering various constructs, methods and groups. With regard to cognitive 
ability, they reviewed the research looking at differences on global measures of cognitive 
ability, as well as measures assessing more specific facets of cognitive ability, such as verbal 
and quantitative ability. Given extant findings (e.g., Herrnstein & Murray, 1994; Hunter 
& Hunter, 1984), they estimated the effect size for the standardized means difference (i.e., 
Cohen’s d) to be about 1.0 in favour of Whites. Estimated differences in more specific 
facets of cognitive ability tended to be appreciably smaller, though they were still substan-
tial. Specifically, they reported the following effect sizes, with all favouring Whites: verbal 
ability d = 0.6, quantitative ability d = 0.7, science achievement d = 1.0, spatial ability d = 0.7, 
memory d = 0.5 and mental processing speed d = 0.3. It is important to note that the size of 
the difference in these tests tends to vary with the degree to which the test is capturing 
cognitive domains that rely on acquired knowledge versus basic cognitive operations. Tests 
of basic operations show smaller differences than those relying on acquired knowledge.

To this point, the literature  –  including Hough and colleagues’ (2001) narrative 
review – suggested a generally accepted African‐American and White d for cognitive ability 
tests of about 1.0. Roth and colleagues (2001) sought to provide more precise estimates 
of these differences by meta‐analysing the empirical research in this domain. In addition 
to harnessing the benefits of meta‐analysis in terms of obtaining more accurate quantitative 
estimates of the score differences, they were able to use this method to expand our under-
standing of the issue by also exploring the effects of important moderators, including 
range restriction and job complexity. For the overall African‐American and White 
comparison on global measures of cognitive ability, which included educational and 
m ilitary samples, they estimated a d of 1.10 (k = 105; N = 6,246,729). However, when 
i solating industrial samples from the dataset, they obtained an estimate of d = 0.99 (k = 34; 
N = 464,201), a value almost identical to the commonly accepted value for d.

Roth and colleagues (2001) identified important changes in d when taking range restriction 
into account. Across all studies, estimated ds for applicants (not restricted) and incumbents 
(restricted) were 1.00 (k = 11; N = 375,307) and 0.90 (k = 13; N = 50,799), respectively, 
demonstrating that the type of sample has an appreciable impact on the magnitude of the 
difference. When removing large samples that included data from the Wonderlic and GATB 
tests, the applicant sample d decreased marginally to 0.99 (k = 8; N = 6,169), and the incum-
bent sample d decreased substantially to 0.41 (k = 11; N = 3,315). As will be subsequently 
discussed, findings such as these showing that the effect size varies with the type of test points 
to the role that measurement of the construct may play in the observed differences.
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Personality
Including personality measures in selection systems along with cognitive ability measures 
is commonly seen as a potential way to reduce African‐American and White score differ-
ences (Ployhart & Holtz, 2008). This is because effect sizes for personality measures tend 
to be much smaller (close to zero) and in some cases favour African‐Americans. Score 
d ifferences have been explored for a number of personality variables, predominantly the 
Big Five personality dimensions: extraversion, emotional stability, conscientiousness, 
agreeableness and openness to experience.

Hough and colleagues’ (2001) narrative review summarized the research exploring 
Black–White group mean score differences on the Big Five personality factors. They also 
reported effect sizes for measures of the facet‐level personality constructs of affiliation 
(i.e., sociability) and surgency (i.e., potency, dominance) for extraversion, and achieve-
ment and dependability for conscientiousness. In general, all ds were modest or close to 
zero, with a few exceptions. For extraversion, Hough and colleagues reported a d of 0.10 
favouring Whites. However, at the facet level, ds were appreciably different, with d = 0.31 
for affiliation favouring Whites and d = 0.12 for surgency favouring African‐Americans. 
Thus, composite measures of extraversion may mask underlying differences. For conscien-
tiousness d = 0.06, again favouring Whites. At the facet level, ds were much closer to that 
of the composite as compared with the extraversion findings: d = 0.01 for achievement and 
d = 0.11 for dependability, both favouring Whites. The Big Five personality factor of 
adjustment (i.e., emotional stability or reverse‐scored neuroticism) and agreeableness 
demonstrated effect sizes close to zero with respective ds of 0.04 (favouring African‐
Americans) and 0.02 (favouring Whites). In contrast, the remaining Big Five personality – 
dimension of openness to experience – demonstrated the largest effect size with d = 0.21 
favouring Whites.

In a meta‐analysis, Foldes, Duehr and Ones (2008) provided updated estimates of Black–
White group mean score differences on personality measures. This meta‐analysis included 
data on additional personality facets, including facets for emotional stability and additional 
facets for conscientiousness. They also included separate estimates for global measures of 
the constructs that assess the trait at a broad level, with the composite m easures of each 
construct comprised of the global‐ and facet‐level measures together. The results are as 
follows (unless otherwise noted, differences favour Whites): For emotional stability, d = 0.09 
with respective global measure, self‐esteem facet measure, low anxiety facet measure and 
even‐tempered facet measure ds of 0.12, 0.17 (favouring African‐Americans), 0.23 and 
0.06 (favouring African‐Americans); for extraversion, d = 0.16 with respective global 
m easure, dominance facet measure and sociability facet measure ds of 0.21, 0.03 and 0.39; 
for openness to experience, d = 0.10; for agreeableness, d = 0.03; for conscientiousness, 
d = 0.07 (favouring African‐Americans) with respective global measure, achievement facet 
measure, dependability facet measure, cautiousness facet measure and order facet measure 
ds of 0.17 (favouring African‐Americans), 0.03, 0.05, 0.15 (favouring African‐Americans) 
and 0.01. Here again, while composite‐level effect sizes are generally rather small and often 
close to zero, appreciable facet‐level effect sizes emerge. Notable are the ds reported for the 
low anxiety facet of emotional stability (0.23), global measures of extraversion (0.21) and 
especially the sociability facet of extraversion (0.39). Of these updated effect sizes, only the 
openness to experience estimate was considerably different (lower) from that reported by 
Hough and colleagues (2001; 0.10 vs. 0.21). Overall, while Big Five measures generally 
demonstrate much lower Black–White group mean score d ifferences than do measures of 
cognitive ability, there is considerable variation in the size of these differences depending on 
the construct and whether one is looking at facet versus global measures.



404 Selection

Integrity is another commonly studied personality‐like construct in the personnel selection 
literature, and a fair amount of research has explored Black–White group mean score differ-
ences on this construct. Measures of integrity are quite heterogeneous and include elements 
of various constructs such as conscientiousness, agreeableness and emotional s tability, and 
honesty/humility (Berry, Sackett & Wiemann, 2007; Ones & Viswesvaran, 1998). In their 
narrative review, Hough and colleagues (2001) also looked at differences in mean integrity 
scores. They reported a very modest d of 0.04 favouring Whites. van Iddekinge, Taylor and 
Eidson (2005) further explored this question in their meta‐analysis by examining group mean 
score differences at the facet level, although it should be noted that these researchers limited 
their meta‐analysis to studies using the Honesty Scale of the Personnel Selection Inventory–
Customer Service (London House, 1995). The authors identified eight facets of integrity 
based on this measure and estimated ds for each in addition to the overall measure. For the 
overall measure, d = 0.12, which is somewhat higher than the estimate reported by Hough 
and colleagues. In terms of the facets, the differences were as follows (favouring Whites unless 
otherwise noted): admissions of d ishonesty (0.21), honesty image (0.28), norms of counter-
productive work behaviours (0.34), norms of general dishonesty (0.36), norms of serious 
dishonesty (0.77), punishment of dishonesty (0.06, favouring African‐Americans), thief loy-
alty (0.08 favouring African‐Americans) and dishonest thoughts and temptations (0.03). 
They included significance tests for these effect sizes and found only the differences for norms 
of general d ishonesty and of serious dishonesty to be statistically significant. Overall, as with 
the Big Five personality variables, composite‐level integrity differences are modest, but when 
focusing on facets, differences are wide‐ranging and in some cases quite large.

Job knowledge
Studies examining job knowledge often combine job knowledge tests with work‐sample 
tests and situational judgement tests (Roth, Bobko, McFarland & Buster, 2008). Thus, it 
is often difficult to isolate differences on job knowledge. For example, Schmitt and col-
leagues (1996) reported a Black–White d of 0.38 in their meta‐analysis (k = 37, N = 15,738), 
based on a combination of work‐sample, job knowledge and situational judgement tests. 
One meta‐analysis that did (in part) isolate job knowledge to estimate an effect size was 
that conducted by Roth and colleagues (2008). Although the study focused on work sam-
ples, these authors performed analyses in which they isolated constructs based on their 
saturation in work samples. They were able to estimate a d of 0.80 (corrected to 0.82 for 
measurement error in the work‐sample tests/exercises; k = 13, N = 785) for work samples 
with a high saturation of cognitive and job knowledge. It should be noted that the authors 
combined these constructs because ‘the two sets of constructs were so tightly related 
within work sample exercises’ (p. 652). Thus, African‐American and White group mean 
score differences on job knowledge appear to be high, but it is difficult to determine the 
degree to which the cognitive ability aspect biases this estimate.

Methods
In the following sections, we review previous findings regarding African‐American and 
White group mean score differences on the methods of interviews, biodata, assessment 
centres, simulations and situational judgement tests. It should be noted that racial‐ethnic 
group mean score differences on each method largely depend on the saturation of various 
constructs, most notably cognitive ability (Bobko & Roth, 2013). Thus, while estimates 
of the Black–White ds exist for the various methods, these differences are ostensibly a 
function of the constructs that the methods aim to assess.
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Interviews
Interviews, the most commonly used selection method, have been previously proffered as 
an alternative to cognitive ability tests due to supposed lower racial‐ethnic group mean 
score differences. Huffcutt and Roth (1998) provided one of the first meta‐analyses inves-
tigating these differences on employment interviews (see also Hough et al., 2001). These 
authors reported an overall mean d of 0.25 favouring Whites (k = 31, N = 10,476). 
However, they identified a number of moderators, including the level of structure, job 
complexity, cognitive ability saturation and minority representation in the sample (all ds 
favouring Whites unless otherwise noted). When interviews had more structure, the effect 
size tended to decrease. Interviews with lower structure demonstrated a d of 0.32 (k = 10, 
N = 1,659) as compared with a d of 0.23 (k = 21, N = 8,817) for interviews with a higher 
degree of structure. (Potosky, Bobko and Roth, 2005, later applied a statistical correction 
for range restriction to the high‐structure d estimate of 0.23, increasing this estimate to 
d = 0.31.) Interviews for low‐, medium‐ and high‐complexity jobs demonstrated respective 
ds of 0.43 (k = 12, N = 5,148), 0.22 (k = 13, N = 4,093) and 0.09 (favouring African‐
Americans; k = 5, N = 768). Interviews with a lower saturation of cognitive ability 
demonstrated a smaller effect size than interviews with a higher saturation of cognitive 
ability, with d decreasing from 0.45 (k = 7, N = 1,213) to 0.26 (k = 17, N = 6,118). Finally, 
samples with a lower ratio of Black participants (<30%) demonstrated a lower d as c ompared 
with samples with a higher ratio of Black participants, with d decreasing from 0.41 (k = 12, 
N = 4,797) to 0.15 (k = 19, N = 5,679).

As indicated above, the effect sizes for interviews vary depending on the constructs mea-
sured (Huffcutt, Conway, Roth & Stone, 2001). Huffcutt and colleagues’ meta‐analysis 
provided a taxonomy of constructs for interviews that included cognitive constructs (e.g., 
general intelligence, job knowledge and skills), personality constructs (e.g., Big Five per-
sonality factors), social skills, occupational interests, organizational fit and physical attrib-
utes. Separate effect sizes were reported for all the identified constructs and by low versus 
high structure (though many estimates were obtained from a small number of studies 
and small sample sizes; e.g., k = 1 and N = 103 for interviews measuring job knowledge and 
skills). Effect sizes demonstrated a considerable variation depending on the construct 
and degree of structure. For example, the mean d for high‐structure interviews measuring 
the organizational fit construct of ‘values and moral standards’ was 0.12 favouring African‐
Americans (k = 3, N = 568), while the mean d for low‐structure interviews measuring the 
mental capability construct of ‘general intelligence’ was 0.58 favouring Whites (k = 5, 
N = 1,564). As another example, high‐structure interviews assessing personality constructs 
tended to demonstrate more modest effect sizes as compared with low‐structure interviews 
assessing the same traits. To demonstrate, Huffcutt and colleagues reported a d of 0.17 
(k = 7, N = 2,889) for high‐structured interviews measuring conscientiousness c ompared 
with d = 0.41 for low‐structure interviews measuring conscientiousness (k = 8, N = 2,554).

Finally, Roth, van Iddekinge, Huffcutt, Eidson and Bobko (2002) highlighted that ds for 
interviews are likely larger than those reported in earlier studies due to range restriction (see 
also Potosky et al., 2005). For example, Huffcutt and Roth (1998) reported a mean d of 
0.10 (favouring Whites) in their meta‐analysis for high‐structured interviews that were 
 behavioural in nature (k = 6, N = 1,614). Roth and colleagues (2002) reported ds for two forms 
of a behavioural interview of 0.34 and 0.54, with corrected estimates increasing to 0.36 and 
0.56, respectively. Note that this was a single primary study, and as Roth and colleagues 
(2002) highlighted in the limitations of their study, much more work needs to be done to 
understand how range restriction affects Black–White group differences in interviews, 
whether behavioural or otherwise. Overall, given the variability in the  constructs m easured, 
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degree of structure and range restriction in studies using interviews, Bobko and Roth 
(2013) suggest a tentative range for d of 0.31–0.46.

Biodata
Black–White group mean score differences on biodata inventories have also been explored, 
albeit to a much lesser extent than interviews. According to Bobko and Roth (2013), 
initial estimates of d for biodata inventories were about 0.33 (e.g., Bobko, Roth & Potosky, 
1999). These authors noted that updating this finding was difficult given the limited 
research in this area. However, two studies offer some guidance. Potosky and colleagues 
(2005) combined and corrected for range restriction the results of a few primary studies 
to d = 0.57 (k = 2, N = 6,115). More recently, Becton, Matthews, Hartley and Whitaker 
(2009), in a large study exploring the predictive validity of a biodata inventory for a wide 
variety of healthcare jobs, reported a Black–White d of 0.31 (uncorrected; N = 13,301). 
Combining these results, Bobko and Roth (2013) suggested an updated average d of 
about 0.39, noting that this estimate varies depending on construct saturation.

Assessment centres
Early in the literature it was thought that Black–White group mean score differences for 
assessment centres was small (Dean, Roth & Bobko, 2008), though the range reported by 
Bobko and Roth (2013) was quite wide (d = 0.03 to 0.60, favouring Whites). In the only 
meta‐analysis on this topic to date, Dean and colleagues (2008) estimated an overall d of 
0.52 favouring Whites (k = 17, N = 8,210). They found range restriction to be an impor-
tant moderator, with d = 0.56 among job applicants (k = 10, N = 3,682) as compared with 
d = 0.32 among job incumbents (k = 6, N = 1,689). As Bobko and Roth note, assessment 
centres can measure a wide range of constructs, and cognitive ability can increase estimates 
of d. Interpreting these differences is problematic, though, as assessment centres generally 
comprise multiple exercises (e.g., simulations such as role‐plays and in‐basket exercises, 
personality inventories, cognitive ability tests, interviews) that assess multiple constructs. 
Thus, it is unclear whether most of the variance in these effect sizes is a function of 
e xercises, constructs or even formats.

Simulations
A simulation is a broad term that can refer to a number of different, more specific methods. 
The terms simulation, work sample and assessment centre are often confounded and the 
distinctions are not always clear. For example, an assessment centre can include a simula-
tion such as a role‐play or in‐basket. Roth and colleagues (2008), in their meta‐analysis of 
Black–White group mean score differences in work samples, suggest some differences 
between work samples and assessment centres, including ‘the types of exercises they include 
(exclusively simulations vs. a variety of exercises including traditional paper‐and‐pencil 
tests)’ (p. 638). Thus, this meta‐analysis of work samples focused on simulations. Across all 
studies and samples they estimated a d of 0.36 for incumbents (k = 19, N = 5,611) and 0.73 
for early‐stage applicants (k = 21, N = 2,476). In terms of incumbents, the type of sample 
moderated this effect size. The d for military samples was close to zero at 0.03 (k = 7, 
N = 1,869), while non‐military samples has a much larger d of 0.53 (k = 12, N = 3,742).

These effects were also moderated by exercise type and construct measured. For the early‐
stage applicant samples the effect sizes (corrected for measurement error in the exercises) 
varied considerably between exercises: in‐basket exercise d = 0.82 (k = 8, N = 1,508 l, though 
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one study with a fairly large sample size of N = 400 had a d of 1.15; after removing this 
study from the analysis, the corrected in‐basket d was reduced to 0.60), technical exercise 
d = 0.78 (k = 11, N = 659), scheduling exercise d = 0.57 (k = 6, N = 201), oral briefing exercise 
d = 0.24 (k = 4, N = 847) and role‐play exercise d = 0.24 (k = 15, N = 1,322). Roth and col-
leagues’ (2008) hypothesis that the oral briefing and role‐play exercises would d emonstrate 
smaller differences was supported. These authors argued that the substantial oral commu-
nication component involved in these types of exercise may account for this reduction.

Situational judgement tests
In their 2001 narrative review, Hough and colleagues estimated Black–White ds to be 
about 0.61 and 0.43 (both favouring Whites) for written‐ and video‐based situational 
judgement tests, respectively. In 2008, Ployhart and Holtz reported lower estimates of 
about 0.40 and 0.31, respectively. Whetzel, McDaniel and Nguyen (2008), in one of the 
few meta‐analyses exploring Black–White differences on situational judgement tests, 
reported a Black–White d of 0.38 (k = 62, N = 42,178). These authors also found minimal 
differences when comparing ds for knowledge‐focused or behavioural tendency‐focused 
situational judgement tests.

Bobko and Roth (2013) note that the previous research exploring Black–White differ-
ences on situational judgement tests are generally based on incumbent samples. They cau-
tioned that Whetzel and colleagues’ (2008) meta‐analytically derived estimate of 0.38 is 
likely downwardly biased. Additionally, job level and construct saturation – in particular, 
cognitive ability – impact these estimates. Thus, it is currently unclear what the magnitude 
of the score differences actually is for situational judgements tests. Based on a summary of 
various primary studies using job applicants, Bobko and Roth provide the following 
e xamples based on construct saturation: d = 0.19 for interpersonal skills, d = 0.65 for 
cognitive ability and job knowledge and d = 1.02 for leadership.

In summary, the size of the observed score differences between Whites and African‐
Americans has received considerable research attention. The research described in this 
chapter shows that the size of the differences and who is advantaged vary depending on 
what is measured. In general, non‐cognitive constructs show near‐zero differences and, 
when the differences are greater than zero, they advantage Whites or African‐Americans 
depending on the specific facet of the construct. The observed score differences tend to 
be larger for cognitive constructs and more consistently favour Whites. However, the size 
of the difference tends to vary with the specific test or cognitive domain measured, a point 
we return to later in this chapter, with domains requiring acquired knowledge showing the 
largest differences. For the various measurement methods, the existence and size of 
the differences vary widely between the methods and appear to be an interaction between 
the method of measurement and the relative saturation of the construct that is measured 
by the method. Thus, contrary to what is often claimed that there are intractable  differences 
between groups, it appears that the observed differences are far more complicated and 
non‐uniform, and the measurement method may play a role.

Observed Score Differences between Whites  
and US Latinos/Hispanics

Latinos/Hispanics are the largest, most ethnically diverse and fastest‐growing non‐dominant 
group in the US. According to the U.S. Census Bureau (2014), Latinos/Hispanics 
comprise about 17.4% of the US population. The presence of Latinos/Hispanics in the 
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US is expected to increase due to higher immigration and fertility rates than other minority 
groups (Choi, Sakamoto & Powers, 2008). In fact, the Latino/Hispanic population grew 
by 43% between 2000 and 2010, four times the increase in the total population (Ennis, 
Rios‐Vargas & Albert, 2011). With regard to the current US population of Latinos/
Hispanics, based on the 2010 Census, 50.5 million (16%) self‐identified as being of Latino 
or Hispanic origin (Ennis et al., 2011). This is an increase from the year 2000 when this 
population made up 13% of the total population. Utilizing data from the 2010 Census, it 
was reported that within the Latino/Hispanic population, people of Mexican origin were 
the largest Latino/Hispanic group, representing 63% of the total US Latino/Hispanic 
population (Ennis et al., 2011). Puerto Ricans were the second largest group, comprising 
9% of the Latino/Hispanic population, while Cubans made up about 4% of the Latino/
Hispanic population (Ennis et al., 2011). These three groups accounted for approximately 
three‐quarters of the total US Latino/Hispanic population.

Despite the size of Latino/Hispanics groups in the US and the global workforce, as well 
as their rate of growth, research on score differences has focused primarily on African‐
Americans to the seeming exclusion of Latinos/Hispanics (Dean et al., 2008; Dovidio, 
Gluszek, John, Ditlmann & Lagunes, 2010; Reynolds, Willson & Ramsey, 1999; Verney, 
Granholm, Marshall, Malcarne & Saccuzzo, 2005). Our review of score differences 
b etween Whites and US Latinos/Hispanics focuses on current meta‐analyses and narrative 
reviews, which are limited.

Cognitive ability
Roth and colleagues’ meta‐analysis (2001) found an overall d of 0.72 between Latinos/
Hispanics and Whites in favour of Whites (k = 39, N = 5,696,519). However, when 
i solating industrial samples from the dataset, they obtained an estimate of d = 0.83 (k = 14, 
N = 313,635), but the value decreases to 0.58 when Wonderlic samples were removed 
(k = 11, N = 6,133).

Hough and colleagues’ (2001) narrative review found that Latino/Hispanic test‐takers, 
on average, scored lower than White test‐takers on cognitive ability tests (d = 0.50). Hough 
and colleagues’ estimates of differences on more specific facets of cognitive ability tended 
to be appreciably smaller, but were still substantial. Specifically, they reported the following 
effect sizes, with all favouring Whites: verbal ability d = 0.40, quantitative ability d = 0.30, 
science achievement d = 0.60 and mental processing (i.e., cognitive speed and decision 
speed) d = 0.38. As was the case with the White and African‐American comparison, the 
effect sizes tend to be larger on tests requiring acquired knowledge.

Personality
Hough and colleagues’ (2001) narrative review summarized the published research 
exploring Latino/Hispanic–White group mean score differences on the Big Five person-
ality factors. They also reported effect sizes for measures of the facet‐level personality 
c onstructs of surgency (i.e., potency, dominance) for extraversion and achievement and 
dependability for conscientiousness. In general, ds were modest (with a few exceptions). 
For conscientiousness, they report d = 0.04 favouring Whites. On the facet of achievement, 
they report small differences that favour Latinos/Hispanics, d = 0.04. However, on the 
facet of dependability there were larger differences favouring Whites, d = 0.11.

For extraversion, the difference is near zero (d = 0.01), favouring Latinos/Hispanics. 
At the facet level, the difference is near zero (d = 0.01), again favouring Latinos/Hispanics. 
On the construct of adjustment (i.e., emotional stability or reverse‐scored neuroticism) 
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the difference is near zero (d = 0.01), also favouring Latinos/Hispanics. However, the 
d ifferences favoured Whites on the dimensions of agreeableness (d = 0.06) and openness 
to experience (d = 0.10).

Foldes and colleagues (2008) expanded their meta‐analysis and reported the following 
differences (unless otherwise noted, differences favour Latinos/Hispanics). For emotional 
stability, d = 0.03 with respective global measure, self‐esteem facet measure, low anxiety 
facet measure and even‐tempered facet measure ds of 0.04 (favouring Whites), 0.25, 0.25 
and 0.09; for extraversion, d = 0.02 (favouring Whites) with respective global measure, 
dominance facet measure and sociability facet measure ds of 0.12, 0.04 (favouring Whites) 
and 0.16 (favouring Whites); for openness to experience, d = 0.02 (favouring Whites); for 
agreeableness, d = 0.05 (favouring Whites); for conscientiousness, d = 0.08 with respective 
global measure, achievement facet measure, dependability facet measure, cautiousness 
facet measure and order facet measure ds of 0.20, 0.10, 0.00 and 0.00. Again, while 
composite‐level effect sizes are generally small and often close to zero, appreciable facet‐
level effect sizes emerge. Overall, while Big Five measures by and large demonstrate much 
lower Latino/Hispanic–White group mean score differences than do measures of cognitive 
ability, there is some variation in the size of these differences depending on the construct 
and whether one is looking at facet or global measures.

On measures of integrity, Hough and colleagues (2001) report that Latinos/Hispanics 
score higher than Whites (d = 0.14). In addition, it was found that Latinos/Hispanics 
also  score higher than Whites (d = 0.56) on measures of social desirability. More recent 
p rimary research has confirmed this finding (e.g., Dudley, McFarland, Goodman, Hunt & 
Sydell, 2005).

Methods
In the following subsections, we review earlier findings regarding Latino/Hispanic–White 
group mean score differences on the methods of interviews, biodata, assessment centres, 
simulations and situational judgement tests. We repeat that racial‐ethnic group mean score 
differences in each method largely depend on the saturation of various constructs, most 
notably cognitive ability (Bobko & Roth, 2013). Thus, while some limited estimates of 
the Latino/Hispanic–White ds exist for the various methods, these differences may be a 
function of the constructs that the methods aim to assess.

Interviews
Huffcutt and Roth’s (1998) meta‐analysis found a mean d of 0.25 favouring Whites 
(k = 15, N = 4,902). However, they identified the level of structure and job complexity as 
moderators (all ds favour Whites unless otherwise noted). Interviews with lower structure 
demonstrated a d of 0.71 (k = 3, N = 667) as compared with a d of 0.17 (k = 12, N = 4,235) 
for interviews with a higher degree of structure. Interviews for low‐, medium‐ and high‐
complexity jobs demonstrated respective ds of 0.54 (k = 5, N = 1,598), 0.20 (k = 6, N = 2,553) 
and 0.23 (favouring Latinos/Hispanics; k = 3, N = 545).

Biodata
Some studies have examined group mean score differences between Latinos/Hispanics 
and Whites on biodata inventories. Schmitt and Kunce (2002) do not report the exact 
value or sample size, but indicate a difference of about d = 0.12 favouring Whites. Becton 
and colleagues (2009) reported a Latino/Hispanic–White d of 0.07 favouring Whites 
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(uncorrected; N = 8,512), in a large, predictive validity study in the healthcare industry. 
However, the sample for Latinos/Hispanics was small (N = 350). Gandy, Dye and MacLane 
(1994) reported a d = 0.08 on a biodata inventory used in the US federal government.

Assessment centres
Dean and colleagues’ (2008) meta‐analysis obtained an overall d of 0.28 between Latinos/
Hispanics and Whites, with Whites scoring higher (k = 9, N = 40,591). After removing one 
study (N = 36,613), the difference increased to d = 0.40 (k = 8, N = 3,978). Dean and 
 colleagues did not report any tests for moderators in the Latino/Hispanic and White 
comparisons. As previously noted, interpreting these differences is difficult, as assessment 
centres generally comprise multiple exercises that assess multiple constructs. Thus, it is 
unclear whether the majority of the variance in these effect sizes is due to exercises, constructs 
or even formats.

Simulations
Summaries of the Latino/Hispanic–White differences on simulations are limited. Schmitt 
and colleagues (1996) reported that there was no difference between Latinos/Hispanics 
and Whites. Other studies have reported larger differences. Pulakos and colleagues (1996) 
found that on role‐plays the difference is d = 0.37. Thus, it appears that there are some 
differences, but the evidence is extremely limited.

Situational judgement tests
Hough and colleagues (2001) estimated Latino/Hispanic–White ds to be about 0.26 
and 0.39 (both favouring Whites) for written‐ and video‐based situational judgement 
tests, respectively. More recently, Whetzel and colleagues’ (2008) meta‐analysis reported 
a Latino/Hispanic–White d of 0.26 (k = 43, N = 15,195). These authors also found 
minimal differences when comparing ds for knowledge‐focused and behavioural 
t endency‐focused situational judgement tests. The cautionary note that Bobko and Roth 
(2013) sounded for Black–White differences on situational judgement tests may well 
apply to these comparisons as well. Job level and construct saturation  –  particularly 
cognitive ability  –  impacts these estimates. Thus, it is currently uncertain what the 
m agnitude of the ds actually is between Lantos/Hispanics and Whites for situational 
judgements tests.

In summary, the size of the observed score differences between Whites and US H ispanic/
Latinos has received far less research attention than the score differences b etween Whites 
and African‐Americans. While the research shows smaller differences, a similar pattern 
emerges that the size of the differences and who is advantaged vary depending on what 
is measured. In general, non‐cognitive constructs show near‐zero differences and when 
the differences are greater than zero they advantage Whites or Hispanics/Latinos 
depending on the facet of the construct. The observed score differences tend to be larger 
for cognitive constructs and more consistently favour Whites. However, the size of the 
difference tends to vary with the specific test or cognitive domain measured. For the var-
ious measurement methods, there is much less research, so conclusions about the 
existence and size of the differences are more tentative. Research to date suggests that 
the magnitude of the effect sizes varies across measurement methods. Also, there may be 
an interaction between the method of measurement and the relative saturation of the 
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construct that is measured by the method. As with the White and African‐American 
comparisons, the observed differences are far more complicated and non‐uniform, and 
the measurement method seems to play a role.

Observed Score Differences between National Culture Groups

Given the spread of globalization and increase in immigration in recent years, under-
standing the role of culture in selection systems has become imperative (Ryan & Tippins, 
2009). Culture has been defined as the shared system of meaning or values among 
m embers of a group or community (Erez & Earley, 1993; Triandis, 1994). Similarly, the 
definition proposed by the Global Leadership and Organizational Behavior Effectiveness 
Research Program (GLOBE) project states that culture is the ‘shared motives, values, 
beliefs, identities, and interpretations or meanings of significant events that result from 
common experiences of members of collectives that are transmitted across generations’ 
(House & Javidan, 2004, p.15). Thus, culture can reasonably be expected to impact test 
scores on common predictors.

In much of the research on culture and common predictors, race and culture have been 
intertwined (Helms, 1992; Hough et al., 2001). For example, culture has been used to 
examine differences between Whites and African‐Americans in the US and South Africa. 
Although there may be distinct cultures for the groups in these countries, they still have a 
national culture in common (e.g., Malda, van de Vijver & Temane, 2010). Other research, 
while often still intertwining race and culture, compares individuals from different national 
cultures (e.g., immigrants and non‐immigrants, test scores from different countries). Our 
review focuses on research comparing immigrants and non‐immigrants as this provides the 
best available examination of the impact of national culture on common predictors. Also, 
this research tends to focus on working‐age populations whereas much of the cross‐
national differences research focuses on children (van de Vijver, 1997). In particular, this 
review focuses on cognitive ability as most comparisons of immigrants and non‐immi-
grants focus on this predictor. In addition, we briefly consider the broader research on 
cross‐cultural differences in personality. Currently, little research exists comparing methods 
of measurement for different national culture groups and thus are not reviewed here. 
Lastly, we consider the general research on the impact of cultural content embedded in 
tests and assessments on test performance.

Cognitive ability
Reviews and primary research focusing on group mean score differences between immi-
grant and native‐born individuals on cognitive ability measures are based in Sweden and 
The Netherlands (see te Nijenhuis & van der Flier, 1999, for a review of Dutch studies). 
Early research in The Netherlands examining group score differences on cognitive 
ability tests within the context of selection demonstrated that length of time living in 
The Netherlands was positively correlated with scores on tests of verbal reasoning 
(r = 0.30) but not for nonverbal reasoning (van Leest & Bleichrodt, 1990). Additionally, 
on the General Aptitude Test Battery (GATB) vocabulary subtest, the non‐immigrant 
majority group scored substantially higher than North African immigrants in The 
Netherlands (d = 2.07; te Nijenhuis & van der Flier, 1997). Te Nijenhuis and van der 
Flier (1999) i dentified a pattern where verbal‐based cognitive ability tests tended to 
demonstrate score differences between immigrants and non‐immigrants, but nonverbal 
tests did so to a much smaller extent overall, if at all. These studies, as well as those 
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discussed below, imply that language proficiency may play a role in observed differences 
for natives compared to i mmigrants on some cognitive ability tests, especially tests with 
a high verbal load.

An additional review of studies examining cognitive ability test score differences of 
non‐immigrants (ethnic Dutch) participants compared to immigrants (Turks, Moroccans, 
Surinamese, Netherlands Antilleans and Indonesians) reported that all but South‐East 
Asian immigrants scored lower than the non‐immigrant group (te Nijenhuis, de Jong, 
Evers & van der Flier, 2004). Indicating further evidence of potential language proficiency 
and acculturation effects, a comparison of first‐generation immigrants to later generations 
found significant increases in cognitive ability scores. Te Nijenhuis and colleagues stated 
that ‘it is clear that for certain groups the average IQ scores or test scores are underestimates 
of g due to low proficiency in the language of the test…’ (p. 426).

Te Nijenhuis, Willigers, Dragt and van der Flier (2016) recently analysed a very large 
database of cognitive ability test data from Dutch samples. They concluded that group 
mean differences in cognitive ability test scores can be largely explained by subtests within 
cognitive test batteries. Specifically, native Dutch‐speakers consistently outperformed 
those whose native language was not Dutch on subtests that were considered language‐
loaded (i.e., tests that require proficiency in the language used in the test). This results in 
an underestimation of immigrants’ overall cognitive ability due to these verbally‐loaded 
aspects of the test battery. Interestingly, te Nijenhuis and colleagues also found that, after 
taking language proficiency into account, there was little unaccounted variability that 
could be attributed to cultural bias. This may raise questions about the effect of cultural 
values and norms on group differences within these tests, but offers more clarity regarding 
the pattern that language proficiency may have on these differences.

Valentin Kvist and Gustafsson (2008) conducted a study in Sweden which demon-
strated large group differences between immigrants and non‐immigrants on crystallized 
intelligence and, to a smaller extent, on broad visual perception, with immigrants scoring 
lower than non‐immigrants. In a follow‐up study also conducted in Sweden, Valentin 
Kvist (2011) reported that European immigrants scored lower than native Swedes (approx-
imate d = 2.0) while the difference was much larger for non‐European immigrants (approx-
imate d = 3.0). For visual perception, European (d = 0.75) and non‐European immigrants 
(d = 1.50) scored lower than non‐immigrant majority group. Furthermore, although the 
differences were less extreme, immigrants from European countries scored lower on mea-
sures of fluid intelligence (d = 0.22) as compared with non‐immigrants. This finding is 
important as race is, to a degree, controlled in this comparison as the majority of the 
European immigrants were White. For non‐European immigrants, the differences were 
larger (d = 0.62).

It is important to note the larger literature examining cross‐national differences in 
cognitive ability test scores. As noted previously, much of this research has used samples 
of children. While these results may not fully generalize to working populations, the 
findings are nevertheless instructive. van de Vijver’s (1997) meta‐analysis of cross‐
national mean score differences on cognitive ability tests found that the mean effect size 
was close to zero, but the distribution of effect sizes was positively skewed and the 
median value demonstrated differences between national cultures. The magnitude of 
the effect size was moderated by a number of factors and the level of stimulus complex-
ity, with larger effect sizes for more complex stimuli. The type of task was related to the 
effect size such that Western tasks produced larger differences than tasks developed in 
the local culture. Finally, the level of national wealth was related to the magnitude of 
the  effect sizes such that effect sizes were larger in comparisons involving wealthier 
countries.
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Personality
There is a large literature on cross‐cultural and cross‐national differences on personality 
measures (e.g., Triandis & Suh, 2002). While most of the literature shows that the strucu-
tre of personality is similar across cultures (e.g., Hough et al., 2001; McCrae & Costa, 
1997), there are few studies examining these differences in the context of the personality 
predictors used in employee selection contexts. Both te Nijenhuis, van der Flier and van 
Leeuwen (1997) and te Nijenhuis, van der Flier and van Leeuwen (2003) report that the 
basic taxonomy of commonly used personality factors (e.g., neuroticism and extraversion) 
can be generalized to immigrant groups in The Netherlands, even for first‐generation 
immigrants, and that the items function similarly across groups. These studies also report 
that the score differences between immigrants and non‐immigrants are small on measures 
of broad personality traits and more specific facets of personality.

Impact of cultural content
One area of relevant, general cross‐cultural research has focused on the impact of culture‐
specific content on test performance (e.g., Freedle, 2003; Freedle & Kostin, 1997; Helms‐
Lorenz et al., 2003; Malda et al., 2010; van de Vijver, 1997, 2008). This line of research 
has found that test performance suffers when the cultural content embedded in a test is 
different from the cultural content with which the test‐taker is familiar. For example, 
Malda and colleagues (2010) experimentally manipulated the cultural content embedded 
in measures of short‐term memory, attention, working memory and figural and verbal 
fluid reasoning to be consistent with White South African culture or Black South African 
culture. In this study, Malda and colleagues created test items that were equivalent, but 
manipulated the cultural content so that it was more familiar for one culture than the 
other. They found test performance was better on the test versions that were consistent 
with the test‐taker’s culture. The cultural content of the test moderated the relationship 
between race and test performance.

Freedle and colleagues (Freedle, 2003; Freedle & Kostin, 1997) have found that cultural 
differences in the use and interpretation of common words can lead to differential item 
functioning and serves to disadvantage the cultural minority test‐taker. Common to both 
these research studies is that the linguistic demands of tests may be confounded with the 
cultural content embedded in the tests (Ortiz, Ochoa & Dynda, 2012). As Helms‐Lorenz 
and colleagues (2003) explain, ‘differential mastery of the testing language by cultural 
groups creates a spurious correlation between g and intergroup performance differences, 
if complex tests require more linguistic skills than do simple tests’ (p. 13).

In summary, the research comparing different culture groups on predictors commonly 
used in an employment context is limited and most of the research focuses on predictor 
constructs rather than predictor methods. Current research finds that minority cultural 
groups (e.g., immigrants) tend to score lower on cognitive tests than the majority 
cultural group (e.g., non‐immigrants). However, the size of the differences varies, with 
tests relying on acquired knowledge and the dominant language of the culture showing 
the largest differences. Tests of basic cognitive operations tend to show much smaller 
differences. As with the other comparisons we have reviewed, non‐cognitive constructs 
tend to show near‐zero score differences. However, the degree to which cultural context 
is embedded in the measurement of the constructs can have a large impact on the nature 
of the differences observed. As was true for the research on score differences between 
race and ethnic groups, aspects of the measurement can play a role in differences 
observed.
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What are the Explanations for The Observed  
Score Differences?

Many hypotheses have been proposed to explain why these differences occur. In general, 
these explanations can be classified according to genetics, social and cultural factors and 
the nature of the measurement of the predictor (e.g., Goldstein, Scherbaum & Yusko, 
2009; Neisser et  al., 1996; Verney et  al., 2005). It is unlikely that any one factor can 
explain or account for all the differences observed, and the factors impacting scores will 
vary between groups. For example, language and cultural familiarity are likely to apply to 
a greater degree to immigrants and Latinos/Hispanics in the US than they would to 
African‐Americans. We briefly consider each of these three classes of explanations for score 
differences.

Explanations based on genetics
One set of explanations is based on heritability and genetic aspects of individual differ-
ences (Herrnstein & Murray, 1994; Neisser et  al., 1996). The basic idea here is that 
many individual differences (e.g., cognitive ability, personality) have a genetic basis and 
are passed from parent to offspring. Thus, the observed differences reflect real differ-
ences in the individual difference variable. This has been the most controversial when 
applied to cognitive abilities as the only conclusion is that people are born intelligent or 
unintelligent and there is nothing that can be done to change it. As Nisbett and col-
leagues (2012) argue, while the evidence suggests that genetics can play a role, the role 
is much smaller than the proponents of this approach claim, and the interactions bet-
ween the genotypes and environment are too complex to pinpoint the precise impact of 
genes on individual differences. Moreover, the evidence does not show that the genetic 
component is intertwined with race and ethnicity. However, the arguments for this 
p erspective on the differences in scores seems to assume that the research does show such 
an interrelationship.

Numerous explanations explicitly or implicitly build on the position that there are inher-
ent differences in cognitive ability between race groups. One example is the Spearman 
hypothesis (Jensen, 1998; Spearman, 1927), which predicts that racial differences in test 
performance increase as the cognitive loading of a test increases. Essentially, this means 
that the better the test is at measuring cognitive ability (i.e., a higher g load), the greater 
the differences that will be observed between races. This hypothesis is premised on the 
assumption that the observed differences are true differences between groups.

Social and cultural factors
Another class of explanation also holds that the differences are real, but asserts that they 
are created by the environmental context. These explanations focus on the effect of 
educational opportunity, socio‐economic status, culture, nutrition and child‐rearing prac-
tices, among others (Nisbett et al., 2012), on individual differences. These explanations 
are psychological in nature and focus on the interaction between the individual and the 
environment. As is true of the genetic explanations, the interactions between the geno-
types and environment are too complex to pinpoint the exact impact of the environment 
on individual differences.

One example of this approach is Cottrell and colleagues’ (2015) model of the factors 
impacting score differences between African‐Americans and Whites on cognitive ability tests. 
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Their model focuses on a sequential process over time and includes variables related to 
maternal education, household income, availability of learning materials in the home, 
parental style, birth order and the physical environment (e.g., overcrowding in the 
home, safety). In the first step, their model posits that race predicts a number of con-
cepts under the umbrella of ‘maternal advantage’. These include the socio‐economic 
variables of income and maternal education level, as well as maternal verbal ability/
knowledge, due to historical factors such as housing, educational and occupational 
segregation. In turn, these maternal advantage variables predict a host of parenting 
factors, including maternal sensitivity to children, acceptance behaviours, the child’s 
physical environment (e.g., access to healthcare, living in a safe neighbourhood), 
access to learning materials and birth order and weight (i.e., greater maternal educa-
tion leads to smaller family size and heavier birth weight, which contribute to a child’s 
cognitive ability). Finally, these parenting styles proximally predict cognitive ability 
test scores in the last step. These authors also posit distal relationships between race 
and parenting factors, and maternal advantage factors and cognitive ability scores. In 
a longitudinal study of children (five measurement points from age 54 months to 
15 years), Cottrell and colleagues found support for their model as a whole and that 
the score differences between African‐Americans and Whites is established by 54 months 
of age.

The nature of the measurement of the predictor
A third class of explanation focuses on the measurement of individual differences as a 
c ontributing factor to the size of the score differences. Many authors have argued that 
the way we measure the construct introduces construct‐irrelevant variance to the 
assessment (e.g., Chen & Gardener, 2005). Construct‐irrelevant variance refers to any 
extraneous variance captured by an assessment that is not due to the construct of 
interest, but to the assessment capturing additional constructs or to the assessment’s 
methodology (Messick, 1995). Unlike random error, construct‐irrelevant variance sys-
tematically impacts assessment scores for individuals or groups. Consequently, it com-
promises the construct validity of assessments and hence our ability to draw inferences 
from assessment scores (Binning & Barrett, 1989; Messick, 1995). Sources of con-
struct‐irrelevant variance in intelligence assessments include indeterminable items 
(Freedle, 2003), cultural content (Freedle, 2003; Freedle & Kostin, 1997; Helms‐
Lorenz et  al., 2003; Malda et  al., 2010; Scherbaum et  al., 2015), differential prior 
knowledge and exposure (Agnello, Ryan & Yusko, 2015; Fagan & Holland, 2002, 
2007; Ortiz et  al., 2012; Scherbaum et  al., 2015) and content not relevant to the 
intended domain (Helms‐Lorenz et  al., 2003; Malda et  al., 2010; Scherbaum et  al., 
2015). For example, some research has examined the use of content requiring previ-
ously acquired knowledge that is not related to the test domain impacts test performance. 
Fagan and Holland (2002, 2007, 2009) have conducted a series of studies examining 
whether score differences between race groups on cognitive ability tests could be attrib-
uted to differences in the ability to process information (i.e., fluid intelligence) or dif-
ferences in prior exposure to the acquired knowledge that test items use. They found no 
differences in test performance when knowledge required by the test items was unfa-
miliar to both groups and there was an equal opportunity to learn it. However, when 
the knowledge required by the test items was such that it was believed to be common 
and previously acquired by all test‐takers, the typical Black–White score differences 
emerged. These findings are likely to have implications for understanding score differences 
for national culture groups.
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Future Research

Although there are many avenues for future research, we focus here on three which we 
believe hold the potential to generate novel and far‐reaching insights, or are examples of 
areas greatly in need of additional research – specifically, research on score differences for 
Latinos/Hispanics, research on score differences related to national culture and research 
on the role of the measurement on the observed score differences.

Research on score differences for Latinos/Hispanics
Given the size and growth of Latino/Hispanic populations in the workforce, the lack of 
research on score differences between Latinos/Hispanics and other groups in the US is a 
missed opportunity. Much of the research assumes that the findings from the research on 
Black–White comparisons will apply to Latino/Hispanic–White comparisons too. Given 
their unique histories and cultures, it is very unlikely that the results from Black–White 
comparison will generalize to Latinos/Hispanics (e.g., Alcoff, 2003). At the most basic 
level, research directed at understanding more nuanced aspects of the score differences is 
needed. For example, many of the moderators which have examined meta‐analytic research 
on cognitive ability score group mean differences have not been examined for Latino/
Hispanic comparisons. Moreover, the meta‐analytic estimates of the score differences for 
Latinos/Hispanics are often much less than the score differences for African‐Americans. 
There is little theoretical work aimed at understanding why there are differences and why 
the differences are smaller for Latinos/Hispanics. At this point, the degree to which 
models and theories of score differences in Black–White comparisons (e.g., Cottrell et al., 
2015) apply to Latinos/Hispanics is unclear.

Research on score differences related to national culture and measurement
Much more research is needed to explore the magnitude of score difference between 
national culture groups and immigrant and non‐immigrant groups on a wider range of 
commonly used predictors. The work to date has primarily focused on differences in mea-
sures of cognitive ability and personality. Even this research has been limited to a handful 
of countries. Despite calls to increase our understanding of the role of culture in score 
differences (e.g., Helms‐Lorenz et  al., 2003), little research in the area of personnel 
assessment has heeded these calls. Future research and theoretical work are needed that 
explores the cultural factors responsible for these differences. Brouwers and van de Vijver 
(2015) provide one example of a direction this research could take. They argue that per-
sonnel assessment will not advance unless a contextualized view of assessing individual 
differences is taken. This is consistent with van de Vijver’s (1997) conclusion that locally 
developed assessments (i.e., contextualized) tend to show smaller score differences than 
the typical Western‐style assessment (i.e., decontextualized). They propose an assessment 
strategy that can take a more contextualized approach which explicitly allows culture into 
the process of measuring individual differences.

The cross‐cultural and cross‐national research reviewed here points to the need to under-
stand the degree to which tests and assessments contain culturally‐specific or non‐domain‐
relevant content, particularly as it relates to linguistic content. The inclusion of this content 
considerably raises the likelihood of admitting a source of contamination into  the 
measurement process. In the domain of personnel assessment this is particularly important 
given that tests may be used on a global scale and used with culturally diverse populations 
within a country. In these cases, a lack of familiarity with content that is not related to the 
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construct of interest can create substantial problems for accurately assessing individuals and 
interpreting test scores. Although best practice recommendations cover many aspects of test 
content when applied to the development or adaptation of tests for use globally (e.g., Byrne 
et al., 2009; Ryan & Tippins, 2009), these same recommendations are much less frequently 
applied when tests are developed for domestic use with globally diverse populations.

Another area for future research is investigating the role that measurement plays in the 
observed score differences. This research has many possible avenues. One is further explor-
ing how test content requiring previously acquired knowledge that is not related to the 
test domain impacts test performance. Although the initial work offers some insight 
(Fagan & Holland, 2002, 2007), more research is clearly needed. Another avenue for 
research is further examining ways to create test times that minimize cultural and non‐
domain‐relevant content. One promising direction is research using items containing non‐
entrenched tasks (e.g., Sternberg, 1981a, 1981b, 1982a; Sternberg & Gastel, 1989; 
Tetewsky & Sternberg, 1986). Non‐entrenched tasks are those that use novel or atypical 
stimuli or concepts to solve problems. The core feature of non‐entrenched items is that 
they do not represent the natural state of problems or stimuli in everyday life (Sternberg, 
1982b). For example, Sternberg (1981a) described a number of non‐entrenched tasks 
including one for which individuals need to determine the physical state of an object (e.g., 
liquid or solid) and the object’s fictional name (e.g., plin, kwef) as it moves from north to 
south or south to north on the fictional planet Kryon from a set of rules presented at the 
start of the task. Although the initial work suggests that the use of these items can reduce 
score differences (e.g., Sternberg, 2006), more work is needed to better understand how 
these items work and whether there are boundary conditions on their effectiveness.

More generally, research is needed to articulate the knowledge structures, cognitive 
process and cognitive strategies that are required to solve a test problem, as well as 
u nderstand how these processes lead to items being more or less difficult for test‐takers 
(Embretson, 1983). On a related note, theoretical work has also been devoted to under-
standing how stimulus features of items contribute to item difficulty and impact item 
performance (e.g., Irvine & Kyllonen, 2002; Lievens & Sackett, 2007).

Conclusion

Score difference between groups has been and will continue to be of great interest to 
researchers and practitioners working in the field of personnel assessment and selection 
(Goldstein et al., 2009; Hough, Oswald & Ployhart, 2001; Ployhart & Holtz, 2008). This 
chapter has summarized current research on differences between racial/ethnic groups and 
national cultural groups on predictors frequently used in employee selection. Current 
l iterature, while limited for all group comparisons except African‐Americans and Whites, 
indicates that there are differences which vary as both a function and feature of the pre-
dictor. At this point, there are as many answered questions as unanswered questions. 
Additional empirical work documenting both the work and theoretical work explaining 
these differences are clearly needed.
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Introduction

Choosing which job applicants to hire constitutes one of the most important decisions 
organizations can make. It can also be among the most legally vulnerable. Indeed, the 
current legal situation has been described as the ‘age of litigation’ (Guion, 2011; Guion & 
Highouse, 2006). Litigation itself is not necessarily negative, as evolving case law and the 
threat of a legal challenge can motivate and guide organizations to improve their hiring 
procedures. However, the continual growth of regulations and increased debates regarding 
the relevance of past guidelines in the United States (for example, see King, Avery, & 
Sackett, 2013; McDaniel, Kepes, & Banks, 2011), more multinational organizations 
operating within the boundaries of multiple countries’ hiring rules and regulations, and 
the general lack of clarity around best practices has resulted in an increasingly complex 
legal sphere in which employee selection is conducted. This complexity makes it difficult 
for managers and other employees, especially those working outside of legal and HR 
 specialty areas, to navigate the challenges of identifying and bringing in talent without 
running undue legal risk. Coupled with the need to address multiple stakeholders’ goals 
and perceptions, the selection process, particularly as it relates to diversity, has become a 
convoluted amalgam of legal, ethical, social and financial factors.

The goal of this chapter is to help professionals leverage current legal hiring require-
ments and standards in order to create and implement more effective and valid employee 
selection systems. To this end, we begin with a brief overview of key legal developments, 
including major legislation and case law over the past 50 years. Next, we review some of 
the professional standards in the field that help guide the development of legally defensible 
systems. This includes a discussion of both the legal and psychometric concepts that 
impact the development and implementation of selection systems. We then provide a brief 
overview of some of the legal events that are currently changing the landscape of selection. 
While our discussion mainly focuses on the legal environment in the US due to its historical 
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focus on developing regulatory standards and oversight (e.g., Gutman, 2008; Myors et al., 
2008a), we highlight relevant legal guidelines and practices in other countries where 
possible. In doing so we hope to provide a more global perspective of legal standards, 
which is increasingly important as organizations expand their operations overseas.

A Brief Historical Review of Employee Selection 
in the United States – Major Legislation and Case Law

The Civil Rights Act 1964

While many historical events have impacted employee selection procedures, arguably the 
largest paradigm shift in legislation came as a result of the Civil Rights Act 1964 (the Act). 
The Act was preceded by years of political and social movements that sought to reduce the 
racial and gender inequality in the US (for a detailed overview and commentary, see Aiken, 
Salmon & Hanges, 2013; Gutman, Koppes & Vadonovich, 2011). The Act proscribed the 
discrimination that was prevalent and sometimes even legally sanctioned in some states 
(Aiken et  al., 2013) and paved the way for future legislation intended to eliminate 
discrimination for other groups (e.g., the American with Disabilities Act of 1990). As such, 
the impact of the Act on social policies related to equal rights cannot be understated. 
Specific to selection procedures, Title VII of the Act prohibits employers from discrimi-
nating in the employment process against people based on their race, colour, religion, sex 
or national origin. Title VII also provided the foundation for the Equal Employment 
Opportunity Commission (EEOC). The Commission began with limited authority, mainly 
restricted to investigating complaints and seeking voluntary compliance with Title VII, 
but its responsibilities and impact later expanded (Hanges, Salmon & Aiken, 2013).

Age Discrimination in Employment Act 1967
As the 1960s progressed, public policy continued to focus on addressing economic and 
social justice concerns by expanding legislation to other discriminated groups. The Age 
Discrimination in Employment Act (ADEA) 1967 was passed to limit the imposition of 
arbitrary age limits in employment decisions; now, decisions have to be based on ability 
and not age (Gutman et al., 2011; Rothenberg & Gardner, 2011). ADEA specifically 
prohibited private and public employers from discriminating against individuals over the 
age of 40 years on the basis of their age (Bellenger & Yusko, 2015).

Griggs v. Duke Power Company (1971)
The first real test of the Act came when the Supreme Court heard Griggs v. Duke Power 
Company in 1970 (Outtz, 2011). All the African‐American employees at Duke Power 
Company were restricted to working in the labour department. After the passing of the 
Act, the company instituted new requirements for transfers and new hires. Those employees 
looking to transfer from the labour department to another department in Duke Power 
Company had to have a high school diploma. Employees without a diploma had to pass 
two aptitude tests in order to transfer. Furthermore, new employees who applied to work 
in a department outside of labour also had to pass the same two aptitude tests (Hanges 
et al., 2013; Outtz, 2011).

In their ruling in 1971, the Supreme Court concluded that African‐Americans were dis-
criminated against as a result of these new testing policies. Specifically, they determined 
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that the manner in which an employment opportunity is offered to candidates must be 
usable on equal terms by individuals from all groups. This was a major victory for civil 
rights advocates. The lower courts had found the test requirements to be acceptable as 
there was no intent to discriminate against minorities. However, the Supreme Court’s rul-
ing demonstrated that the intent of the test is irrelevant. Rather, if the requirements for a 
job cannot be shown to be job‐related and they negatively impact the hiring of minorities, 
the tests are not legal (Outtz, 2011).

The Supreme Court’s decision suggested that there was a shifting burden of proof in 
discrimination cases. Based on this model, the plaintiffs must first offer evidence that 
some form of discrimination has occurred. If the court decides that the plaintiff has 
provided enough evidence for a prima facie case, the burden shifts to the defendant, who 
must show that the hiring practice in question is job‐related.

The Equal Employment Opportunity Act 1972
While the ruling of the Supreme Court in Griggs signified the Supreme Court’s 
support for the Act, a number of challenges limited the Act’s impact. A large backlog 
of discrimination complaints, delays by the Justice Department in bringing Title VII 
suits and the overwhelming number of agencies attempting to enforce EEO law, with 
at times inconsistent regulations and guidelines, eventually led to the Equal 
Employment Opportunity Act of 1972 (Hanges et al., 2013). This Act extended the 
EEOC’s coverage to include smaller businesses, as well as state and local govern-
ments, and granted the EEOC power to enforce Title VII (Aiken et al., 2013; Jones, 
1977).

The Rehabilitation Act 1973
The Rehabilitation Act of 1973 was passed to prevent discrimination in the federal 
government against people with physical and mental disabilities. This Act was eventually 
expanded by the Americans with Disabilities Act of 1990 to include private employers 
(Bellenger & Yusko, 2015).

Albemarle Paper Co. v. Moody (1975)
Just a few months after the Supreme Court’s decision in Griggs v. Duke Power Company in 
1971, Albemarle Paper Co. v. Moody came before a district level court. The case revolved 
around Albemarle’s employment practices, specifically focusing on two selection tests that 
the plaintiffs asserted were not related to job performance and led to a disproportionate 
number of African‐Americans not being hired. The case focused primarily on the process 
for determining the tests’ ability to predict performance in the jobs for which it was 
used (Gutman et al., 2011; Outtz, 2011). This process was conducted by a psychologist 
in less than a day immediately prior to the case going to trial. The psychologist did not 
conduct a job analysis. Further, each of the focal jobs had a small sample size, so the 
psychologist combined data across multiple jobs in order to conduct the analyses. The 
jobs in the same progression line were grouped together, as there was no job analysis 
data to group jobs more accurately (Outtz, 2011).

The district court level determined that the analyses conducted by the psychologist 
were sufficient to demonstrate the tests’ ability to predict performance. Therefore, the 
court found that the tests were not in violation of Title VII. The case proceeded to the 
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appeals court, where the original ruling was overturned. The appeals court leveraged the 
ruling from Griggs and the EEOC’s guidelines to determine that the process for deter-
mining the employment test’s relationship with job performance was defective. The case 
eventually made its way to the Supreme Court, where the appeals court decision was 
upheld.

This ruling helped clarify the standards for job‐relatedness, with the Court placing the 
employer’s process for determining job relatedness under close scrutiny. The Court found 
that, in this case, it could not be demonstrated or determined exactly what standards 
supervisors used to rank their subordinates. It also could not be determined that the same 
standards were being applied across supervisors. Furthermore, the employees who partic-
ipated in the hastily conducted validation study were not sufficiently diverse and primarily 
worked in jobs towards the top of the progression line. Counter to the 1970 EEOC 
guidelines, these participants were not representative of the entry‐level job candidate 
population. Finally, the study was found deficient in several other ways, including failing 
to explore or consider the possibility of differential validity between different racial groups 
(Gutman et al., 2011; Hanges et al., 2013; Outtz, 2011).

The Supreme Court’s ruling also had important ramifications for expanding the shifting 
burden of proof. Specifically, the Court’s majority opinion stated that it was the employ-
er’s burden to demonstrate the job‐relatedness of any selection test. If a defendant can 
present evidence that a practice is job‐related, the plaintiff has the opportunity to show the 
practice was nevertheless a pretext for discrimination. This can be achieved by demonstrat-
ing that there are alternative practices that are less discriminatory and would meet the 
business purposes of the employer (Hanges et al., 2013).

Civil Rights Reform Act 1978
In an attempt to consolidate the numerous EEO enforcement programmes established 
through various legislative Acts, the Civil Rights Reform Act of 1978 established the 
EEOC as the primary agency to enforce Title VII, the Equal Pay Act and the Age 
Discrimination in Employment Act, along with providing for equal employment opportunities 
for federal employees (Aiken et al., 2013; Hanges et al., 2013).

Wards Cove Packing Company v. Antonio (1989)
Wards Cove Packing Company operated salmon canneries in remote areas of Alaska. 
Owing to the nature of the work, Wards Cove would hire seasonal employees for the can-
neries. Seasonal jobs were generally classified into two broad groups: those involving 
unskilled work on the cannery lines and those considered skilled positions. The majority 
of the unskilled positions were filled by non‐White employees, specifically Alaskan natives 
and Filipinos, whereas the skilled positions were mostly filled by Whites (Bryan, 1990; 
Gutman et al., 2011). The plaintiffs in this case argued that the employer’s use of hiring 
and promotion practices, including subjective hiring criteria and nepotism, led to both 
systematic and individualized discrimination against non‐White applicants to the skilled 
jobs (Bryan, 1990). At the district court level, many of the plaintiffs’ allegations were 
found to be unsupported. Eventually, the case was heard by the Supreme Court, whose 
opinion stated that it was the plaintiffs’ responsibility to demonstrate that selection 
discrimination was due to a particular employment practice. This decision signified a major 
shift in the type of evidence plaintiffs were required to provide. Furthermore, the Supreme 
Court determined that the defendant’s burden of proof was to show the employment 
practice in question met the employer’s employment goals, and the defendant did not 
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have to d emonstrate the more stringent requirement of the practice’s job‐relatedness 
(Hanges et al., 2013).

The Supreme Court then returned the case to the appeals court, where it was deter-
mined that the plaintiffs did not provide sufficient evidence of discrimination and ruled in 
favour of the defendants. This ruling dramatically changed the procedure and standards of 
evidence applied to discrimination cases by increasing the plaintiff ’s relative burden of 
proof (Hanges et al., 2013). As a result, it became the plaintiff ’s responsibility to demon-
strate evidence of illegal discrimination, which might be accomplished through hiring 
experts in selection to review (Bellenger & Yusko, 2015).

The Civil Rights Act 1991
The Civil Rights Act of 1991, which amended Title VII of the Civil Rights Act 1964, 
was passed by Congress at least in part as a reaction to the decision made in Wards Cove 
Packing Company. This Act returned much of the burden of proof to the defendant 
and redefined the meaning of ‘business necessity’ for selection procedures. Specifically, 
the legislation restored both the shifting burden of proof and the legal definition of 
business necessity as decided in Griggs v. Duke Power Company (Bellenger & Yusko, 
2015).

Furthermore, the Act enabled victims of intentional discrimination to sue for punitive 
damages in addition to previously sanctioned compensatory damages. In addition, 
employers were not allowed to create normed scores by adjusting test scores according to 
subgroups of job candidates (i.e., developing separate scores for groupings based on race, 
sex, colour, religion or national origin) or use different cut scores for these subgroups. 
This final provision was of particular importance as it addressed a practice many organiza-
tions had been following up to this point. In an attempt to promote diversity in their 
selection procedures, many organizations had used race norming by creating separate lists 
of candidates based on demographics and selecting the top candidates from those lists. 
This practice allowed organizations to select the desired number of candidates from each 
particular demographic, but did not ensure that the selection procedures being used did 
not have an adverse impact. As such, this provision addressed a major issue in perceptions 
of fairness by making race‐norming illegal.

Professional Standards for Employment Testing

Throughout the years of civil rights legislation, legislators and experts in selection c onvened 
several times to draw up specific standards to guide employers and practitioners in creating 
fair, legal and valuable selection tools. While some of these standards can be traced back 
several decades, they remain relevant in guiding legal practices today (Hanges et al., 2013; 
see Jeanneret and Zedeck, 2010, for a rich discussion of professional standards).

Uniform Guidelines on Employee Selection Procedures (1978)
In combination with the Civil Service Commission (CSC), the Department of Labor 
(DOL) and the Department of Justice (DOJ), the EEOC published the Uniform 
Guidelines on Employee Selection Procedures (the Uniform Guidelines) in 1978. The 
Uniform Guidelines were intended to be a technical guide and resource for employers and 
court systems to ensure selection procedures adhered to Title VII. The Uniform Guidelines 
were particularly important at the time as they helped document the decisions made from 
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prior Supreme Court decisions and acted as a cohesive expression of EEO policies and 
procedures (Hanges et al., 2013). The Uniform Guidelines focused on two general areas: 
the extent to which a personnel test results in differences between subgroups (i.e., fosters 
adverse impact); and the extent to which a personnel test enhances the organization’s 
efficiency or safety. Many of the key concepts and definitions that appear in subsequent 
employee selection litigation derive from the Uniform Guidelines. The Uniform Guidelines, 
therefore, provide a foundation for understanding many of the EEO policies that are still 
relevant today. However, the Uniform Guidelines have not been updated since they were 
first published, which has led some to question their continuing utility (Hanges et al., 
2013; see McDaniel et al., 2011).

Standards for Educational and Psychological Testing
The American Psychology Association (APA) developed its own set of standards which 
align with and extend the standards outlined in the Uniform Guidelines in order to outline 
best practices for ‘test construction, evaluation, documentation (e.g., validity, reliability) 
and fairness in testing (e.g., language difficulties, disabilities) for all psychological and 
educational measurement’ (Hanges et al., 2013, p. 696). This work was known as the 
Standards for Educational and Psychological Testing (frequently referred to as the 
Standards). Interestingly, the Standards were intended for a broad audience, informing 
test administrators and test‐takers on the ethical use of testing procedures. Today, the 
Standards are revised in collaboration with the American Educational Research Association 
(AERA) and the National Council on Measurement in Education (NCME) (Hanges 
et al., 2013). The most recent edition was published in 2014 and includes updates on the 
use of tests in the workplace and the role of technology in testing.

Principles for the Validation and Use of Personnel Selection Procedures
The Society for Industrial‐Organizational Psychology (SIOP), a division of the APA, drew 
up its own standards for employment testing; these are known as the Principles for the 
Validation and Use of Personnel Selection Procedures (known as the Principles; most recent 
edition, 2003). The main goal of the Principles is to offer insight from the field of I‐O 
psychology on employment testing and assessment, particularly in relation to validation 
strategies (Hanges et al., 2013). The Principles are a useful guide for those overseeing 
or  conducting a validation study and for those assessing the appropriateness and legal 
v ulnerability of a selection process (Jeanneret & Zedeck, 2010).

While the Uniform Guidelines focus on legal regulations, the Standards and Principles are 
intended to offer more technical and professional support for those developing, 
i mplementing, and assessing selection procedures (Jeanneret & Zedeck, 2010). The three 
documents are different from each other in their specificity and intended audience, but 
each provides uniquely valuable information for the development of selection processes. 
However, it is important for test developers and administrators to understand that the 
d ocuments should not be seen as an administrative checklist. Rather, they should be 
understood as providing professional benchmarks for legal selection procedures and must 
be applied on the basis of sound professional judgement. Both the Standards and Principles 
have been updated several times to incorporate advances made in research on employment 
test fairness and utility. While it is essential to understand the legal requirements governing 
selection, it is equally important to balance the regulatory requirements against current 
research and what an employer’s selection process intends (Jeanneret & Zedeck, 2010).
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It is important to recognize that I‐O psychology is in its infancy in many countries 
outside the US; therefore, similar guidelines and professional standards are not always 
accessible in those countries. For example, while the Romanian government offers some 
training opportunities on employment discrimination legislation, there are no guidelines 
to ensure consistent application of the law (Cozma & Woehr, 2008). However, some 
countries have adopted principles similar to those established in the US. In South Africa, 
which has only recently begun to implement anti‐discrimination laws, the Society of 
Industrial and Organizational Psychology of South Africa (SIOPSA) has adopted many of 
SIOP’s Principles (Myors et al., 2008b). While the standards applied by any country must 
be consistent with its laws and practices, all countries, including the US, should look to 
best practices from beyond their borders.

Legacy of Civil Rights Legislation

It is impossible to refute the significance of civil rights legislation, nevertheless there 
are disparate viewpoints about its impact. King and colleagues (2013) identified three 
perspectives regarding the legacy of the Civil Rights Act and subsequent legislation. 
The first viewpoint suggests that the legislation, while not eliminating discrimination 
altogether, has been successful in at least reducing it and has essentially done what it 
was supposed to do. The second viewpoint is that despite trying to protect civil rights, 
civil rights legislation is inappropriate, misguided and itself discriminatory by favour-
ing diversity over hiring those who will perform best in a job. The third viewpoint is 
that legislation has not gone far enough to address discrimination in selection. 
Proponents of this last perspective suggest that civil rights legislation and the bodies 
that enforce them are too narrowly t ailored to traditional subgroups and, in any case, 
are not given the power necessary to impose the law effectively. In addition, this per-
spective holds that legislation has not p rogressed and therefore misses subtler forms of 
discrimination as the nature of prejudice and discrimination has changed over time. 
Offerman and colleagues (2014), for example, found that people who held more 
‘colour‐blind’ attitudes (i.e., who believe race does and/or should not matter) were 
less likely to perceive subtle forms of discrimination than those with less colour‐blind 
attitudes. This is of particular importance as some have begun to argue for a colour‐blind 
approach to selection to make procedures equally fair for all races. If colour‐blindness 
is associated with overlooking discrimination, a colour‐blind approach to selection 
could lead to more discrimination in hiring, the opposite of what its proponents 
 suggest it should.

In reality, all three perspectives have some validity and therefore have a bearing on 
l egislation for selection systems. While there is no consensus among selection experts 
on the three perspectives, in order to make progress in the civil rights arena it is important 
for their proponents to acknowledge opposing views and guide future attempts to address 
discrimination in hiring practices (King et al. 2013).

Legal Concepts Related to Discrimination

There have been some changes in the way scholars and practitioners discuss discrimination, 
but much of the language and processes used in legal proceedings around discrimination 
in selection processes still comes from the Uniform Guidelines, which identified two forms 
of discrimination: disparate treatment and adverse (disparate) impact.
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Disparate treatment
Disparate treatment occurs when a job applicant from a protected class is treated differ-
ently from other applicants during the selection process. Specifically, when an applicant 
from a protected class applies and is qualified for a job, yet is rejected and the employer 
continues to look for a new hire without adjusting their qualifications, or hires someone 
else with the same or lower qualifications, there is evidence of disparate treatment. The key 
features of disparate treatment are that it can apply to a single person or a small group of 
people, and that it relates to an intentional difference in treatment because of membership 
in a protected class. Disparate treatment differs from the second form of discrimination.

Adverse (disparate) impact
Adverse impact (also referred to as disparate impact) pertains to situations where an orga-
nization treats all applicants equally (e.g., administers everyone the same tests in the same 
way) throughout the hiring process, but the process yields differential outcomes according 
to subgroup (e.g., racial, gender, religious). If this occurs, even if there is no intent to dis-
criminate, the personnel procedure results in a disparate impact on a subgroup. If the 
subgroup constitutes a protected class, there may be important legal ramifications for 
the  organization and affected class. Adverse impact provides prima facie evidence of 
discrimination.

Identifying adverse impact Several techniques can be used to determine if the differences 
between subgroups are substantial enough to justify labelling them as adverse impact. 
Perhaps the best known is the four‐fifths or 80% rule. The four‐fifths rule has been c odified 
in the Uniform Guidelines as a possible guideline for establishing adverse impact. Based on 
the rule, adverse impact is present when the selection ratio for a minority group is less than 
80% of the selection ratio in the comparison majority group. For example, assume 10 
White applicants take a selection test, and 5 Black applicants take the same test. All 10 of 
the White applicants pass and are offered a hire, compared to 3 of the Black applicants. 
Therefore, the hiring rate for White applicants (the majority group in this example) is 
100%, whereas the hiring rate for Black applicants (the minority group in this example) 
is 60%. The minority/majority ratio hiring rates are 0.60/1.00, or 0.60. Since 0.60 is 
less  than 0.80, adverse impact would be considered evident in this example under the 
four‐fifths rule.

While Whites and/or males are often the majority group in these comparisons, they 
could in some circumstances be considered as the minority group. While there are 
p rotected classes of individuals under Title VII (e.g., race, gender), there are no specific 
subgroups (e.g., Blacks, women) that are considered as always favoured or discriminated 
against. Therefore, the majority and minority classification in adverse impact analyses 
vary and are based on the composition of the job, organization or industry (Hanges 
et al., 2013).

The four‐fifths rule is frequently used to identify adverse impact and is easily under-
stood, particularly by practitioners. However, there is evidence that it leads to false‐positive 
indications of adverse impact (Roth, Bobko & Switzer, 2006). In addition, the four‐fifths 
rule is strongly influenced by the way the test is used (e.g., how severe the cut score or fail 
point is).

Fortunately, there are other ways to identify adverse impact. The Uniform Guidelines 
reference using statistical tests to identify adverse impact, though the Guidelines also stress 
the need to have an adequate sample size. While many types of statistical analysis might be 
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used to identify adverse impact, Fisher’s exact test, the chi‐square test and the Z test for 
difference in proportions are the most frequently implemented techniques (Hanges et al., 
2013). Murphy and Jacobs (2012) also argue for the use of effect sizes, such as standard-
ized difference and the percentage of variance explained, as indicators of adverse impact 
that do not rely on statistical significance testing to make this determination. This recom-
mendation fits with best practices in academia as effect sizes help clarify the magnitude of 
an effect above and beyond its statistical significance.

Using more than one type of adverse impact test (e.g., using the four‐fifths rule, an 
effect size estimate and a statistical significance test) can help reduce the number of false‐
positives and provide more context to the presence or absence of adverse impact. The rich 
information provided by multiple types of adverse impact tests is important for those mak-
ing decisions in the legal process as it offers a more detailed understanding of the test and 
its potential effects on protected groups. Because these statistical tests do not overcome 
some of the problems that can also create challenges for the four‐fifths rule, such as small 
sample sizes, they should not be seen as replacements for the four‐fifths rule or other 
adverse impact tests, but rather as complementary to them.

These methods for identifying adverse impact are established by guidelines and enforce-
ment agencies in the US, but other countries often do not specify how adverse impact 
should be demonstrated (Sackett et al., 2010). Within the European Union alone a num-
ber of member states allow for statistical tests as an indicator of adverse impact whereas 
others may perceive the same tests to be unacceptable or insufficient (Hanges & Feinberg, 
2010).

Regardless of how adverse impact is measured, it is important to recognize that evidence 
of adverse impact is not a feature of the test, but a feature of how the test is being used in 
a given context. A test may cause adverse impact for one job in a specific context but not 
for other jobs or the same job in different contexts. Using a given test in combination with 
other selection tools or with cut scores will impact the percentage of people passing the 
test, which in turn will influence pass rates for different subgroups. Therefore, tests of 
adverse impact need to be understood in relation to both the features of the test itself and 
how it is being applied in a specific context (Hanges et al., 2013).

It is important to remember that establishing a prima facie case for adverse impact does 
not mean a test is discriminatory. As discussed above, in most countries there is a shifting 
burden of proof that must be addressed by plaintiffs and defendants in turn (Sackett 
et  al., 2010). A plaintiff meets the burden of production requirement to show that 
discrimination may exist by presenting evidence of disparate treatment or adverse impact. 
It then falls to the defendant to demonstrate a burden of persuasion. That is, the defen-
dant has to show that a qualified applicant was not hired for non‐discriminatory reasons 
in a disparate treatment case or show that the selection tool that was used is job‐related 
and meets the organization’s business necessity in an adverse impact case (Hanges et al., 
2013). Finally, if the defendant establishes the job‐relatedness of the test in question, the 
burden of proof shifts back to the plaintiff. In this final step, the plaintiff must offer 
alternative selection procedures that show reduced adverse impact but equivalent job‐
relatedness.

In summary, the Uniform Guidelines outline two forms of discrimination – disparate 
treatment and disparate (adverse) impact – which may be seen in an employment context. 
Demonstrating disparate treatment requires showing that a member or members of a pro-
tected group were treated differently from other applicants in a way that disadvantaged 
them. Demonstrating adverse impact requires showing that the same personnel process 
applied consistently across applicants results in differential outcomes for individuals 
from different protected groups. Various measures can be used to assess adverse impact, 
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including the four‐fifths rule, statistical significance tests and effect size measures. Ideally, 
multiple measures are used to provide triangulation of adverse impact evidence. Finally, 
adverse impact cases rely on the shifting burden of proof model, where the plaintiff must 
first establish adverse impact, followed by the defendant establishing the job‐relatedness of 
a personnel procedure and concluding with the plaintiff suggesting alternatives that show 
less adverse impact but serve the business’s purpose. Next, we provide an overview of a key 
component of the defendants’ arguments establishing job‐relatedness: the psychometric 
properties of the test.

Psychometric Properties

In establishing the job‐relatedness of a testing process, defendants must pay particular 
attention to the psychometric properties of their selection tools. There are several i mportant 
factors that employers should focus on when demonstrating the job‐relatedness of their tests, 
much of which is outlined in the various professional standards for employment testing.

Reliability
Reliability concerns the amount of random error variance in a set of test scores. In other 
words, observed test scores are in some part a ‘true score’ (what the test is designed to mea-
sure) and in some part an error (both systematic and random). Estimates of reliability specif-
ically assess random error, with the expectation that the less variance in test scores can be 
attributed to random error, the more it can be attributed to true score. Thus, estimates of 
reliability concern the test’s precision, or consistency, in producing results. This consistency 
in turn sets limits on the validity (or job‐relatedness) of a test. Specifically, a test cannot be 
job‐related (i.e., valid) if it is not first shown to be reliable. For employment tests, it is 
practically impossible to remove all random errors; there will always be some discrepancies 
between the assessment of a candidate’s potential and the candidate’s true potential.

Because selection tests cannot be entirely free of random errors, rank‐ordered test scores 
are unlikely to produce a perfect rank order in the ability or knowledge a test is designed 
to measure. To accommodate for random error in measurement, researchers have p roposed 
using test bands to determine groups of candidates who are expected to be interchange-
able, or near‐ interchangeable, on their true scores (Cascio, Outtz, Zedeck & Goldstein, 
1991). Test bands utilize a test’s reliability to create a standard error of difference (SED). 
The SED is then used to specify bands such that all candidates within a band may overlap, 
and hence not differ, in their true potential.

Although candidates are first rank‐ordered in order to establish bands, hiring in a band-
ing approach is then conducted using a secondary criterion (e.g., randomly) within bands 
rather than starting with the top‐ranked candidate. Thus, the banding approach is an 
alternative to simply hiring in a top‐down fashion. Because of the potential imprecision in 
ranking one candidate over another if there is error in a test, test banding minimizes the 
potential negative effects of a test’s ‘unreliability’. This can be particularly valuable from a 
diversity standpoint. When using test bands, more minorities can be included in the top 
group for hiring and therefore have a greater chance of being hired. For example, if the 
top two‐ranked candidates are both White, but the two candidates ranked directly below 
them are Black, a test band including all four candidates will result in an increased chance 
of the two Black candidates receiving initial offers.

As such, employers can improve diversity in their hiring without utilizing subgroup 
norming, which is prohibited by the Civil Rights Act of 1991. Test banding is a relatively 
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recent development and remains a controversial strategy (for reviews, see Bobko & Roth, 
2004; Campion et al., 2001). While test banding generally has been upheld in the courts 
for selection procedures when decisions were not based solely on race (e.g., Chicago Fire-
fighters v. City of Chicago, 2001; San Francisco Fire Fighters Local 798 v. San Francisco, 
2006), it has yet to be reviewed by the Supreme Court. Furthermore, test banding has 
been found to be improper in other contexts, such as promotions (Massachusetts Association 
of Minority Law Enforcement Officers v. Gerald T. Abban and Others, 2001). Therefore, its 
use and how decisions will be made within bands must be considered and reviewed 
c arefully before implementation (Hanges et al., 2013).

Appropriateness of inferences: Test validity
In most countries the burden of persuasion for the defendant in an adverse impact case cen-
tres on the need to demonstrate the business necessity of a selection process. While the 
notion of providing evidence of the test’s job‐relatedness is consistent across most coun-
tries, the evidence is often not specified (Sackett et al., 2010). An exception is found in the 
US where an employer must establish validity, or the appropriateness of inferences resulting 
from their selection process, to demonstrate job‐relatedness. Validation is important for any 
assessment  –  selection processes specifically  –  as it involves providing empirical data to 
d emonstrate that the inferences made from a test are appropriate. In the selection c ontext 
validation efforts might focus on demonstrating that a test is an accurate predictor of 
performance on a job. Much like adverse impact, validity is not a feature of a test, but refers 
to the use of a test in a particular context. A test’s application may be more or less appro-
priate for assessing candidates depending on the goals of the testing process. For example, 
a test of computer programming may be a valid predictor of performance for a software 
engineer but will not be a valid predictor of performance for a kindergarten teacher. The 
very same test may not even be a good predictor of performance for software engineers in 
different organizations depending on the content of the job and the content of the test.

While there is often agreement between the Uniform Guidelines, Standards and Prin-
ciples, in some situations these professional standards diverge, for example, in how the 
documents codify validity. The Uniform Guidelines have been interpreted as specifying 
three types of validity – criterion, construct and content – with each considered to be a 
different kind of validity requiring its own type of evidence, and with each seen as most 
appropriate only in certain situations. On the other hand, the Principles and the Stan-
dards consider validity to be a unitary construct with each of the three strategies support-
ing validity in a different way (see Landy, 1986). The three discrete validities of the 
Guidelines and the three strategies of the Principles and Standards are in fact the same, 
and therefore many of the principles for validation overlap across these documents. 
H owever, there are differences in how validity is treated in the documents given these 
different frames, and these have implications for employers and their validation processes. 
Here, our description of validity leans towards the Guidelines’ interpretations, as they are 
the ones most frequently cited in court proceedings (see Jeanneret, 2005); however, we 
encourage readers to review the Standards and Principles for a more comprehensive 
understanding of validity issues.

Generalizing validity evidence
In addition to discussing the three types of validity described above, the Guidelines address 
the potential for a validity transportability procedure (Biddle & Nooren, 2006). In this 
process, evidence of validity in one employment context is ‘imported’ from another 
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employment context. A caveat here is that the Guidelines describe transportability as 
u tilizing the evidence of the same test in different contexts (Hanges et al., 2013). Several 
requirements must be met for transportability to be supported as appropriate. These 
requirements include: 1) job similarity in the two work contexts in relation to work behav-
iours, as demonstrated by a job analysis; 2) validity evidence for the test should meet the 
requirements outlined in the Guidelines; and 3) the test must demonstrate fairness 
for  protected groups (Equal Employment Opportunity Commission, Civil Service 
Commission, Department of Labor & Department of Justice, 1978).

While the Guidelines speak directly to transportability, the Standards and Principles 
describe the broader concept of validity generalization. Validity generalization studies 
directly examine the robustness of validity inferences made from other contexts, including 
environments, jobs and even tests (Hanges et al., 2013). This process can be done through 
multiple techniques, including the use of meta‐analysis and synthetic validity. A meta‐ 
analysis is a process in which the results of multiple studies are aggregated to examine the 
overall ability of a selection test to predict performance across contexts. As such, when a 
test has high average validity across contexts, there is no need to demonstrate the validity 
of the test in a specific context. Even when a meta‐analysis supports the validity of a given 
test across contexts, there should still be evidence of the similarity in job requirements at 
the local level, as well as evidence of similarity in job requirements of those jobs involved 
in the meta‐analysis (Schmitt & Sinha, 2011). Further complicating the issue of validity 
generalization, case law to date seems to both support and refute the use of validity 
g eneralization using meta‐analysis. For that reason, Landy (2003) suggests supplementing 
the use of meta‐analyses with transportability analyses and ensuring that a proper and 
detailed job analysis is conducted.

Similarly, synthetic validity (also referred to as job component validity) is a process for 
inferring the validity of a selection test or set of tests in a particular situation based on the 
elements of a job (Johnson et al., 2010). This process is most often used when an employer 
does not have enough incumbents to conduct a criterion validity study for a particular 
job or set of jobs. In this case, a group of jobs is analysed based on the key components 
of those jobs, including their tasks and work behaviours as determined by a job analysis. 
Tests are then selected that are expected to predict the key components of those jobs. 
Finally, the relationship between these job components and the predictor tests is estimated 
(Scherbaum, 2005). A test battery can then be built using the validity inferences of the job 
components and predictors.

Synthetic validity overcomes the issue of small incumbent sample sizes by aggregating 
the same job components across different jobs. While synthetic validity has many bene-
fits, including providing stable validity estimates and enabling mass production of tests, 
there are still legal risks (Johnson et al., 2010). So far just two court cases have addressed 
synthetic validity and neither gave a direct endorsement of the procedure. However, the 
legal risks associated with synthetic validation are inherent in most types of validity gen-
eralization. Therefore, employers must examine the limitations they have for estimating 
validity coefficients and determine whether a validity generalization approach that uses 
best practices, as outlined in the Principles and Standards, is the best route for them.

Post‐validation considerations
After demonstrating the job‐relatedness of a selection process through validation proce-
dures, and convincing the judge that the selection process is indeed job‐related, the 
burden of proof shifts back to the plaintiff(s). At this point it is their responsibility to 
d emonstrate that the employment practice is a pretext for discrimination. This can be 
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done by providing evidence of other selection processes that are equally valid and result 
in less adverse impact (Hanges et al., 2013).

An International Perspective on Employment Discrimination

The US has a long and varied history of legislation and case law that addresses discrimination 
in selection processes. This has led to considerable detail in the regulations and oversight 
created to combat discrimination. However, some have referred to the US as an outlier in 
these laws and practices compared to the rest of the international community (Dunleavy, 
Cohen, Aamodt & Schaeffer, 2008). In fact, the legal environment is seen as having a sub-
stantial impact on employee selection practices in only a few other countries (e.g., Canada 
and South Africa; Sackett et al., 2010). In particular, the US and other countries differ in 
terms of who is considered a member of a protected group, the use of legislation for 
p romoting preferential treatment and the enforcement of the laws. We therefore present a 
brief overview of some of the key trends in how other countries approach anti‐discrimination 
legislation for selection practices.

To date, Sackett and colleagues (2010) have provided the most comprehensive review of 
the legal context in other countries. They demonstrate that most countries have some form 
of law or directive that explicitly prohibits discrimination, though these may be no more 
than general statements against discrimination and do not specifically address selection 
processes. Despite enacted legislation, there is a dearth of concrete guidelines on how to 
establish that discrimination has occurred and what kind of evidence is required to support 
a discrimination charge. Very few cases outside the US challenging the adverse impact or 
discriminatory nature of formal tests exist and therefore most countries rarely rely on valid-
ity evidence to refute discrimination. In fact, most countries do not even require evidence 
of validity (Sackett et al., 2010). In many places, the empirical validity of assessment instru-
ments is implicitly assumed. To address a discrimination claim, organizations typically offer 
qualitative evidence of job‐relatedness or bona fide occupational requirement. In any 
event, punishment following an adverse ruling can be rather light (S ackett et al., 2010).

While there is consistency in condemning discrimination, the groups that are protected dif-
fer greatly across countries. Often the protected groups of a nation are directly tied to its his-
tory and frequently address the disadvantages of indigenous people or immigrants (Sackett 
et al., 2010). For example, many EU member states have experienced an unbroken influx of 
migrants over the past several decades (e.g., Hanges & Feinberg, 2010; Laczko, 2001). In 
many of these countries, immigrants experience high unemployment rates and struggle to 
move beyond blue‐collar positions (Myors et al., 2008b). Therefore, these countries need to 
address a much broader range of national and ethnic groups than legislation in the US does, 
increasing the complexity of case law and enforcement in those countries (Myors et al., 2008a).

Examples of disadvantaged groups include immigrants, First Nation people and Franco-
phones in Canada; Indigenous Australians in Australia; Pacific peoples and Maori in New 
Zealand; Black people (who constitute a disadvantaged minority), mixed‐race individuals 
and Indians in South Africa; Taiwanese aborigines in Taiwan; certain Hindu castes in 
India; and religious minorities and Kurds in Turkey.

In terms of specific protected classes, in the US these include race, sex, national/ethnic 
origin, colour, age, religion and disability. In addition to the classes, many countries 
include sexual orientation (e.g., France, Germany, South Africa), political opinion (e.g., 
New Zealand, Belgium, Israel), and marital or family status (e.g., Chile, Taiwan, the UK) 
(Sackett et al., 2010).
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In their survey of 22 countries, Sackett and colleagues (2010) demonstrate that most 
of the countries they sampled afforded protections to 7–9 of these 10 categories. South 
Africa and New Zealand cover all 10, Canada covers all categories except religion and 
Kenya covers all categories except age, while Germany covers six of the categories but not 
colour, age, political opinion and family or marital status. In addition to some or all of 
the categories, many countries protect classes such as breastfeeding mothers, having an 
irrelevant criminal record and physical features (Australia), social status (Japan), lower 
castes (India), union membership (Chile), moral principles and genetic characteristics 
(France) and personal status and military service (Israel) (for a more complete list, see 
Sackett et al., 2010).

The US also differs from most other countries in its use of quotas and other preferential 
treatments. As set out in legislation, notably the Civil Rights Act of 1991, employers are 
not allowed to use quotas, within‐group norming or separate cut scores for protected 
groups. However, there are numerous countries that not only promote preferential 
treatment but require it. Japan, France, Kenya and Korea have quotas for disabled 
employees, Taiwan requires a certain number of employees in an organization to be 
aborigines and South Africa promotes the use of racial quotas (Sackett et al., 2010). 
Beyond these practices, many countries have some form of preferential treatment, ranging 
from relaxing qualifying scores for protected groups to utilizing within‐group cut‐off 
scores (Sackett et  al., 2010). Clearly, there is a fairly large divide between the use of 
p referential treatment in the US and other countries.

While many countries have passed legislation to protect people from discrimination, 
it is evident that without implementation its effectiveness is threatened. Even in the 
US the enforcement of selection legislation has been turbulent, with long periods of 
inactivity. However, some countries suffer difficulties in enforcing legislation due to 
the absence of case law and agencies like the EEOC to support their application. 
Praslova (2008) notes that while Russia has many protected classes, it lacks enforce-
ment p ractices. This results in many recruitment advertisements not adhering to the 
country’s laws regarding selection and hiring practices. Compounding this is the fact 
that most Russians do not believe it is p ossible to prove discrimination and that the 
courts are more likely to side with the employers. Similarly, in Romania the implemen-
tation of laws related to  selection are seen as problematic as employment decisions are 
frequently based on organizational directives rather than the law (Cozma & Woehr, 
2008). This speaks to the importance of not evaluating the progress of a country on its 
legislation alone, but on its enforcement of the law too.

The differences in how countries treat protected groups, legislation covering preferen-
tial treatment and the enforcement of those laws are influenced by a multitude of factors. 
Dunleavy and colleagues (2008) proposed a model in which a country’s Zeitgeist, which 
includes its moral, intellectual and cultural climate, influences the legal protections, 
professional guidelines, enforcement and case law for selection procedures. Others have 
proposed that societal factors, such as cultural values (Hanges & Feinberg, 2010) and 
economic conditions (Myors et  al., 2008a), may similarly influence a country’s legal 
atmosphere for selection. Due to the large variation in these factors, it is important to 
acknowledge that no one system of laws and practices will fit all countries perfectly. While 
the US is often used as a reference point in the selection literature, it is important to 
understand how some practices do not exist in other countries and may even be detri-
mental in those contexts. Similarly, we should be aware that other countries may apply 
standards that the US should still strive for when the introduction of new laws is being 
considered.
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Adverse impact in the US and EU
Hanges and Feinberg (2010) note that despite the substantive differences between the US 
and other countries in many facets of discrimination, understandings of its of adverse 
impact in the EU and US are similar (though one needs to bear in mind that member 
states of the EU may differ from each other on discrimination issues). This includes con-
struing adverse impact as involving negative consequences or outcomes for minority 
groups and the use of statistical data to establish a claim. As in the US, when adverse 
impact is found the burden of proof is borne by the defendant, who must then demonstrate 
that the practice in question is valid (Hanges & Feinberg, 2010).

Differences include the EU countries tending to cover more protected groups and not 
setting out specific rules or guidelines to assess adverse impact (e.g., the four‐fifths rule or 
statistical procedures establishing adverse impact) (Hanges & Feinberg, 2010).

Current Legal Issues in Employee Selection

Ricci v. DeStefano (2009)

Despite decades of litigation and federal regulatory efforts, employment discrimination 
cases are still commonplace. In this respect, Ricci v. DeStefano (2009) is one high-profile 
case that demonstrates this.

In this action, the New Haven Fire Department was administering a promotional test 
which no Black/African‐American employee had passed. Even though there was no clear 
evidence of a technical issue or problem with the test, New Haven invalidated it on the 
basis of potential liability due to its disparate impact. The Supreme Court then ruled for 
the plaintiffs, a group of White and Hispanic candidates who passed the test but were not 
promoted, on the basis that there was demonstrated evidence of validity and that the city 
did not have a ‘strong basis in evidence’ that it would have created liability by promoting 
the White and Hispanic candidates.

Many selection practitioners were frustrated that the Supreme Court had failed to con-
sider the use of alternative measures that would have been available to the department. 
While there was some evidence of validity for the existing test, there might have been 
equally valid measures that could have fostered greater diversity among the group that 
passed, and if diversity was valued by the Fire Department, they might have chosen one of 
those alternatives. Another interesting issue arising from this ruling was that the disparate 
impact due to race was apparently an insufficient reason to abandon the use of the test. 
This, along with other recent rulings by the Supreme Court regarding affirmative action 
programmes, suggests that a more colour‐blind viewpoint is being adopted by the Court 
and that efforts designed to increase workplace representation are being viewed differently 
from those in previous decades (Bellenger & Yusko, 2015).

One outcome of the case was for many employers to reconsider test‐weighting strat-
egies. Prior to Ricci, employers sometimes considered multiple methods of weighting test 
items and exercises, then, given equal validities, selected the method that produced the 
most diversity among the pool of successful candidates. After the Supreme Court’s ruling, 
some jurisdictions determined that they could no longer follow such a weighting procedure 
due to concerns about making a race‐based decision after the test had been scored. 
P ractitioners should monitor such rulings to ensure that they do not put their organization 
at risk (Bellenger & Yusko, 2015).

Some have argued that cases such as this represent a more colour‐blind approach on the 
part of the courts or, more extremely, a general mindset among Whites that there is an 
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anti‐White bias. Consistent with this perspective, Norton and Sommers (2011) found that 
Whites perceive an anti‐White bias more than they do an anti‐Black bias. This may have 
important implications for EEO cases going forward. Specifically, there is the potential 
for  greater conflict between affirmative action policies and anti‐discrimination laws 
(Thompson & Morris, 2013).

Equal employment opportunities and lesbian, gay, 
bisexual and transgender rights

Lesbian, gay, bisexual and transgender (LGBT) rights have become an important and 
prominent movement in today’s world. Over the past several decades there has been ever-
more discussion about LGBT issues in employment. In Australia, Belgium, Korea and 
South Africa sexual orientation is already considered a protected class (Sackett et  al., 
2010). Currently, LGBT individuals in the US do not have explicit federal protection 
under Title VII, leaving them vulnerable in many employment situations. Legislation has 
been introduced to mitigate this. For example, the Employment Non‐Discrimination Act 
is a long‐gestating piece of legislation intended to prohibit discrimination in selection 
based on sexual orientation or gender identity by organizations that have at least 15 
employees. However, the law has not yet passed both the House of Representatives and 
Senate since it was first introduced in 1994. Recently, many pro‐LGBT groups have with-
drawn their support for the bill as it has been amended to allow for broad religious exemp-
tions. In April 2015, President Obama signed an executive order prohibiting discrimination 
by federal contractors based on sexual orientation or gender identity.

Recently, the EEOC has begun to file lawsuits and amicus curiae briefs in LGBT 
discrimination cases under Title VII by classifying them as sex‐based discrimination. 
In  these cases the argument has been made that employees targeted for their gender 
n onconformity or gender reassignment can be protected under Title VII. However, 
there  are difficulties in making these arguments and providing adequate evidence of 
discrimination. As such, there is still a call for comprehensive legislation that protects 
LGBT employees much like Title VII protects other classes.

‘Ban the box’ initiatives
Much as sexual orientation has become a protected class in some countries, some coun-
tries, Australia and Korea, for example, have begun to protect applicants with irrelevant 
criminal records (Sackett et  al., 2010). In the US, advocacy groups have been seeking 
additional protections for ex‐offenders during the selection process. These groups have 
been calling for employers to delay asking candidates if they have a criminal history until 
later in the application process, often once a conditional offer has been made. Such cam-
paigns are known as ‘ban the box’ initiatives (in reference to the check box on employment 
applications regarding a candidate’s prior criminal history) and have gained ground in the 
last few years. The first ban the box initiative was passed in Hawaii in 1998 and it has been 
adopted in other states since then. At the time of writing, 15 states have passed such leg-
islation, with several more pursuing similar bills. Furthermore, President Obama has called 
for similar legislation for federal employment.

Individual cities and employers, such as Target, have implemented similar policies. The 
intention of this initiative is to reduce the impact of potential biases against people with a 
criminal history by allowing employers to have more information about the applicant’s 
skills and qualifications rather than focusing on their conviction status (D’Alessio, Stolzen-
berg & Flexon, 2015). This can have many benefits, among them successfully reintegrating 
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ex‐offenders into society and reducing the number of repeat offenders (D’Alessio et al., 
2014). While this initiative helps all ex‐offenders, there is evidence suggesting that Blacks 
with a criminal record struggle more than White ex‐offenders to get a job interview (Pager, 
Western & Sugie, 2009), highlighting the initiative’s importance for reducing detrimental 
selection procedures for minorities.

Educating those outside the I‐O field
While it is not a uniquely contemporary issue for I‐O, psychologists working in this field 
strive to educate others in best practices and recommendations for employment selection. 
Despite decades of outreach on their part, research‐supported best practice remains under-
utilized and underappreciated. Drew and Viswesvaran (2013) found that many of the best 
adverse impact reduction strategies according to research are seen as only moderately 
influential on legal outcomes. They call for I‐O psychologists to communicate more with 
major stakeholders, including the EEOC, about their findings and recommendations. 
Furthermore, Arthur, Doverspike, Barrett and Miguel (2013) caution I‐O psychologists 
against setting highly aggressive goals for organizations to reduce adverse impact. 
Specifically, it is important to keep goals realistic. It may not be possible to eliminate or 
even reduce adverse impact in an organization immediately. However, I‐O psychologists 
can leverage extensive resources and research to develop valid and legally defensible 
s election tools over time. As such, and whether working internally or as consultants to an 
organization, I‐O psychologists must draft agreements with employers that set out clear 
expectations about what can be done using the best practices and recommendations from 
the field.

Future Research

Differences in the legal context for selection across countries present challenges that future 
research can help address. First, employers of companies with locations in more than one 
country need to understand how the laws and regulations governing selection in each of 
the countries where staff are employed. At present the amount of systematic comparative 
information across individual countries’ legal systems is scant. Additionally, if an employer 
staffs a location with both local and expatriate staff, from fairness, legal and business 
p erspectives, the employer will need to manage differences in how those employees are 
treated and will need to be deeply attentive to the culture of the organization. If employees 
are hired using different systems according to their status, these differences may cultivate 
disparate organizational cultures. If employees are hired using the same selection system, 
the employer must ensure that the selection system is appropriate given all the laws, rules 
and regulations that pertain in each country. The impact of such approaches is at present 
poorly understood.

Other implications for research focus on differences in the legal context for selection 
across countries. First, as discussed in this chapter, some countries do not require that tests 
be validated (Sackett et al., 2010). How do the outcomes of tests that are not validated 
compare to the outcomes of those that are? Is adverse impact higher or lower for these 
tests? Does not requiring tests to be validated lead to differences in who is selected and 
so lead to differences not only in organizational performance, but also in organizational 
culture.

Considering selection in an international context also opens up the possibility of explor-
ing questions the predominant Western viewpoint in I‐O psychology has overlooked. 
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For example, when thinking about the outcomes of selection systems, research in the US 
typically focuses on performance outcomes. There may be other outcomes, or other ways 
of looking at performance, that might be desirable elsewhere. For example, in collectivistic 
cultures performance outcomes may be more relevant at the team or organizational level 
rather than at the individual level. Or perhaps issues of fit become a more important out-
come depending on the cultural context. Finally, our understanding of validity and adverse 
impact for types of selection tests is largely grounded in Western research. Measures of 
personality, cognitive ability, biodata, and so on may have divergent validities in different 
countries. Research in other countries on outcomes of different kinds of selection measure 
may highlight marked differences across countries in the strategies that would result in the 
fairest and most appropriate selection systems.

Conclusion

Employment litigation can be a frustrating and painful process for all parties involved. 
Even when a good selection system is challenged, organizations may suffer serious dis-
tractions from their regular operations, bear heavy court costs and other litigation 
expenses, and be subjected to negative public opinion and image problems. When a 
poorly designed system is challenged the costs can be even greater, including missed 
opportunities to capitalize on the many advantages of a diverse and competent 
 workforce, damage to the organization’s culture, punitive penalties and redress expenses, 
as well as the personal costs to those against whom the organization may be 
discriminating.

Given the financial and organizational costs of employment litigation, it is simply good 
business practice to abide by the law and invest in high‐quality selection processes. This 
chapter is designed to lay out a path for organizations so that they can avoid the pitfalls 
and landmines of employment litigation and put themselves in a better position to improve 
their hiring procedures and, ideally, escape avoidable litigation.
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Introduction

For decades, business leaders, human resource professionals and organizational researchers 
have sought to understand what causes employees to quit their jobs, and with good reason: 
turnover, whether functional or dysfunctional, can be expensive and disruptive. One 
recent study found that turnover costs (e.g., separation costs, replacement costs) range 
from 90% to 200% of the exiting employee’s salary (Allen, Bryant & Vardaman, 2010). 
When turnover increases, the social fabric of an organization is disrupted (e.g., Batt & 
Colvin, 2011), intangible knowledge and skills are lost (Nyberg & Ployhart, 2013), 
o perational effectiveness decreases (e.g., Ton & Huckman, 2008), accidents rates rise 
(e.g., Shaw, Gupta & Delery, 2005), customer service and quality suffer (e.g., Hancock, 
Allen, Bosco, McDaniel & Pierce, 2013) and customer satisfaction declines (Heavey, 
Holwerda & Hausknecht, 2013), which in turn can negatively impact a company’s financial 
performance (e.g., Park & Shaw, 2013; Shaw, Duffy, Johnson & Lockhart, 2005). In light 
of such negative c onsequences, many organizations place great emphasis on identifying 
the factors that impact employee retention and turnover.

Over the past 50 years, a robust body of literature focused on employee retention and 
turnover has emerged. Starting with March and Simon’s seminal work (1958), researchers 
have explored how a wide range of factors, including, attitudes, cognitions, experiences, 
events and economic conditions, affect an employee’s decision to keep or quit a job. 
C onsidered together, these studies emphasize that turnover is a complex phenomenon 
influenced by a host of distal and proximal forces, contextual and individual difference 
variables, and on‐ and off‐the‐job experiences and events.

While an abundance of turnover and retention research exists, few recent integrative 
reviews have been published, making it challenging to understand what has been discovered 
to date. In this chapter, we seek to help researchers and practitioners develop a compre‑
hensive understanding of turnover and retention by synthesizing the most prominent 
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theories, studies and models that have emerged over the past 50 years. In the first section, 
we trace the evolution of turnover and retention research, showing how scholars have 
p rogressively expanded their focus over the past five decades. In the second section, we 
present a unifying framework of the dynamic process of turnover that integrates the major 
factors in an employee’s decision to quit. In the third section we highlight evidence‐based 
strategies for managing turnover and retention within organizations. Finally, we highlight 
directions for future research. Our hope is that this review will help integrate a broad set 
of findings, generate applicable insights and spur new research.

A Review of Turnover

Over the past half‐century, the retention and turnover literature has grown exponentially, 
from just a handful of studies in the 1950s and 1960s to over 7,000 by 2014. The practi‑
tioner literature has also expanded: currently there are over 9,000 turnover and retention‐
related books. Keeping track of such a vast body of research can be daunting. But amid the 
thousands of studies, theories and recommendations, six influential turnover models stand 
out because of their notable impact on the field (Figure 21.1).

In this section, we trace the progression of turnover research by reviewing and evaluat‑
ing these models. As we do, we highlight how turnover research has progressed through 
five important stages.

Turnover as a rational decision
The first formal model of turnover was developed by March and Simon in 1958. Based on 
the rational decision‐making process of administrative theory, this model posits that turn‑
over and retention can best be understood through a framework of organizational 
equilibrium. When an employee believes his or her contributions to the organization out‑
weigh the rewards and benefits received, the employee–employer relationship becomes 
out of balance. This causes the employee to consider leaving the organization (i.e., per‑
ceived desirability of movement) and consider how easy it would be to move to another 
organization (i.e., perceived ease of movement). Mobley (1977) identified job satisfaction 
as an indicator of movement desirability, and Price (1977) and Price and Mueller (1981) 
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Figure 21.1 Themes and components of influential turnover models.
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noted that job availability provides a good indication of perceived ease of movement. 
Therefore, the model predicts that job dissatisfaction (i.e., movement desirability) prompts 
a consideration of alternative job opportunities (i.e., ease of movement). If dissatisfaction 
is strong enough and other jobs are available, the model predicts an employee will quit. 
Extensive research has shown that both job dissatisfaction and job opportunities are 
related to turnover intentions and actual turnover (Blau, 1993; Griffeth, Steel, Allen & 
Bryan, 2005; Kopelman, Rovenpor & Millsap, 1992; Lee, Gerhart, Weller & Trevor, 
2008; Podsakoff, LePine & LePine, 2007; Smith, Holtom & Mitchell, 2011; Swider & 
Zimmerman, 2010; Van Dick et al., 2004).

Mobley and colleagues (Mobley, 1977; Mobley, Griffeth, Hand & Meglino, 1979) 
expanded March and Simon’s original model to explain how an employee will behave once 
job satisfaction starts to decline. Influenced by Fishbein and Ajzen’s (1975) theory of rea‑
soned action, they proposed an ‘intermediate linkages model’, which predicts that a 
sequence of cognitive and behavioural steps of withdrawal will occur between the initial 
experience of job dissatisfaction and the ultimate act of quitting.

Informed by this model, turnover researchers have explored a number of withdrawal 
cognitions and behaviours that emerge after employees become dissatisfied and before 
they leave an organization. Withdrawal cognitions (thoughts about quitting, the expected 
utility of leaving and psychological withdrawal from work) have all been linked to turnover 
(Hom & Kinicki, 2001; Hulin, 1991; Hulin, Roznowski & Hachiya, 1985). Researchers 
have investigated other emotional and cognitive states as consequences of job dissatisfac‑
tion and determinants of turnover. These include stress (Sheridan & Abelson, 1983), 
burnout (Swider & Zimmerman, 2010), perceived organizational support (Maertz, Grif‑
feth, Campbell & Allen, 2007; Shore & Tetrick, 1991) and perceptions of justice (García‐
Chas, Neira‐Fontela & Castro‐Casal, 2014; Posthuma, Maertz & Dworkin, 2007; 
S preitzer & Mishra, 2002).

In terms of withdrawal behaviours, job searching, the evaluation of job alternatives, 
l ateness and absences, work withdrawal and job avoidance have all been linked with 
t urnover (Griffeth, Hom & Gaertner, 2000; Harrison, Newman & Roth, 2006; Hom & 
Kinicki, 2001; Kammeyer‐Mueller, Wanberg, Glomb & Ahlburg, 2005).

Mobley and colleagues (1979) also proposed a number of moderating effects on the 
relationship between withdrawal cognitions and actual turnover. For instance, personality 
traits related to impulsiveness (e.g., openness to experiences) were thought to be associated 
with turnover, and evidence supports this (e.g., Zimmerman, 2008).

The turnover process first defined by March and Simons and extended by Mobley and 
colleagues has given a comprehensive picture of the turnover process. The basic premise 
supporting this body of research is that employees are rational decision makers and con‑
tinuously seek to maintain a balance between their efforts and what they receive from their 
organization. If this relationship becomes unbalanced, employees will engage in a series of 
withdrawal cognitions and behaviours that ultimately may lead to the employee leaving 
the organization.

Expanded turnover models
Beginning in the 1980s, researchers started to expand on the rational turnover model by 
exploring a wide range of job, organizational and environment factors as distal antecedents 
of turnover. Muchinsky and Morrow (1980), for example, proposed that the labour 
market would indirectly influence turnover through individual perceptions of job alterna‑
tives (Blau, 1993; Griffeth et al., 2005; Kopelman et al., 1992). When unemployment 
rates were high, it was expected that employees would assume that job alternatives were 
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few, thus decreasing their thoughts of quitting. There is much empirical support to show 
that conditions in the relevant job market (e.g., high demand for a particular job) and 
labour market (e.g., the unemployment rate) influence perceived job alternatives 
(Gerhart, 1990; Kammeyer‐Meuller et al., 2005; Steel, 1996; Steel & Lounsbury, 2009; 
Trevor, 2001).

Price and Mueller’s (Price, 1977; Price & Mueller, 1981, 1986) comprehensive turn‑
over model incorporated distal antecedents of turnover by proposing an array of job and 
organizational characteristics that shape employee attitudes. Also, organizational commit‑
ment was proposed as a mediator between job satisfaction and intention to leave. Empirical 
work shows that distal job and organizational factors do indeed impact turnover‐related 
attitudes and behaviours. For example, positive perceptions of jobs (e.g., empowerment, 
high pay) and the work environment (e.g., organizational support) have been associated 
with higher levels of job satisfaction and organizational commitment (Allen, Shore & Grif‑
feth, 2003; Gong, Law, Chang & Xin, 2009; Jiang, Liu, McKay, Lee & Mitchell, 2012; 
Rhoades, Eisenberger & Armeli, 2001; Spreitzer & Mishra, 2002) and reduced with‑
drawal intentions and behaviours (Allen et al., 2003; Bloom & Michel, 2002; Gong et al., 
2009; Heavey et  al., 2013; Messersmith, Guthrie, Ji & Lee, 2011). Organizational 
c ommitment also has been established as an antecedent of turnover (Culpepper, 2011; 
Ng & Butts, 2009; Stanley, Vandenberghe, Vandenberg & Bentein, 2013; Vandenberghe, 
Panaccio & Ayed, 2011) and a mediator of job satisfaction and intention to leave 
(G riffeth et al., 2000; Meyer, Allen & Smith, 1993; Price & Mueller, 1981, 1986).

The development of turnover models that incorporated job, organizational and envi‑
ronmental factors – along with the extensive empirical support for these models – greatly 
increased researchers’ and practitioners’ understanding of the turnover process. Yet these 
models continued to view turnover as a rational decision process that followed a linear 
path. According to attitude theory (Fishbein, 1967; Fishbein & Ajzen, 1975; Pratkanis, 
Breckler & Greenwald, 1989), employee attitudes and perceptions are thought to become 
more negative over time during an employee’s tenure in response to gradual changes in 
the work environment and the employee–employer relationship. These negative attitudes 
and perceptions may lead to withdrawal cognitions and behaviours, and eventually result 
in turnover. This path from negative or disappointing experiences to deteriorating 
a ttitudes and turnover cognitions and behaviour does describe the process that many 
exiting employees take. But, as researchers started to notice, not everyone follows this 
path to quitting.

Turnover as an unfolding process
In the 1990s, a fundamentally different approach to understanding turnover emerged. 
Concerned about the inability to predict why certain employees were leaving, Lee and 
Mitchell (1994) developed an unfolding model of turnover that recognized that some 
employees are pushed to leave an organization while others are pulled out of their orga‑
nization by market forces. Based on interview and survey data, Lee, Mitchell, Wise and 
Fireman (1996) discovered that individuals use different and distinct psychological 
processes when deciding to quit. As some of the processes were not consistent with turn‑
over theories at the time, the unfolding model made a unique contribution to the turn‑
over literature. This model moved away from the rational turnover models and 
conceptualized turnover as a dynamic, nonlinear process that unfolds over time in 
response to shocks, defined as jarring events ‘that initiate the psychological decision 
processes involved in quitting a job’ (Lee & Mitchell, 1994, p. 6). Based on image theory 
(Beach, 1990), when a shock occurs, the values and goals of the organization may change 
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in a way that causes individuals to evaluate the fit of their values and goals with those of 
the organization. An image violation occurs when individuals’ values and goals do not fit 
with those of the organization as a result of a shock. This violation prompts them to 
c onsider quitting.

Shocks come in many different forms. Work‐related shocks include organizational 
changes (e.g., a merger, new policy), psychological contract breaches (e.g., a missed job 
opportunity) and the introduction of a new HR practice (e.g., a new compensation 
system). Non‐work‐related shocks include childbirth, a death in the family, elderly care, 
marriage and divorce.

The emotional value of a shock largely depends on how it is perceived by the employee 
experiencing it. What may be considered a positive event for one may be perceived as a 
negative for another (e.g., an overseas assignment, pregnancy). Events perceived as nega‑
tive are likely to be appraised as hindrance stressors that constrain an individual’s personal 
development and accomplishments (e.g., lay‐offs, an abusive supervisor, missed job oppor‑
tunities, demotion, relocation for spouse/partner, divorce). Hindrance stressors certainly 
negatively impact job satisfaction and turnover (Cavanaugh, Boswell, Roehling & Bou‑
dreau, 2000; Podsakoff et  al., 2007). Conversely, some shocks may be appraised as 
challenge stressors, which promote personal growth and achievement (e.g., overseas 
assignments, promotions, childbirth, marriage). Challenge stressors tend to positively 
impact job satisfaction and thus lead to lower turnover (Podsakoff et al., 2007).

Empirical tests have established that not only do many quitters leave in response to a 
shock (Chin, & Hung, 2013; Holtom, Mitchell, Lee & Inderrieden, 2005; Morrell, 
Loan‐Clarke & Wilkinson, 2004; Weller, Holtom, Matiaske & Mellewigt, 2009), they also 
follow different paths to their turnover decisions, depending on the type of shock (e.g., 
Lee et al., 2008; Lee, Mitchell, Holtom, McDaniel & Hill, 1999). Thus, the unfolding 
model has made a significant contribution to turnover research by acknowledging that the 
decision process can sometimes occur quite abruptly in response to a sudden personal or 
work‐related shock. However, not everyone leaves when they experience a negative shock. 
Adding a layer of complexity to the unfolding model, Mitchell, Holtom, Lee, Sablynski 
and Erez (2001) introduced the notion of job embeddedness as a reason why people may 
choose to stay with an organization.

Staying
Mitchell and colleagues’ (2001) work on job embeddedness highlights the role of context, 
which includes both the work environment and the larger community. The extent to 
which employees are enmeshed in these environments is considered to be a key factor that 
influences whether they will stay with an organization (Mitchell et al., 2001). A robust 
body of evidence supports the fact that embeddedness impacts turnover (Dawley & 
Andrews, 2012; Halbesleben & Wheeler, 2008; Heavey et  al., 2013; Holtom & 
Inderrieden, 2006; Smith Holtom & Mitchell, 2011). In fact, research suggests that both 
on‐ and off‐the‐job embeddedness predict turnover beyond attitudinal variables (Crossley, 
Bennet, Jex & Burnfield, 2007; Jiang et al., 2012; Lee, Mitchell, Sablynski, Burton & 
Holtom, 2004; Mitchell et al., 2001). Job embeddedness is also indirectly related to turn‑
over through job search behaviour, such that individuals who are more embedded in their 
jobs are less likely to engage in a job search and leave the organization (Holtom, Burton 
& Crossley, 2012; Swider, Boswell & Zimmerman, 2011).

Mitchell identifies three components of job embeddedness: links, fit and sacrifice. Links 
or relational ties are made to people in the individual’s organization or community. 
Relational ties that may lead to lower turnover intentions and turnover include mentoring 
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relationships (Friedman & Holtom, 2002; Payne & Huffman, 2005), social network ties 
(Friedman & Holtom, 2002; Mossholder, Settoon & Henagan, 2005), perceived co‐
worker support (Mossholder, et al., 2005), satisfaction with co‐workers (Golden, 2007), 
perceived supervisor support (Maertz et  al., 2007), high leader–member exchange 
( Ballinger, Lehman, & Schoorman, 2010; Bauer, Erdogan, Liden & Wayne, 2006; Han & 
Jekel, 2011; Harris, Kacmar & Witt, 2005), transformational leadership (Tse, Huang & 
Lam, 2013) and volunteer work (Haivas, Hofmans & Pepermans, 2013).

Sacrifice represents what an employee will have to give up on leaving the organization 
and includes on‐ and off‐the‐job benefits. For example, many high‐performing organiza‑
tions have high‐commitment HR practices that enhance employee skills, motivation and 
opportunities (e.g., training, incentive programmes, opportunities for advancement, 
supervisor support). These practices increase job satisfaction and so motivate employees to 
stay. Many employees would not be willing to sacrifice rewards that they may not get else‑
where. Competitive compensation packages, opportunities for learning, high‐involvement 
work practices and long‐term investments in employee development have all been linked 
to lower turnover intentions and turnover (Batt & Colvin, 2011; Boroş & Curşeu, 2013; 
Chang, Wang & Huang, 2013; Ng & Butts, 2009; Shaw, Delery, Jenkins & Gupta, 1998), 
typically through increased job satisfaction (e.g., García‐Chas et al., 2014).

By taking into account links, relationships and sacrifices, this job embeddedness model 
augments our ability to understand why people stay or leave their jobs. However, more 
recent research by Maertz (2001) and Maertz and Griffeth (2004) emphasize that turn‑
over is a personal decision, and people stay or leave depending on the extent of control 
they have over their options and choices.

Turnover and control
Maertz and Griffeth’s (2004) notion of decisional control marks a notable recent contri‑
bution to the turnover and retention literature. At the core of their model is the argument 
that, in addition to job embeddedness, motivational forces are expected to shape an indi‑
vidual’s preference to stay or leave an organization and ultimately predict turnover (Hom, 
Mitchell, Lee & Griffeth, 2012; Maertz & Campion, 2004). They proposed a comprehen‑
sive set of six motivational forces that impact turnover. First, affective forces – positive or 
negative emotional responses to the organization – give rise to psychological comfort or 
discomfort with organizational membership: psychological comfort motivates staying 
while discomfort motivates leaving. Examples of affective forces that influence preferences 
to stay or leave are good or poor job fit, positive or negative job attitudes, and positive or 
negative workplace shocks. Second, calculative forces involve rational calculation of the 
probability of attaining important values and goals in the future through continued orga‑
nizational membership. A favourable future state influences an individual to stay, while an 
unfavourable future state motivates quitting. Third, alternative forces are the magnitude 
and strength of self‐efficacy beliefs about obtaining another job, the desirability of job 
alternatives and the certainty of obtaining a job alternative. Lower self‐efficacy beliefs 
motivate staying while higher self‐efficacy beliefs motivate leaving. Fourth, moral/ethical 
forces are desires to maintain consistency between behaviours and values regarding turn‑
over, such as ‘quitting is bad/persistence is a virtue’ or ‘changing jobs regularly is good/
staying long results in stagnation’. Fifth, constituent forces refer to motivations to remain 
or quit depending on the employees’ attachment to others within the organization or the 
wider community. Attachment to a constituent implies attachment to the organization 
which motivates staying. A lack of attachment or unhealthy relationships (e.g., bullying by 
co‐workers, abusive supervisors) motivate leaving. If the constituent shows signs of 
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leaving, this can lead to turnover contagion. Lastly, embedding HRM practices, such as 
workforce inducement investments, motivate staying, while poor HRM practices motivate 
leaving.

Regardless of the preference to stay or leave the organization, there are certain pres‑
sures and constraints that affect the control an individual has over the final decision 
(Hom et al., 2012; Maertz & Campion, 2004). Perceived decisional control depends on: 
1) legal forces: employer pressure to leave, employment contracts, etc. that force staying; 
2) normative forces: external or workplace pressure to stay or quit, assuming some moti‑
vation to comply with these expectations; 3) behavioural forces: desires to avoid the job, 
community and family sacrifices of quitting; higher costs pressure someone to stay while 
lower costs sway quitting; 4) alternative forces: few or undesirable job alternatives force 
someone to stay; 5) job protection systems: unionization and tenure/seniority protec‑
tions compel individuals to stay; 6) performance enhancing HRMs: contingent rewards, 
performance monitoring, etc. compel staying; and 7) just termination practices result in 
voluntary quitting.

Based on preferences and decisional control, Hom and colleagues (2012) categorized 
stayers/leavers into four groups. Enthusiastic stayers prefer to stay and have control over 
the decision; thus they remain with the organization because they want to stay and do not 
feel pressure to stay or leave. Enthusiastic leavers prefer to leave the organization and have 
high control over the decision, so they want to and can leave. Reluctant leavers prefer to 
stay with the organization but have low control over the decision, and therefore leave 
because they must. Reluctant stayers prefer to leave but have little control over the decision; 
they stay because they feel they cannot leave even though they would prefer to do so.

Taking into account decisional control, this approach to turnover expands the criterion 
by acknowledging that voluntary turnover may sometimes be involuntary. What drives 
someone to leave involuntarily may be quite different from what drives someone to leave 
voluntarily (Hom et al., 2012). It is critical to make this distinction in order to understand 
all the factors impacting turnover.

Cross‐Cultural Turnover Research

In our review of the cross‐cultural research on employee turnover and retention we 
h ighlight two areas: the generalizability of turnover constructs and models to non‐US 
countries; and the retention of international workers.

Understanding turnover in non‐US countries
Much of the cross‐cultural research on turnover focuses on whether turnover constructs 
that are deemed important in the turnover decisions of American employees are also rele‑
vant in the turnover decisions made by employees elsewhere (e.g., Morrell, Loan‐Clarke, 
Arnold & Wilkinson, 2008). Cross‐cultural studies have also tested whether turnover 
models developed and validated in the US can be corroborated in other countries. The 
cross‐cultural literature on turnover posits that the environment perceived by employees 
determines whether, and to what extent, certain turnover constructs are important in the 
decision to leave an organization. Additionally, traditional turnover models may not apply 
in certain cultural contexts because of differences in employee values and perspectives. For 
instance, whether employees are working in an individualistic or collectivistic context may 
determine the extent to which community embeddedness is important to their decision to 
leave (Ramesh & Gelfand, 2010).
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These cross‐cultural studies typically test for generalizability in a single non‐US sample 
(e.g., China, Mexico, India; Allen et al., 2009; Harman et al., 2009; Maertz et al., 2003; 
Morrell et  al., 2008; Peltokorpi, 2013; Peltokorpi, Allen & Froese, 2015; Wocke & 
 Heymann, 2012) or by comparing the results of a US sample to a non‐US sample of 
employees (e.g., U.S. vs. India; Ramesh & Gelfand, 2010; Wang, Lawler, Walumbwa & 
Shi, 2004). Very rarely do these studies employ multinational samples, but there are some 
examples (e.g., Sturman et al., 2012).

The turnover models that have been tested in non‐US cultural contexts include general 
models of turnover decisions which incorporate constructs such as perceived job alterna‑
tives, job search and the perceived cost of leaving (Maertz, Stevens & Campion, 2003), 
the performance–turnover curvilinear model (Sturman, Shao & Katz, 2012), the cognitive 
withdrawal model (Allen et  al., 2009), the job embeddedness model (Harman, Blum, 
Stefani & Taho, 2009; Peltokorpi, 2013; Tanova & Holtom, 2008) and the unfolding 
model (Morrell et al., 2008).

Some studies have tested whether particular constructs are relevant in the turnover 
decisions of non‐US employees. Kim, Lee and Lee (2013) tested the effects of supervisor 
and co‐worker relationships on turnover intentions in China and South Korea. Yingyan 
(2010) examined demographics and facets of satisfaction as predictors of intentions to stay 
among Chinese employees. Wöcke and Heymann (2012) examined the role of shocks and 
demographics in the decision to leave among South African workers. Peltokorpi and col‑
leagues (Peltokorpi, 2013; Peltokorpi et al., 2015) tested the effects of job embeddedness 
on turnover in Japanese samples. Lastly, Ramesh and Gelfand (2010) investigated the gen‑
eralizability of various job embeddedness constructs (e.g., organizational links, community 
links, and family embeddedness) by comparing American and Indian employees.

Generally, research indicates that many of the turnover models developed in the US 
predict turnover in other contexts (e.g., Aladwan, Bhanugopan & Fish, 2013; Allen et al., 
2003; Maertz et al., 2003; Ramesh & Gelfand, 2010; Sturman et al., 2012; Tanova & 
Holtom, 2008). However, some constructs emerge as more or less important in these 
other countries, and the details of some models change due to cultural and environmental 
factors. In one study that employed a multinational sample, Sturman and colleagues 
(2012) concluded that cultural factors across 24 countries affected the curvilinearity of the 
performance–turnover relationship. Regarding the decision to leave, Maertz and col‑
leagues (2003) found that the influence of the family was quite pervasive in the turnover 
decisions of Mexican employees. Morrell and colleagues’ (2008) findings challenged the 
generalizability of the unfolding model, as most leavers could not be classified using 
the model with a sample of nurses in the UK. The authors attributed this to variations in 
the labour market for nurses there.

Several cross‐cultural studies have focused on staying by testing the job embeddedness 
model. Peltokorpi (2013) concluded that distinct cultural factors affected on‐ and off‐
the‑job embeddedness among Japanese employees, such as in‐group ties. Additionally, 
Peltokorpi and colleagues (2015) found that risk‐aversion moderated the relationship bet‑
ween organizational embeddedness and turnover intentions in a Japanese sample. Ramesh 
and Gelfand’s (2010) results showed that person–job fit predicted higher retention in the 
US (an individualistic culture), but person–organization fit, organizational links and 
community links predicted higher retention in India (a collectivistic culture). Harman and 
colleagues (2009) found that job embeddedness was not a predictor of turnover inten‑
tions over and above job satisfaction for Albanian employees, despite this relationship 
b eing quite robust in samples in the US. They concluded that the volatile employment 
situation in Albania (e.g., many new businesses moving in, many migrant workers moving 
to the cities) may be a factor.
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In summary, although many of the turnover relationships and models that have been 
developed and validated in the US hold in other settings, there are nuances in these relation‑
ships that can be attributed to the cultural context and environmental influences. Future 
research should continue to examine the role of these situational factors in turnover decisions. 
More suggestions on research in this area are discussed in the section on future research.

Retaining international employees
For multinational organizations, the ‘war for talent’ has become global. When organiza‑
tions face skill shortages they can draw on international workers as a source of human 
capital. Similarly, in‐demand skilled workers are willing to work overseas where their 
c ompetences are needed. Consequently, multinational organizations need to address the 
unique needs and circumstances of qualified immigrant workers and expatriates when 
developing employee retention strategies. The few studies that have been conducted in 
this area have focused on expatriates working in the US (Siers, 2007), US expatriates 
(Ren, Shaffer, Harrison, Fu & Fodchuk, 2014) and skilled migrant workers (Bahn, 2014; 
Halvorsen, Treuren & Kulik, 2015).

As discussed earlier, retention studies based on traditional employee samples have con‑
sistently shown the importance of various worker perceptions and attitudes, including 
perceived fit, equity, justice and support, as well as job satisfaction and organizational 
commitment. In addition to these critical perceptions and attitudes, studies conducted on 
expatriates suggest a few other factors necessary for the retention of international workers, 
most notably the extent to which they are able to adjust and embed themselves in a new 
organization, community and culture (Bahn, 2014; Halvorsen et  al., 2015; Ren et  al., 
2014; Siers, 2007). Appropriate adjustment and a good fit tend to lead to greater organi‑
zational commitment and cognitive states of engagement, which ultimately enhance 
retention (e.g., Halvorsen et al., 2015; Ren et al., 2014).

The expatriate literature has predominantly viewed expatriates as having to react to and 
navigate the demands and pressures of an uncertain international assignment (e.g., learning 
a new language, becoming familiar with cultural novelty, managing differences in cultural 
values; e.g., Bhaskar‐Shrinivas, Harrison, Shaffer & Luk, 2005; Black & Gregersen, 1991; 
Ren et al., 2014) in order to adjust appropriately to the new environment. If the expatriate 
does not respond well or properly adjust to the new environment, cognitive and behav‑
ioural withdrawal is expected. However, Ren and colleagues (2014) proposed that 
 expatriates can also engage in proactive tactics to ease their transition to an unfamiliar 
environment and fully engage in the new organization, community and culture. Indeed, 
the proactive tactic of positive framing (e.g., casting circumstances in a favourable way) has 
been linked to more successful adjustment, and both positive framing and relationship‐
building (e.g., networking with host country colleagues) were linked with greater expatriate 
embeddedness (Ren et al., 2014). Furthermore, Ren and colleagues found that adequate 
adjustment and embeddedness were positively related to intentions both to stay on 
i nternational assignments and renew their contracts.

These results indicate that organizational retention strategies should be adjusted for 
international workers. The traditional turnover models suggesting that perceived fit, 
equity, justice and organizational support are important to retention strategies certainly 
apply to international workers. However, there are other factors and nuances to consider 
for this employee group. Psychological adjustment to a new environment is critical, so 
organizations should equip their international employees not only to manage the demands 
and pressures of a new environment, but to proactively acclimatize themselves to it. 
Foremost, it is not only job fit and organizational fit that matter, but also embeddedness 
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in a new community and culture. The research suggests that organizations employing 
i nternational workers should provide them with opportunities for engaging socially with 
the local community and reducing cultural distance (Halvorsen, Treuren & Kulik, 2015).

Evaluating Turnover Literature

A review of the most prominent turnover theories reveals a holistic picture of the turnover 
process. This includes work and non‐work antecedents of turnover, the mechanisms of 
turnover, the consequences of turnover and moderating effects (Steel & Lounsbury, 
2009). Focusing on the antecedents of turnover, each model offers unique contributions, 
but the models converge on three key antecedents: job attitudes (e.g., job satisfaction), 
withdrawal cognitions (e.g., thoughts of quitting) and withdrawal behaviours (e.g., job 
avoidance). In an attempt to explain as much variance as possible in the turnover criterion, 
researchers have also examined a number of individual, job, organizational and environ‑
mental factors as distal antecedents. Furthermore, the notion of shocks introduced the 
idea that not all turnover decisions follow a systematic, linear process. Rather, some 
decisions are made in response to jarring events that prompt sudden changes in employee 
attitudes and behaviours and consequently lead to turnover. Lastly, to understand why 
some individuals stay and some leave even when they prefer not to, researchers have exam‑
ined the role of job embeddedness, motivational forces and constraints in the turnover 
process. These models have been tested in both US and non‐US contexts.

Figure 21.2 summarizes the antecedents of turnover reviewed in this section. The ante‑
cedents towards the centre of Figure 21.2 represent distal antecedents, while antecedents 
appearing towards the circumferences represent proximal antecedents. According to the 
reviewed literature, the antecedents are presented in order of their distance from the crite‑
rion: individual differences (e.g., personality, interests), environmental, organizational and 
job characteristics (e.g., organizational policies, job autonomy, unemployment rate), 
shocks (e.g., significant work and personal life‐events), affect and attitudes (e.g., stress, job 
satisfaction), cognitive withdrawal states (e.g., thinking about quitting) and withdrawal 
intentions and behaviours (e.g., job searching). The analysed models also capture the 
boundary conditions of job embeddedness, motivational forces and constraints, which are 
thought to interact with withdrawal intentions, behaviours and decisions to stay or leave. 
As Figure 21.2 illustrates, researchers and practitioners now have an almost complete pic‑
ture of the factors impacting turnover.

What is missing is the notion of time. Although the unfolding model recognizes that a 
turnover decision process unfolds over a period of time, the time sequences as an individual 
moves from one phase of the decision process to the next are not specified. Also, there is 
currently no model that is inclusive of the more gradual and rational turnover process based 
on March and Simon’s work and the more sudden turnover decisions that occur in response 
to shocks. In the next section, and based on the literature, we integrate the key factors of the 
various dynamic models of turnover and summarize the two primary pathways to turnover, 
considering, moreover, the various time sequences that occur during the turnover process.

Integrating the Dynamic Models of Turnover

As this review of more than five decades of research emphasizes, turnover is a complex 
phenomenon. Theorists and researchers have searched for the affective, attitudinal and 
cognitive antecedents of turnover. They have proposed gradual and rapid pathways to 
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quitting. They have explored individual differences and context‐specific factors that trigger 
turnover. And they have identified events inside and outside of work that can cause 
someone to leave an organization.

The models reviewed above provide key insights into various factors that promote 
retention and cause turnover. But this review raises an important question: which model 
is most accurate? Each model has received ample empirical support, so choosing one over 
another seems limiting and unjustifiable. Fortunately, making such a choice is not necessary 
because each model approaches turnover in a different way.

In this section we integrate the key factors of these different approaches in a unifying 
understanding of the dynamic nature of turnover, based on five common factors (see 
F igure 21.3), as well as the theory of planned behaviour (Ajzen & Fishbein, 1980), the 
unfolding model (Lee & Mitchell, 1994) and affective events theory (AET; Weiss & 
Cropanzano, 1996).

Factor 1: Fit – The foundation of retention
A critical element of employee retention is fit, a central component of the job embedded‑
ness model (Mitchell et al., 2001). When employees join an organization, they each have 
a set of individual differences, including their demographic profile (e.g., gender, age and 
ethnicity), personality, economic and psychological needs, and personal interests and 
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Withdrawal Intentions and Behaviours

Cognitive Withdrawal States

Affect and Attitudes
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Characteristics

Individual
Differences

Figure 21.2 An integrated framework of the antecedents of turnover.
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aspirations. By and large, employees accept jobs that fit with their individual differences 
(Shacklock, Brunetto & Nelson, 2009; Allen, Weeks & Moffitt, 2005). As new hires take 
up their roles and start to experience the organization, their individual differences interact 
with various aspects of the work environment, including the job (e.g., autonomy, com‑
plexity), the organization (e.g., policies, culture) and other individuals (supervisors, co‐
workers). The degree to which an employee’s individual values, needs, interests and 
preferences match those of the job (person–job fit) and organization (person–organization 
fit) determines the extent and quality of the employee’s work experience and the employee–
employer relationship (Peterson, 2004). Employees’ experiences at work shape their atti‑
tudes toward and perceptions of the workplace. Positive work experiences and good 
quality relationships are likely to lead to high levels of job satisfaction, engagement and 
organizational commitment. Negative experiences and poor quality relationships at work 
are likely to lead to low levels of job satisfaction, engagement and organizational commit‑
ment. These fit‐related attitudes and perceptions are a critical first step in the turnover 
decision process, as low levels of job satisfaction and organizational commitment present 
a turnover risk (Carmeli & Weisberg, 2006; Hollenbeck & Williams, 1986; Hom & 
Kinicki, 2001). Figure 21.3 illustrates fit as the foundational element in turnover decisions. 
It is the first step in the dynamic turnover process, at the point of an employee’s entry into 
an organization.

Factor 2: Triggering events – Fast and slow pathways to turnover
One of the more compelling findings that has emerged is that the decision to quit may 
develop over months or even years, or it may materialize in a matter of moments. First, for 
some employees, the decision to quit is a slow process that emerges over time in response 
to various changes in the work and non‐work environment that create a sense of misfit. 
As March and Simon (1958) originally noted, a decline in employee attitudes, such as job 
satisfaction, can indeed lead to withdrawal cognitions and behaviours and eventually 
turnover. For other employees, the turnover process is more abrupt. According to the 
unfolding model of turnover, specific work or non‐work events (i.e., shocks) can affect the 
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Figure 21.3 An integrated framework of the dynamic turnover process.
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employee–employer relationship and trigger a sudden shift in employee attitudes and 
perceptions, leading to withdrawal cognitions and behaviours and subsequently actual 
turnover (Lee et al., 1996, 1999). A trigger can be a significant work event (e.g., a nega‑
tive performance evaluation) or personal life‐event (e.g., childbirth). Moreover, the trig‑
gering event can be expected or unexpected as well as positive or negative, depending on 
how the individual perceives it (Lee & Mitchell, 1994; Maertz & Campion, 2004). 
Although both types of change process lead to turnover, they are independent paths, as 
critical events have predicted turnover in a manner distinct from the operation of atti‑
tudes and perceptions (Iverson & Pullman, 2000; Kammeyer‐Mueller et  al., 2005). 
Figure 21.3 depicts shocks and triggers as the second factor in the dynamic turnover 
process following fit, with slow and fast pathways to turnover depending on whether there 
is a triggering event.

Factor 3: Change in affect and attitudes
According to affective events theory (AET), an event can set off a chain reaction of emo‑
tional and attitudinal responses (Mignonac & Herrbach, 2004; Rupp & Spencer, 2006; 
Weiss & Cropanzano, 1996). The event and the responses can develop into behavioural 
reactions, according to planned behaviour theory (Ajzen & Fishbein, 1980). Thus, affect 
is a proximal consequence of a triggering event and mediates the relationship between the 
event and attitudinal change, the distal consequence of the trigger (Zhao, Wayne, 
Glibkowski & Bravo, 2007). Together, AET and the theory of planned behaviour suggest 
that when a negative shock occurs (e.g., a breach in the psychological contract) an 
employee may have a negative emotional reaction, such as feeling violated (Morrison & 
Robinson, 1997; Zhao et al., 2007). These negative feelings may deflate critical work atti‑
tudes, such as job satisfaction (Zhao et al., 2007). Conversely, a positive shock, such as a 
promotion, typically elicits positive feelings (e.g., attachment to the organization), which 
may evolve into positive attitudes (e.g., engagement) towards one’s job and organization. 
Thus, triggering events set the stage for a fast pathway to turnover (see Figure 21.3), as 
shocks result in somewhat sudden changes in affect and attitude.

Even if a shock is not experienced, employee affect and attitudes may still change 
(March & Simon, 1958); this is depicted as the slow pathway to turnover in Figure 21.3. 
Over time an individual may become aware of a sense of misfit with the job or organization, 
not because of a particular event but perhaps because of progressive changes in identity, 
interests, preferences or needs as the individual moves through life‐stages (Rothuasen, 
Henderson, Arnold & Malshe, 2015; Skinner, Elton, Auer & Pocock, 2014). As discussed 
earlier, a sense of misfit can generate a slow decline in positive affect towards the job or 
organization and a gradual decline in positive work attitudes, such as job satisfaction.

Factor 4: Withdrawal states – Changing perceptions and behaviours
The shift in work attitudes and perceptions, whether it follows a significant work or non‐
work event or takes place gradually over time, is a critical component of the turnover pro‑
cess, as work attitudes (e.g., organizational commitment) typically lead to a cognitive state 
of intention – the intention to withdraw or engage in the job/organization (Hom et al., 
2012; see Figure 21.3). Cognitive states of withdrawal include preferences to leave, thoughts 
of quitting and intentions to leave. Withdrawal behaviours may take the form of interrup‑
tions at work, lateness and/or absences. For example, employees who perceive conflict 
between their different life domains (e.g., work and family) may show signs of withdrawal 
by allowing the family to interrupt their work time (Hammer, Brauer & Grandey, 2003).
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The reasoned action approach (Ajzen & Fishbein, 1980) to behaviour posits that 
people’s behaviours follow on reasonably from their beliefs, attitudes and intentions. 
Therefore, cognitive states of withdrawal or engagement are thought to translate into 
behavioural reactions that vary for stayers and leavers (Hom et al., 2012). A cognitive 
state of withdrawal is likely to result in negative work behaviours, including withdrawal 
(e.g., absences), job searching and/or counterproductive work behaviours. For instance, 
the employee who has negative perceptions of leadership (Holtz & Harold, 2013), orga‑
nizational justice or ethical climate (Chernyak‐Hai & Tziner, 2014) may engage in 
counterproductive work behaviours. Conversely, a cognitive state of engagement is likely 
to result in positive workplace behaviours, such as organizational citizenship behaviours 
(Dalal, Baysinger, Brummel & LeBreton, 2012). Withdrawal states and behaviours are 
represented as factor 4 in Figure 21.3.

Factor 5: The decision to stay or leave
Figure 21.3 illustrates how cognitive states lead to the final factor in the turnover pro‑
cess – the decision to stay or leave. An individual in a cognitive state of withdrawal who is 
engaging in negative work behaviours, such as job searching, will eventually leave the 
organization (Hom & Kinicki, 2001; Kammeyer‐Mueller et  al., 2005; Somers, 1999; 
Vandenberghe et al., 2011). On the other hand, an individual in a state of engagement 
who is engaged in positive workplace behaviours is likely to stay with the organization 
(Haivas et al., 2013; Halbesleben & Wheeler, 2008). However, various sources of pressure 
and environmental constraints may affect how much control an individual has over the 
final decision to stay or leave (Hom et al., 2012; Maertz & Campion, 2004), for example, 
undesirable job alternatives may force employees to stay even when they prefer to leave 
(Holtom, Mitchell, Lee & Eberly, 2008).

A summary of the dynamic models of turnover
In sum, common across the dynamic models of turnover are five critical factors and two 
main pathways to turnover. First, there are the employee’s pre‐existing conditions (e.g., 
individual differences, employee attitudes, affect and perceptions) and workplace condi‑
tions (e.g., job and organizational characteristics) that determine how well an individual 
fits with the job and organization. As conditions change over time during an employee’s 
tenure, the extent to which an individual fits in the work environment will also change. 
If an employee begins to feel a sense of misfit, a gradual change in affect or attitudes 
towards the job and/or organization may occur. This is the slow pathway to turnover 
and does not involve a specific triggering event. Alternatively, a significant work or non‐
work event may trigger a change in affect or attitude, which is the fast pathway to turn‑
over. Depending on whether attitudes shift in a positive or negative direction, an 
individual will fall into a cognitive state of engagement or withdrawal and then enact 
behaviours indicative of a decision to stay or leave the organization. This is the with‑
drawal phase of the model. The process ends with an actual decision to stay or leave. 
There are boundary conditions to this, including motivational forces and environmental 
constraints.

The decision to stay or leave an organization can be affected by many things. Thus, the 
time‐lag in each path will vary with each individual. First, the timing of shocks will vary 
according to individual features (e.g., length of tenure, gender, career stage) and the 
type of shock (e.g., performance evaluations typically occur once a year, while promo‑
tions are less frequent). Second, the speed of responding to a shock will vary depending 
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on the characteristics of the shock (e.g., the extent to which it is unexpected), individual 
factors (e.g., current levels of job satisfaction) and contextual factors (e.g., whether 
previous shocks have been experienced). The length of time between the reaction and 
the withdrawal state will typically vary for the same reasons. The time gap between the 
withdrawal state and the actual decision will vary for individuals, depending on person‑
ality (e.g., decisiveness), extent of job embeddedness, availability of job alternatives and 
other constraints. Furthermore, the timing of each phase will vary for each individual, 
depending on personal factors (e.g., life‐stage, personality), the type of shock experi‑
enced and contextual factors (e.g., job embeddedness). Taking into consideration exist‑
ing turnover models, it emerges from the literature that turnover is a time‐driven p rocess, 
which involves five major decision factors and takes place along either a slow or fast 
pathway.

Organizational Responses: Employee Retention

The turnover literature identifies various ways to increase employee retention. In this sec‑
tion, we highlight four research insights for reducing unwanted turnover: 1) create a 
positive work environment, 2) promote fit, 3) encourage leaders to behave in supportive 
ways and 4) help employees manage shocks.

Create a positive work climate
Researchers have found that one of the best ways to prevent turnover is to cultivate a 
positive work environment (e.g., Ramsay, 2006; Vance, 2006). Work climate is how 
employees perceive their work environment, which is based on the cultural values and 
beliefs the organization holds. To enhance employee retention, a work climate must 
have a set of positive company values and beliefs as its foundation. High‐retention com‑
panies tend to have a strong and engaging organizational culture that is based on integ‑
rity, respect, equality, teamwork and worker involvement (Holtom, Mitchell, Lee & 
Eberly, 2008; Richman, Civian, Shannon, Jeffrey & Brennan, 2008). These positive 
values can help create a work climate that employees perceive as rewarding, supportive 
and equitable. It is the leaders of organizations who are largely responsible for culti‑
vating a positive culture not only by establishing positive work values for the organiza‑
tion, but also in their daily actions and decisions enacting the company’s beliefs 
(Breevaart, Bakker, Hetland, Demerouti, Olsen & Espevik, 2014; Campbell, Perry, 
Maertz, Allen & Griffeth, 2013).

Earlier studies have demonstrated the importance of work climate for turnover and 
retention. For instance, perceptions of supervisor support, organizational support and 
procedural justice have all been linked with lower turnover intentions, mainly by increas‑
ing employee commitment and reducing burnout (Campbell et al., 2013; Maertz et al., 
2007; Posthuma, Maertz & Dworkin, 2007). Conversely, perceptions of inequity, such as 
a psychological contract breach, can increase turnover intentions (Chin & Hung, 2013). 
Thus, the research implies that companies must create positive work experiences for 
employees in order to increase satisfaction and commitment and thereby increase inten‑
tions to stay (Allen et al., 2010; Boroş & Curşeu, 2013; Chang et al., 2013). To do so, it 
is critical that HR and leaders continually assess whether organizational policies (e.g., 
reward systems) are fair and competitive and whether managerial actions (e.g., pay and 
promotion decisions) are supportive and just.
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Promote fit
According to the job embeddedness literature and the organizational model of employee 
persistence, integrating employees into various organizational systems (e.g., the social, 
career and performance systems) can help embed employees in the organization and 
thereby increase retention (Mitchell et al., 2001; Peterson, 2004). Researchers have found 
that a high level of fit contributes to job satisfaction, organizational commitment and 
intentions to stay (Allen, 2006; Kammeyer‐Mueller & Wanberg, 2003; Mossholder et al., 
2005; Payne & Huffman, 2005).

There are numerous ways to promote this deep level of integration and fit, which extend 
across various stages of the employee experience. First, during the recruitment process, real‑
istic job previews help prevent psychological contract breaches and foster fit with the job 
and organization (Allen et al., 2010; Breaugh & Starke, 2000; Zhao, et al., 2007). During 
the application process, selecting certain personality traits (e.g., conscientiousness and 
agreeableness) may improve retention (Zimmerman, 2008). Ensuring that individual 
knowledge, skills and abilities fit the job well and that the individual’s values match the 
organization’s can also help improve retention (Allen et al., 2010; Griffeth & Hom, 2001; 
Kristof‐Brown, Zimmerman & Johnson, 2005). When on‐boarding and socializing 
employees, research suggests that it may help to ensure that employees are adjusting well 
(i.e., they are adequately learning how to do their jobs and function in the social and cultural 
environment; Allen et al., 2010; Peterson, 2004). Also, managers who foster positive rela‑
tionships between employees and supervisors (e.g., high leader–member exchanges) can 
help integrate employees. Positive interactions with members of the organization can help 
create a sense of belonging, connectedness and person–environment fit (Peterson, 2004).

Encourage leaders to behave in supportive ways
It has been said that employees do not leave jobs, they leave managers. Research shows 
that leaders do in fact impact employee retention and turnover. In a study of 225 social 
services workers, Maertz and colleagues (2007) found that employee perceptions of super‑
visor support was an important predictor of turnover behaviour and that employees’ 
r elationship with their managers can directly impact turnover decisions. In fact, their 
results suggest that a high level of perceived supervisor support can compensate for a low 
level of perceived organizational support and prevent employees from quitting. Likewise, 
Han and Jekel (2011) found that when employees find their manager is supportive, they 
are more satisfied with various aspects of their job, which in turn reduces intentions to 
quit. Research by McClean, Burris and Detert (2013) suggests that managerial responsive‑
ness to employee feedback is a critical determinant of turnover. In this study of employees 
working in 136 restaurants, McClean and colleagues found that when managers were wil‑
ling and able to engage in change, vocal employees – those frequently demanding improve‑
ments – were less likely to quit. Tse, Huang and Lam (2013) found that transformational 
leadership behaviours increase employees’ affective commitment to the organization, 
thereby reducing intention to leave and turnover behaviour. Together, these studies 
emphasize that when leaders behave in supportive, responsive and inspiring ways, they are 
more likely to engage their employees, increase their job satisfaction and reduce turnover.

Help employees manage shocks
Change, at both the individual and organizational levels, is increasingly common in today’s 
work environment. Research shows that organizations can help employees manage change, 
and thereby prevent attrition, if they provide appropriate opportunities and support. For 
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example, support can be provided when employees experience job shocks that may cause 
them to leave, such as a missed promotion, a poor performance review or changes to their 
job (Allen et al., 2010; Griffeth & Hom, 2001; Heneman & Judge, 2006). Additionally, 
Allen and colleagues (2010) found that when growth opportunities, such as coaching, 
mentoring, training, career planning and development, were provided throughout 
employees’ tenure, employees were more likely to stay with their organizations through 
challenging times (Allen et al., 2010).

Peterson’s (2004) organizational model of employee persistence provides a road map 
for developing responsive strategies to attrition causing events at the organizational level. 
Peterson argues that when organizational events change the employee–employer rela‑
tionship, organizations have the opportunity to manage the negative emotional and atti‑
tudinal reactions that employees may have to those changes. Organizational changes and 
work events can be operational (e.g., new leadership, strategic redirection, mergers, 
r estructuring, introduction of new systems, processes, products or services) or people‐
related (e.g., implementation of new HR policies or programmes, psychological contract 
breaches).

According to Peterson’s (2004) model, leaders and managers should provide emotional 
and instrumental support following these organizational changes to maintain a balanced 
relationship and prevent employee turnover. If the change event is anticipated, the orga‑
nization can provide support by preparing employees, gaining support for the changes and 
providing guidance during the transition period. Managers play an especially important 
role during organizational changes and events, as they have direct and frequent contact 
with employees. Essentially, they have the responsibility to monitor reactions to work‐
related and personal shocks and help employees cope; this could prevent employees from 
leaving (Zhao et  al., 2007). They can do so by providing instrumental and emotional 
support and making accommodations for employees following a shock.

Future Research

Over the past five decades or so, researchers have learned a great deal about the factors 
that influence employees’ decision to stay or leave. But there is still much we do not 
understand about the causes of turnover. Here we present seven areas of opportunity for 
future research that could shed new light on the turnover process.

Life‐stage
March and Simon (1958) suggested that the compatibility of the work role with other life 
roles was an important component of the turnover process. Indeed, an employee’s stage 
in various areas of personal life and professional life may affect the turnover decision‐ 
making process and the speed of transition from one phase to the next. Professionally, 
there are different stages in a job, career and organization. Personally, there are different 
stages in friendships, marriage, parenthood and other relationships.

Stages in various life roles may influence not only what occurs during each phase of the 
dynamic turnover process but also how quickly an individual moves between the phases. 
For instance, the degree to which an employee’s values, needs, interests and preferences 
match those of the job and the organization will change depending on where an individual 
is in various life roles. Also, the type, timing and frequency of shocks experienced will vary 
depending on life‐stages, and where an individual is in life may influence the final decision 
to stay or leave.
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Earlier research explored constructs related to life‐stage. For instance, role conflict 
b etween work and non‐work roles can create negative reactions that lead to withdrawal 
cognitions (Hom & Kinicki, 2001) and turnover (Huffman, Casper & Payne, 2014). 
Additionally, the extent to which organizational policies meet the diverse needs of workers 
at different life‐stages has been linked with turnover intentions (e.g., Skinner et al., 2014). 
But most research on life‐stages has been cross‐sectional or retrospective, preventing 
researchers from truly understanding how life‐stages affect the turnover process. Future 
research needs to evaluate where employees are in their personal life roles, job roles, tenure 
in an organization and careers.

In line with prior authors’ calls, researchers need to continue utilizing repeated mea‑
sures and longitudinal designs that follow employees as they move through the stages of 
their personal and professional roles, as this will allow researchers to determine whether 
the turnover process unfolds differently for employees at different life‐stages. Researchers 
could measure the relative importance of different decision inputs over time by asking 
employees at various life‐stages what is salient to them in their turnover decisions (Holtom 
et al., 2008; Russell, 2013).

Individual decision modelling
In addition to between‐subject differences in the decision to quit, how a single employee 
decides to quit can vary greatly depending on a number of variables (e.g., life‐stage, extent 
of job embeddedness). To examine within‐subject differences in the turnover decision 
process, we concur with Russell’s (2013) call to make more use of decision simulation 
exercises. Focusing more on how employees decide to quit can help researchers estimate 
individual models that map idiosyncratic decisions to stay or leave an organization.

Stayers
The long‐standing presumption that staying and leaving are related behaviours (Harman, 
Lee, Mitchell, Felps & Owens, 2007; Mitchell et al., 2001; Steel, Griffeth & Hom, 2002) has 
led to the false assumption that the factors contributing to turnover are related to retention. 
Because staying and leaving are psychologically distinct constructs, the decision processes and 
antecedents for each may differ, making it important to examine them i ndependently. Indeed, 
Steel and colleagues (2002) argued that different motives may be salient for stayers (e.g., a 
strong relationship with a supervisor) and leaving (e.g., career advancement). Many organi‑
zations do indeed conduct ‘stay’ interviews. Future research should continue to explore 
why people stay in their organizations; results could be used to bolster retention efforts.

Newcomers
Turnover often occurs early in an employee’s tenure (Hom & Griffeth, 1995), yet this 
employee population has been ignored (Holtom et  al., 2008). Early turnover can be 
costly, as investments in employees are not typically realized until they have been with an 
organization for at least six months. As a preventative measure, scholars have suggested 
identifying applicants with turnover propensities prior to organizational entry (Barrick & 
Zimmerman, 2005). For instance, applicants have pre‐existing attitudes and intentions 
that are indicative of turnover (Hom & Griffeth, 1995), such as desire for the position and 
advanced quitting plans (Hom & Griffeth, 1995; Lee & Mitchell, 1994; Maertz & 
Campion, 2004). Future research should explore both individual differences and contextual 
factors that cause newcomers to leave soon after joining an organization.
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Boomerang employees
Employees who leave their organizations and return at a later date – so‐called boomerang 
employees – are a unique population. This group has received very little attention in the 
turnover literature, despite the prevalence of this hiring strategy (Shipp, Furst‐Holloway, 
Harris & Rosen, 2014) and evidence suggesting that boomerangs tend to stay on the job 
longer and perform well on return, particularly those who initiated their own departure 
and performed well before leaving the organization (Sertoglu & Berkowitch, 2002; 
Swider, Liu, Harris & Gardner, 2015). A focus on this population can help organizations 
understand not only what drives employees to leave, but what compels them to return. 
For instance, Shipp and colleagues’ (2014) examination of re‐hires revealed that when 
these individuals decided to leave they had more often formed a plan for what to do after 
leaving the job (e.g., pregnancy, going to graduate school, pursuing a specific career goal) 
than those who quit and never returned. These findings imply that when employees leave 
for planned personal reasons, rather than because of negative work experiences, employers 
may be able to influence them to stay. Future research on boomerangs could reveal 
whether such strategies are effective.

Turnover destinations
To date, little is known about where employees go after leaving their organizations. Studies 
of turnover destinations could provide much insight into what drives employees to leave 
(Hom et al., 2012). Exit interviews typically include questions about the leaver’s new job 
and organization. This information could be used to determine whether predictors of 
turnover differ depending on destination. For example, the motivational forces that cause 
a high‐skilled worker to go to a competitor are likely to differ from the motivational forces 
that compel a stagnant worker to move on to a new occupation.

Multinational samples
Many turnover studies have been conducted on non‐US samples, as discussed earlier 
(Harman, Blum, Stefani & Taho, 2009; Robinson, Griffeth, Allen & Lee, 2012), with 
the majority of non‐US studies conducted in Australia (e.g., Smith, Oczkowski & 
Smith, 2011), the UK (e.g., Morrell, Loan‐Clarke, Arnold & Wilkinson, 2008), China 
(e.g., Hom & Xiao, 2011) and India (e.g., Guchait & Cho, 2010). The purpose of 
these studies has mainly been to replicate US findings (e.g., Allen et  al., 2009) and 
determine whether relationships vary by culture and national content (Gelfand, Erez & 
Aycan, 2007). The research suggests that certain variables that are highly predictive of 
turnover in the US, such as job embeddedness, may have differential effects cross‐
c ulturally (Harman et al., 2009; Ramesh & Gelfand, 2010). For instance, off‐the‐job 
embeddedness may be more important in collectivistic culture than in individualistic 
cultures (Jiang et al., 2012). Although some cross‐cultural research has gone beyond 
examining just one nationality by making comparisons between US and non‐US 
employees (e.g., Bingham, Boswell & Boudreau, 2005; Wang, Lawler, Walumbwa & 
Shi, 2004), this crash approach (i.e., comparing just one country’s results with the rest 
of the world) is still quite limited. Other cross‐cultural studies have compared multiple 
countries within a region, such as Europe (Tanova & Holtom, 2008; Zheng & Lamond, 
2010). But to truly understand how antecedents, consequences and turnover decisions 
differ across regions, future research needs to be conducted with large cross‐national 
samples.
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In summary, there are many emerging areas in turnover research that can serve as the 
foundation for future research over the following decades. We have highlighted just a few 
in this section. Future research on employee life‐stages and individual decision model‑
ling can build on the critical notion of time in the turnover process. Further research on 
stayers, newcomers, boomerang employees and turnover destinations can greatly expand 
our understanding of the factors impacting employee turnover and retention. Lastly, large 
multinational samples can expand existing turnover models and provide further insight 
into the role of cultural values and context in turnover decisions.

Conclusion

We are in the human capital era (Burke & Cooper, 2008; Fitz‐enz, 2000). A growing 
body of research shows that in today’s business environment, where technology and global 
economies can level the playing field, employees represent one of the few unique compet‑
itive advantages that companies have (Pfeffer, 1994, 1998; Ulrich & Brockbank, 2005; 
Ulrich & Smallwood, 2003). With this in mind, many organizations are doing everything 
they can to attract, engage and retain their employees.

Over the past five decades or more, we have learned much about why employees quit 
their jobs. For some, the decision is based on a considered analysis of inputs and outputs. 
For others, it comes after months of disengaging and disappointing experiences. Some 
employees leave because sudden changes at work cause them to re‐evaluate their jobs and 
careers. Others experience events outside of work – the birth of a child, the onset of an 
illness – that pull them away.

Based on this body of research, we now have a much better understanding of the var‑
ious ways that turnover decisions are made. While the turnover process is complex and 
multiple pathways exist, there are evidence‐based strategies that leaders and managers 
can utilize to increase retention. By building and sustaining a positive work environment, 
organizations can proactively create a culture that prevents turnover. By socializing 
employees, fostering relationships and creating a good job fit, managers can help 
employees fully embed in the organization. Through supportive, fair and rewarding 
behaviours and actions, leaders and managers can increase employees’ job satisfaction 
and organizational commitment. Finally, during periods of change, leaders and managers 
can respond to employees’ concerns and develop adaptive strategies that discourage top 
talent from quitting. Through exit i nterviews and retention‐specific linkage studies, 
HR  analysts can identify turnover trends, concerns and root causes within their own 
organization.

Despite decades of progress, there is still more to learn about employee retention and 
turnover. We hope this chapter encourages researchers and practitioners to continue 
exploring new ways to prevent dysfunctional turnover and create work environments that 
are productive, rewarding and engaging for employees.
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Introduction

Talent management and retention have become widely acknowledged as among the most 
important factors for organizational success since the McKinsey Report coined the term 
‘the war for talent’ in 1997 (Collings & Mellahi, 2009). Given its popularity and strategic 
importance in the corporate world (Collings, Scullion & Vaiman, 2011; Festing & Schafer, 
2014; PricewaterhouseCooper [PWC], 2013), the discourse and the practice have been 
principally driven by business and consulting firms (Al Ariss, Cascio & Paauwe, 2014), 
particularly under the notion of talent shortage. For example, the Economist Intelligence 
Unit in 2006 reported that 7 in 10 leaders spent more than 20% of their time on talent 
management activities. However, talent management has also become the most important 
challenge for HR directors in Europe and a ‘headache’ for CEOs (PWC, 2013), with only 
30% of them saying they have the talent they need to fulfil their future growth ambitions. 
According to the Manpower Talent Shortage Survey (2015), different countries or regions 
have different demands on talents. In the Americas (Argentina, Brazil, Canada, Colombia, 
Costa Rica, Guatemala, Mexico, Panama, Peru and the United States), skilled trade 
workers, technicians and sales representatives are the three most difficult positions to fill, 
while in Asia‐Pacific (Australia, China, Hong Kong, India, Japan, New Zealand, Singapore 
and Taiwan) sales representatives, engineers and technicians are the top three positions. 
In Europe, Middle East and Africa (Austria, Belgium, Bulgaria, Czech Republic, France, 
Germany, Greece, Hungary, Ireland, Israel, Italy, The Netherlands, Norway, Poland, 
Romania, Slovakia, Slovenia, South Africa, Spain, Sweden, Switzerland, Turkey and the 
UK), skilled trade workers, engineers and sales representatives are in high demand.

While organizations are waging this talent war with each other, it would appear that it 
is talent itself that has won (Bersin, 2013). Indeed, while unemployment rates remain 
high, those with skills critical to organizations continue to be in demand. Furthermore, 
the effect of the global village has enabled the workforce to be more mobile and eager to 
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seek out and move to better organizations and labour markets (PWC, 2013). So, how do 
organizations attract talent and, crucially, how do they retain talent? This review first out
lines the emerging literature on talent and talent management and then focuses on dif
ferent types of retention strategy: employer branding, organizational attractiveness, talent 
engagement (the impact of leadership style, human resource development opportunity, 
rewards, benefits, on‐boarding and organizational culture and identity), and their impact 
on talent retention. Finally, the future of talent retention research and strategy is d iscussed.

What is Talent Management?

Much has been written and discussed about the diverse definitions of talent and talent 
management, especially in the last six years, for example, when six special issues on talent 
management were published in the Journal of World Business (Al Ariss et  al., 2014; 
Collings, Scullion & Vaiman, 2015; Dries, 2013; Glaister, Tatoglu & Demirbag, 2016; 
McDonnell, Collings & Burgess, 2012; Scullion, Collings & Caligiuri, 2010; Vaiman & 
Collings, 2013). From the practitioners’ side, the UK Chartered Institute for Personnel 
Development (CIPD) has produced its own Learning and Talent Development annual 
report since 2011 (www.cipd.co.uk/research/learning‐talent‐development). Around the 
world, other societies such as the Society of Human Resource Management (SHRM) and 
the Association of Talent Development (previously American Society of Training and 
Development) in the US, and the Australian Human Resource Institute have also pub
lished reports and white papers on global talent management and global trends in talent 
development (Tarique & Schuler, 2012; www.td.org; www.ahri.com.au). Similarly, global 
consultancy companies (e.g., McKinsey, PricewaterhouseCoopers, Hay Group, Towers 
Watson, Manpower Group and Boston Consulting Group) regularly release updates on 
their global survey of talent management. However, given the increase of popularity of 
this topic and the importance of its role for organizations, little consensus on its definition 
has been achieved (Dries, 2013). McKinsey, which started the trend, p roduced a compre
hensive definition of talent as ‘the sum of a person’s abilities … intrinsic gifts, skills, 
knowledge, experience, intelligence, judgement, attitude, character and drive’ (Michaels, 
Handfield‐Jones & Axelrod, 2001). It also includes that talent has the ability to learn and 
grow. In the academic field, Gallardo‐Gallardo, Dries and Gonzales‐Cruz (2013) synthe
sized the various definitions and constructed a framework to understand talent 
(Figure 22.1). Thus, talent is a characteristic of either a person (an object) or a whole 
person (a subject).

In our review, we take this forward and consider talent as a fluid concept which is very 
dependent on circumstances (e.g., sector, size of organization, culture). Talent is valuable 
only to the organization; thus, a talent is identified only if there is a need for such skills in 
the organization. Talent management is therefore not just about attracting and retaining 
the talent, but also about reviewing the organizational needs and letting unrequired talent 
leave. In this review, we focus on selected retention strategies practised by high‐retention 
companies.

Retention Strategies

Retention of valuable employees has been of serious concern to managers in the face of the 
ever‐increasing high rate of employee turnover (Hay Group, 2014). A recent industry‐wide 
survey of 618 organizations revealed that the majority of all attrition (52%) occurs, on 
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average, in the first year of employment, dropping to 27% thereafter (Talent Keepers, 2013). 
Why do people leave? Turnover is a complex phenomenon which is dependent on many 
variables. Griffeth and Hom (2001) described turnover according to three para meters: 
voluntary/involuntary, functional/dysfunctional and avoidable/unavoidable. Ineffective 
selection and on‐boarding processes contribute to this early attrition spike. Poor fit based on 
the skills required (37%) and unfulfilled expectations of job duties and work schedules (30%) 
are the main reasons why people leave early (Talent Keepers, 2013). We discuss here some 
of the crucial factors affecting talent attraction and subsequently talent retention.

Employer branding
The term ‘employer branding’ describes how an organization markets what it has to offer to 
potential and existing employees (CIPD, 2009; Mandhanya & Shah, 2010). It characterizes 
the package of functional, economic and psychological benefits provided by employment and 
identified with the employing organization (Ambler & Barrow, 1996) as a means to differen
tiate itself in the competitive labour market highlighted by the 1997 McKinsey Report 
(Collings & Mellahi, 2009). Employer branding is borrowed from the field of marketing, 
where branding helps to attract customers (talent recruitment in our case), communicate 
with them effectively (talent engagement) and maintain their loyalty (talent retention). 
Organizations are increasingly looking to capitalize on their brand equity to successfully 
attract and retain talent, applying branding principles to people management (Backhaus & 
Tickoo, 2004). For example, the status of ‘best employer’ or ‘employer of choice’ is something 
that more and more organizations are striving for (Berthon, Ewing & Hah, 2005).

What factors underlie employer branding? Backhaus and Tickoo (2004) suggested 
s everal dimensions which can be grouped into corporate social responsibility, customer ori
entation and satisfaction, organizational climate, workers’ non‐work‐related r esponsibilities, 
work–life balance and stakeholders’ responsibility. Research into employer branding and 

+

+
+

+
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(talent as characteristics of people)

SUBJECT approach
(talent as people)

talent as NATURALABlLITY

inborn, unique abilities that
lead to superior performance

being in the right organization, in the right position, at the right time

talent as FIT

commitment to one’s position and to one’s employing organization
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Figure 22.1 Gallardo‐Gallardo’s framework for conceptualization of talent within the world of 
work. Source: Gallardo‐Gallardo et al. (2013). Reproduced with permission of Elsevier.
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its impact on talent retention is sparse, but many of the dimensions identified by Backhaus 
and Tickoo (2004) impact employee retention. Thus Botha, Bussin and De Swardt (2011) 
constructed a model which linked branding to talent attraction and retention. Indeed, 
attitudes to branding are different from attraction to retention (Ito, Brotheridge & 
McFarland, 2013). Sokro’s (2012) study of the banking sector in Ghana revealed that 70% 
of surveyed bank employees valued their company image as an incentive to stay, closely 
followed by job security (71%) and opportunities for growth (74%). Similarly, a significant 
relationship was found between employer branding and employee retention in a survey of 
academics in Indian management institutes (Mehta & Sharma, 2013). Much academic 
focus has been on employer branding and its ability to attract talent, with the assumption 
that recruits attracted by a company’s brand equity will more likely stay with the organiza
tion (Supornpraditchai, Miller, Lings & Jonmundsson, 2007). Thus several studies have 
shown that employer branding and the brand equity of an organization impact to some 
extent the attractiveness of the organization as a place of employment (e.g., Jiang & Iles, 
2011; Moroko & Uncles, 2009; Priyadarshi, 2011; Shahzad, Gul, Khan & Zafar, 2011; 
Wilden, Gudergan & Lings, 2010). However, employees differ in their responses to 
employer branding and brand equity. Jiang and Iles (2011) found that national and 
cultural differences exist for rating the brand equity of organizations. Likewise, differ
ences exist between the age and gender of employees (Alniacik & Alniacik, 2012). The 
benefits of brand equity include both internal and external organizational attractiveness 
(Jiang & Iles, 2011), which will be discussed in the following sections.

Organizational attractiveness
There has been a proliferation of assessments of organizational attractiveness (Auger, 
Devinney, Dowling, Eckert & Lin, 2013; Berthon et  al., 2005; Ito et  al., 2013). For 
example, consistent ranking in the ‘Best Employer Survey’ can influence choice in seeking 
organizations for employment (Berthon et  al., 2005; Ito et  al., 2013). It is sometimes 
assumed that attracting and retaining talent are similar processes (e.g. Botha et al., 2011). 
However, a global workforce survey by Towers Watson (2012) reveals that there are clear 
differences in priorities between organizational attractiveness and retention (see Table 22.1).

Talent engagement
Talent engagement can be summarized as the rational or emotional commitment to 
something or someone in the organization, how hard they work as a result of this commit
ment and how long they intend to stay (Macey & Schneider, 2008; Welch, 2011). 
Employees who are engaged are considered to be more productive, content and 
more  likely to be loyal (Grumana & Saksb, 2011; Halbesleben & Wheeler, 2008; 

Table 22.1 Priorities in talent attraction and retention.

Priority Attraction Retention

1 Base salary Base salary
2 Job security Career advancement opportunities
3 Career advancement opportunities Relationship with manager
4 Convenient work location Trust/confidence in leadership
5 Learning and development opportunities Ability to manage/limit work‐related stress

Source: Towers Watson (2012).
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Markos & Sridevi, 2010; Rich, Lepine & Crawford, 2010). The growing importance of 
talent engagement to the organization can be seen in the increased cost of engaging 
employees: a survey from the HR consultancy Bersin by Deloitte revealed that $720 million 
was spent in the US, which was forecast to grow to about $1.5 billion (Kowske, 2012). 
Importantly for our discussion, a 2004 survey of 50,000 employees in 27 countries by the 
Corporate Leadership Council (2004) revealed a link between engagement and retention. 
Similar results were found in later global surveys (Towers Perrin, 2007; Towers Watson, 
2012) and in academic research on talent engagement and retention in organizations 
ranging from business processing outsourcing (Arora, 2012; Bhatnagar, 2007; Tymon, 
Stumpf & Doh, 2010) and healthcare (Spence Laschinger, Leiter, Day & Gilin, 2009; 
Tillot, Walsh & Moxham, 2013) to hospitality (Hughes & Rog, 2008; Tews, Stafford & 
Michel, 2014a; Yang, Wan & Fu, 2012).

A workplace survey of 142 countries revealed that only 13% of the global workforce is 
engaged and 20% of the employees surveyed are reported to be actively disengaged, 
c reating a negative atmosphere in the workplace (Gallup, 2013). What can be done to 
increase engagement? Much is being spent (Kowske, 2012), but are the large resources 
earmarked for talent engagement used effectively? The Corporate Leadership Council 
(2004) examined more than 300 potential factors affecting employee engagement and 
classified them into several overarching themes: management and leadership; financial 
rewards; benefits; on‐boarding; learning and development opportunities; and organizational 
culture.

The Impact of Management and Leadership Style

Once hired, most of the responsibility for talent engagement and retention shifts to the 
line manager. Although the HR department and the senior management team may feel it 
is their responsibility to manage talent retention, it is crucial to include the direct man
agers to direct, guide and evaluate employees. Buckingham and Coffman’s (1999) seminal 
analysis of the Gallup studies on workplace engagement, which includes interviews with 
1 million employees and 80,000 managers across 142 countries, reveals that people leave 
managers not companies. Thus academic research has focused on understanding and 
improving management and leadership styles (Anthony et  al., 2005; Duffield, Roche, 
Blay & Stasa, 2011; Taunton, Boyle, Woods, Hansen & Bott, 1997; Waldman, Carter & 
Hom, 2012; Wallis & Kennedy, 2013).

We focus our discussion on the healthcare sector, which provides an ideal research 
setting for investigating the role of leadership and retention. It has been proposed that 
nurse managers form a bridge between the senior executive team and frontline bedside 
nurses, and that nurse retention is one of the many responsibilities that characterize nurse 
managers’ work (Andrews & Dziegielewski, 2005). Nursing staff turnover is high, with 
about 17.5% of newly licensed registered nurses leaving their first job within a year and 
33.5% leaving within two years (Hayes et al., 2012). However, nurses do not leave the 
hospital; rather, they leave their managers (Ribelin, 2003) and thus they can provide 
further information regarding their reasons for leaving. This has also been observed across 
professions, with a survey reporting that 42% of employees leave because they dislike their 
manager (People Management CIPD, 2015). A study of leadership styles of nurse man
agers revealed that transformational style, in which the leader motivates followers to move 
beyond self‐interest and work for the collective good, was significantly associated with 
lower staff turnover (Blake, Leach, Robbins, Pike & Needleman, 2013; Cowden, 
C ummings & Profetto‐McGrath, 2011; Raup, 2008), whereas transactional leadership, 
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in which the leader clarifies expectations and rewards followers for fulfilling these, was 
found to be a deterrent to retention (Kleinman, 2010). Similarly, research on leadership 
and retention in other sectors, such as the information technology, business process out
sourcing (Resmi, Gemini, Silvian & Kannan, 2014; Thirulogasundaram & Kumar, 2012) 
and hospitality industries (Baytok, Kurt & Zorlu, 2014; Dai, Dai, Chen & Wu, 2013; 
Whitelaw, 2013), showed that transformational leadership positively affects organizational 
commitment through distributive justice and trust, leading to lower turnover.

If employees are viewed as drones working simply to fulfil work expectations, motiva
tion and intention to stay can be low. However, if employees are treated as valuable mem
bers and motivated to perform, they are more likely to stay and work beyond expectations 
(Wang, Oh, Courtright & Colbert, 2011). The transformational leader will usually act as 
a mentor, coaching subordinates individually on their career path and providing the right 
work environment to draw on their talents and strengths, such as setting challenging 
job assignments and opportunities to contribute and make a difference, and allocating 
appropriate salary increases based on job performance (Tse, Huang & Lam, 2013).

In addition to appropriate leadership style, Kaye and Jordan‐Evans (2000) suggested 
that a good manager should be able and empowered to choose the right talent to join the 
team, as this greatly increases the chances for strong group dynamics and reduces the risk 
of turnover. Thus research shows that a poor team climate is associated with a greater turn
over rate in healthcare (Goh, Eccles & Steen, 2009; Kivimäki et  al., 2007) and the 
hospitality industry (Tews, Michel & Allen, 2014b). When managers develop and utilize 
these key behaviours with high‐potential individuals, they increase the overall likelihood 
for that high potential to remain with the organization.

The Impact of Financial Rewards

A Towers Watson survey (2012) placed salary as the top priority for both talent recruit
ment and retention. Referring to Maslow’s hierarchy of needs (1943), the first level of 
needs is associated with the physiological needs that must be met for survival. Thus income 
represents the basic financial need to be fulfilled before other levels are considered. 
Furthermore, higher financial rewards make alternative employment unattractive. 
However, it is important to consider that the value of money is dependent on the profile 
of the talent, with age, gender, number of dependants, stage of career and professional 
background all influential factors. For example, money is important for the principal wage 
earner in the low‐wage sector or in resource‐poor countries (Dill, Morgan & Marshall, 
2013), whereas those in higher‐paid work or high‐income countries will be more interested 
in work quality and career opportunities, for example (Ahmed et al., 2012). A Corporate 
Leadership Council’s survey (2004) reveals that some employees will be more motivated 
by financial rewards than others, such as those in sales, where pay is more commonly 
related to performance. Indeed, tying compensation to performance was found to be a 
powerful lever of discretionary effort (Fang & Gerhart, 2012). As a precautionary note, it 
is important to remember that public sentiment about large annual bonuses for performance 
was negative following the financial crisis and bailouts of banks during the 2008–2009 
economic crisis (DeSantis, 2008). Furthermore, pay for performance, when structured 
badly, is believed to provide an incentive for distorted behaviours to maximize short‐run 
performance of the kinds that led to the implosion of organizations such of Enron and 
WorldCom (Rappaport, 2005).

To retain the most valuable people, it has become common practice to give 
employees retention bonuses, especially following a merger (Kohers & Ang, 2000; 
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Cosack, Guthridge & Lawson, 2010). However, retention cannot be accomplished 
through financial incentives alone (e.g., performance‐based cash bonuses, increases in basic 
pay and stock) as evidence shows that for people with good salaries, some non‐financial 
motivators (praise from line manager, attention from leaders and opportunities to lead 
projects or taskforces) are more effective in building long‐term talent engagement in 
most sectors, job functions and business context (Dewhurst, Guthridge & Mohr, 2009). 
Furthermore, offeirng more pay for work can lead to a transactional leadership style which 
has been shown to increase turnover, as discussed earlier. In the aftermath of the economic 
recession, remuneration costs were cut by 15% or more (Dewhurst et al., 2009) leading 
some to comment on the relative importance of financial rewards for retention (Cosack 
et al., 2010; Giancola, 2012; Heskett, 2009). These rewards are estimated to be at least 
5–8% of an employee’s salary (Withers, 2001). Yet other types of non‐financial, ‘soft’ benefits 
were found to be less expensive (about 4% of salary) and just as effective as a financial 
reward, if not more so.

The Impact of Benefits

In addition to medical and dental insurance, pension contributions and annual leave, orga
nizations are offering more attractive ‘soft’ benefits (Hannay & Northam, 2000), such as 
medical insurance covering the employee’s family, more annual leave based on seniority, a 
generous housing subsidy or a car loan (Chew, 2005). In addition, the provision of easy‐
access or on‐site childcare facilities and flexible working hours has been shown to increase 
the retention of female employees in healthcare at all levels, from managers (Abbot, 
De Cieri & Iverson, 1998) to frontline nurses (Klemm & Scbreiber, 1992), especially for 
those returning after taking maternity leave (Nowak, Naude & Thomas, 2013).

The impact of non‐financial benefits has also been investigated in retaining talent in 
developing areas, to counter the so‐called brain drain (Willis‐Shattuck et al., 2008, Taylor 
et al., 2011). This talent loss is associated with emigration from poor to developed coun
tries, and, in the absence of financial benefits, retention initiatives have focused on housing 
subsidies, continuing education and hot meals (Gow et  al., 2013; Taylor, Hwenda, 
L arsen & Daulaire, 2011; Willis‐Shattuck et al., 2008). Interestingly, similar initiatives are 
also found in developed countries: healthcare workers are given housing benefits to pre
vent them from leaving hospitals in expensive locations (e.g., London), and also to prevent 
them from leaving undesirable locations (Baumann, Yan, Degelder & Malikov, 2006).

The Impact of On‐boarding

Many organizations have realized that talent retention starts at the hiring process, and the 
window of opportunity to impact and impress new recruits comes within the first six 
months of employment (Gilmore & Turner, 2010; Lundberg & Young, 1997; Verlander & 
Evans, 2007). According to one HR consultancy, the Wynhurst Group, new employees 
decide whether they feel at home or not in the first three weeks on the job, 4% of new 
employees leave after a disastrous first day and 22% of staff turnovers occur within the first 
45 days (cited in Caela, 2007). Thus, more and more companies have established formal 
on‐boarding programmes and here there are areas which can be developed to maximize its 
effectiveness. Importantly, on‐boarding is not simply the orientation tour given during the 
first or second day on the job, but a more comprehensive and strategic programme of 
integrating new recruits into the organization and providing them with the resources and 
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information needed to integrate and succeed (Friedman, 2006; Lavigna, 2009). 
Communication is key to a successful on‐boarding (Serbin & Jensen, 2013). This section 
describes strategies to make on‐boarding effective.

Define and explain the formal and informal organization
New recruits will already have knowledge of the organization they are joining. The first 
day on the job is commonly their introduction to the actual work environment and 
i ntroduction to the company culture. The indoctrination process attempts to show the 
newcomers ‘how things are done around here’ at both the formal and informal levels. Ross 
and colleagues (2014) propose assigning three levels of communication channels: 1) an 
orientation navigator who manages the day‐to‐day challenges of work and requires paper
work to be completed; 2) a ‘work buddy’ and mentor of equal standing in the organiza
tion who will provide moral support and information on how to get things done; and 
3)  a transition mentor to serve as a coach and ‘sounding board’ to promote growth, 
development and success in the organization. Mentors are an important asset for new staff 
training and retention, and poor mentoring is cited as a reason for staff turnover in many 
industries (Hayes et al., 2012; Sengupta & Gupta, 2012; Waterman & He, 2011; Yang 
et al., 2012). It is no wonder then that much effort has been spent in improving the selec
tion of mentors (Haggard, Dougherty, Turban & Wilbanks, 2011). Thus it is important 
to consider the influence of the mentor’s sex (Gray & Goregaokar, 2010) and learning 
styles (Armstrong, Allinson & Hayes, 2002) when selecting mentors to maximize the 
mentorship success (Ensher & Murphy, 2011).

Specify the role and responsibilities
According to the HR consultancy Novations, almost half of the staff leaving said that 
their departure was hastened by unrealistic expectations of the job and the organization 
(reported in Amble, 2007). The concept of a realistic job preview (RJP) has been intro
duced to provide job applicants with a clear idea of what the job really entails, so that, 
in theory, the potential new recruit is able to make an informed acceptance decision 
(Landis, Earnest & Allen, 2013). RJPs are defined as programmes, materials and/or 
presentations that provide applicants with accurate information and should objectively 
show both the positive and negative aspects of the job and the organizational environ
ment (Wanous, 1989). After recruitment, the roles and responsibilities are confirmed 
during the on‐boarding process. In the absence of RJPs, there is a risk of mismatch bet
ween expectations and reality, resulting in an increased intention to leave (Earnest et al., 
2011). Some studies, though, have shown that RJPs have only a modest effect on turn
over (e.g., McEvoy & Cascio, 1985; Premack & Wanous, 1985), but the low cost of 
implementing RJPs makes them a very cost‐effective tool to manage turnover, especially 
when they are customized to particular talent targeted for recruitment (Earnest, Allen & 
Landis, 2011).

Performance management
All new employees want to know how they will be assessed and rewarded. The more an 
employee can see a direct link between effort and reward, the greater the probability 
(although not the certainty) of satisfaction and retention. Setting goals using the SMART 
process can increase positive feelings for retention; if expectations are too high or different 
from the original realistic job preview, the employee will experience mismatch, stress and 
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negative feelings towards the organization (Latham, 2004). The SMART goals, according 
to Doran (1981), are:

 • Specific – target a specific area.
 • Measurable – quantify, or at least suggest, an indicator of progress.
 • Assignable – specify who will do it.
 • Realistic – state what results can realistically be achieved, given available resources.
 • Time‐related – specify when the result(s) can be achieved.

Research on performance and turnover has been inconsistent in its findings. A significant 
body of data exists establishing that, as performance decreases, employees are most likely 
considering to leave (McEvoy & Cascio, 1987; Voight & Hirst, 2014; Williams & 
Livingstone, 1994). High performers, who are rewarded for their superior work, will 
remain with an organization that values their performance and thus will be less likely to 
leave voluntarily. Should low performers be allowed or encouraged to leave? While there 
is a valid argument for this, Google, for example, believes that all employees are talented 
and should be retained, and that poor performance is most likely due to a mismatch with 
the job or poor management (Davenport, Harris & Shapiro, 2010). On the other side of 
the spectrum, some research has shown that high performers also leave (Nyberg, 2010; 
Park & Shaw, 2013; Salamin & Hom, 2005; Trevor, Gerhart & Boudreau, 1997). The 
argument for this turnover is that higher‐performing employees, who are more desirable 
to rival companies as a result of their superior work product, will have more external job 
opportunities and will, consequently, be more likely than their lower‐performing col
leagues to leave voluntarily. Longitudinal studies confirm that pay and the unemployment 
rate can affect the impact of the performance–turnover relationship (Nyberg, 2010; 
T revor et al., 1997).

Accentuate professional and career development
While most organizations provide some opportunities for training and development, what 
most employees are concerned with is a lack of guidance offered by their supervisors for 
career development. Here the role of the transition coach who serves as a mentor for 
career development is crucial to retaining talent. Studies in various industries replicate 
these findings: employees with lower turnover intentions receive more career development 
support from their mentor, and this mentor is someone more senior in the organization 
(Bhatnagar, 2007; Chang, Chou & Cheng, 2007; Chen, Chang & Yeh, 2004; Joiner, 
Garreffa & Bartram, 2004; Payne & Huffman, 2005; Scandura & Viator, 1994). An 
important caveat lies in enhancing the employees’ career opportunities: too many employ
able skills might facilitate their exit from the organization. Benson (2006) indicated that 
on‐the‐job training to obtain specific skills increases retention while tuition‐reimbursed 
classes on topics chosen by employees to add to their skills increased intention to leave. 
The conclusion is that this can be countered by integrating employee development 
p rogrammes with a clear career path in the organization.

Foster socialization
Socialization is broadly defined as ‘a process in which an individual acquires the attitudes, 
behaviours and knowledge needed to successfully participate as an organizational member’ 
(van Maanen & Schein, 1977). Through socialization, new employees learn to adapt, 
form work relationships and find their place in the organization. A happy and caring work 
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environment can improve organizational commitment and decrease the intention to leave 
(Allen & Shanock, 2013; Rink, Kane, Ellemers & Van der Vegt, 2013). Indeed, supervisor 
and co‐worker incivilities, such as poor acceptance of the newcomer and reluctance to 
share knowledge, have been correlated with turnover intent (Allen & Shanock, 2013; 
Ghosh, Reio & Bang, 2013; Kammeyer‐Mueller, Wanberg, Rubenstein & Song 2013; 
Lundberg & Young, 1997). This can be minimized by effective leadership behaviours 
(Taormina, 2008).

The Impact of Learning and Development Opportunities

It is often argued that employers increasingly expect individuals to take responsibility for 
managing their own careers (Sturges, Conway, Guest & Liefooghe, 2005). Career needs 
are defined by Chen and colleagues (2004) as personal needs for goals (e.g., a career land
mark achieved), tasks (opportunities to develop in order to achieve the career goal) and 
challenges (future career needs arising from career developmental opportunities). In so far 
as career needs are highly dependent on many factors, among them individual needs, the 
stage employees have reached in their career, their level in the organization, career planning 
and management must be broad and diverse (Baruch, 2006). Opportunities for further 
educational and career development are important for talent retention. Neglecting to pro
vide adequate career development programmes that satisfy the employees’ career needs 
can lead to a decline in job satisfaction, job performance and morale, and an increased 
turnover intention (Chang et al., 2007; Chen et al., 2004; Hayes et al., 2012; Schmidt, 
2007). However, even if programmes are in place for further training and development, it 
is important to realize that these opportunities are not perceived equally at all levels and 
with all types of employee. For example, some employees find that the opportunities 
offered are inadequate or that there is insufficient organizational support to pursue their 
development, leading to reduced engagement and increased turnover intentions (Shuck, 
Twyford, Reio & Shuck, 2014). Here, the good manager, coach and mentor should 
i dentify early signs of a lacuna between opportunities and needs. At the organizational 
level, by understanding the career needs of individual employees, it is possible to deter
mine the gap and design career development programmes to address the deficiencies 
(Chang et al., 2006; Cleary, Horsfall, Muthulakshmi, Happell & Hunt, 2013).

The Impact of Organizational Culture 
and Organizational Identification

Talent is valuable only if the organization needs their skills and expertise. Similarly, if the 
talent does not match the organization, there is a high chance of turnover. Here we explore 
some of the factors affecting turnover.

Leader–member exchanges
The common saying is that ‘people quit managers, not jobs.’ Given that the direct repre
sentative of the organization is the line manager, we start by looking at the quality of 
the relationship between supervisor and subordinate using leader–member exchange 
(LMX) theory, which has been shown to correlate with turnover intention across 
 several sectors (Brunetto et al., 2013; DeConink, 2011; Harris, Li & Kirkman, 2014; 
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Portoghese, Galletta, Battistelli & Leiter, 2014). LMX is different from person–supervisor 
fit in that it refers to the exchange between supervisor and subordinate. For example, 
employees who have a poor relationship with their manager will be assigned disliked tasks, 
leading to t urnover intention. Conversely, a positive relationship with the manager can 
benefit the employee through an easier promotional climb and more rewarding work 
assignments (Brunetto et al., 2013). Several LMX models have been proposed, with the 
following key factors influencing the exchange: expectation of positive outcomes; affec
tion for each other; loyalty to each other; perceptions of their contribution to the common 
goal; and professional respect (Dulebohn, Bommer, Liden, Brouer & Ferris, 2012; Liden 
& Maslyn, 1998). Furthermore, at the early stage of employment, Liden, Wayne & Stilwell, 
(1993) survey of supervisor–subordinate relationships shows that it is possible to predict 
the quality of the future LMX and thus whether the newcomer will stay or leave based on 
job expectations, the perception of similarity between supervisor and subordinate and the 
initial sense of rapport. Therefore, it is crucial to recruit the correct talent and assign that 
talent to an appropriate supervisor in order to ensure a good relationship.

Organization–person fit
Identification with the organization is closely related to turnover intentions (Smith, 
Amiot, Callan, Terry & Smith, 2012; van Dick et  al., 2004). Alignment of the 
employee with the organization’s culture, identity and values and having participative 
goal‐setting can add to the organization–person fit (O’Reilly, Chatman & Caldwell, 
1991; Vandenberghe, 1999). Smith and colleagues (2012) proposed and validated a 
model in which supervisor validation (an aspect of LMX), team validation and perception 
of o rganizational justice (fair treatment) result in increased organizational self‐
investment and reduced turnover intention. Indeed, organizational justice has also 
been associated with an improved leader–member relationship (Lee, Murrmann, 
Murrmann & Kim, 2010).

When discussing organizational culture, it is important to consider national culture too. 
Abrams and colleagues (1998) compared the individualistic culture of the UK with the col
lectivist culture of Japan. They showed that while organizational membership was through 
social identification for both cultures, the collectivist culture was a psychological anchor 
that made the employee more committed to the organization and discouraged turnover 
intention. The individualistic culture made employees less concerned about the problems 
the organization would have should they leave. These findings resonate with the work 
of Besser (1993) on Toyota employees in Japan and in the US, and were later expanded 
to  multiple cultures including a European‐wide study (Vandenberghe, Stinglhamber, 
B entein & Delhaise, 2001). Thus, commitment to the organization is also dependent on 
the national culture of both the organization and the talent. In fact, national culture has 
been shown to impact on most if not all the factors leading to turnover (Shao, Rupp, 
Skarlicki & Jones, 2013; Sturman, Shao & Katz, 2012; Taras, Kirkman & Steel, 2010).

The Future of Talent Management

Talent analytics

While other departments (marketing, finance and supply chain management) have 
embraced data‐driven methodologies for generating business‐critical strategic decisions, 
HR management (and, by proxy, talent management) has lagged behind (Harris et al., 2011). 



484 Retention

In the era of big data, talent management has finally become the subject of mathematical 
modelling, which requires a large body of credible data in order to function (Ashton & 
Morton, 2005; Davenport et al., 2010; Lawler, Levenson & Boudreau, 2004). Indeed, 
the HR department usually holds a record of all personnel from the date potential candi
dates apply for positions in the organization, through to their promotion and development 
until they leave employment. This longitudinal dataset is ideal for data mining and mod
elling, and there are now software applications on the market which attempt to manage 
talent within the organization (e.g., Oracle Embedded Analytics Solution and SAP 
Success Factors Workforce Analytics). This analytics software trawls through HR data and 
compiles a list of the causes and effects of employee turnover. Thus, they can forecast 
which personnel are at risk of leaving by correlating the different factors discussed in this 
chapter and offer solutions for talent retention. For example, factors such as a salary, career 
development opportunities, commute distance and relationship with the manager are 
assigned weightings in risk level such that if the total risk reaches a certain level, the 
s oftware will trigger an at‐risk alarm so that HR and senior management can consider 
r emedies for retention (Harris & Craig, 2011). More sophisticated modelling can analyse 
effective and ineffective career paths (i.e., those that will retain talent and those that will 
cause them to leave; Davenport et al., 2010). To date uptake for talent analytics applica
tions has been taken by relatively few organizations (e.g., Google, Convergys and AC 
Milan; Harris et al., 2011) but it is expected that more organizations will be using their 
personnel data more productively and effectively to obtain predictive insight for talent 
management in the future (Bersin, 2013; Corsello, 2012). It is important to note that 
since talent analytics is a model of the potential factors affecting the lifetime of an employee 
and relies on large datasets to run correlations and look for causality, the onus is on 
providing reliable data – as the jargon goes, ‘garbage in, garbage out’. Updating the data
set with newer external data can make the analysis richer and predictions more accurate, 
leading perhaps to the creation of a new type of talent management consultant: the talent 
modeller.

Workforce planning
The retirement of baby boomers is now a reality and an ageing workforce presents chal
lenges to organizations as valuable talent leave (Armstrong‐Stassen & Ursel, 2009; Calo, 
2008; O’Brien‐Pallas, Duffield & Alksnis, 2004; Paullin & Whetzel, 2012; Rappaport 
et al., 2003). Is it simply a case for increasing the legal retirement age (O’Brien‐Pallas 
et al., 2004) or does it require a more focused approach to retaining talent while planning 
for replacement (Calo, 2008; Paullin & Whetzel, 2012; Towers Perrin, 2005)? In the 
same vein, in order to design programmes for retention, it is important to understand 
what motivates the older generation to work. A Towers Perrin survey (2005) revealed that 
a growing number of companies do indeed analyse their workforce demographics and 
implement targeted strategies and programmes to recruit and retain age 50+ talent and, 
most importantly, capture the knowledge of workers approaching retirement. Retention 
here is part of a phased retirement programme designed for smooth workforce planning 
(Calo, 2008). A flexible retention strategy can focus on the older employee’s ability to 
physically and cognitively perform required meaningful work and perception of financial 
and health security (Paullin & Whetzel, 2012). A generational empathy environment 
serves to decrease the potential of perceived ageism which can reduce engagement 
(Armstrong‐Stassen & Ursel, 2009; Rappaport, Bancroft & Okum, 2003), while inter
generational mentoring can facilitate skills retention for succession planning following 
retirement (Calo, 2008; Paullin & Whetzel, 2012).
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Future Research

There are many areas of research that can expand our understanding of talent management. 
In broad terms, it is probably the case that theoretical development of the concept has 
outweighed empirical investigation to date. Thus, there is a need for greater attention to 
fieldwork to provide insight into talent management through examples of practice. As part 
of this, a broader set of methodologies and methods needs to be adopted. Much of our 
knowledge and understanding of practice comes from surveys and broad‐brush case 
studies conducted by both academics and consultancy firms. They can provide interesting 
but limited understanding of the lived experience of those undertaking talent management 
and those engaged as participants in talent management programmes. Therefore, as a 
wider agenda for future research, we would argue for the need for in‐depth approaches 
which can provide a deeper understanding of the day‐to‐day and lived experience of talent 
management in practice.

As part of these general principles, we see a need for specific foci for future research. One 
of these is talent management in small and medium‐sized organizations. As with much 
business and management research, large enterprises tend to be the focus. It is likely that 
talent management will imply something different in this context and approaches will be 
more variable. But it is arguable at a conceptual level that small organizations engage in 
processes and activities which, in other contexts, would be identified as talent management. 
Little is known though about how that is manifested in small organizations. A similar claim 
could be made about talent management in developing countries. Much, perhaps most, 
research into the practice of talent management has been and continues to be undertaken 
in Western countries (obvious exceptions are China and India). Whole  continents such as 
Africa and South America have a dearth of research and so provide opportunities for much 
needed knowledge on practice in those geographic and cultural contexts, as well as oppor
tunities for comparative studies. Furthermore, there have been issues regarding the brain 
drain from developing to developed countries, leading us to propose that talent retention 
should also be investigated at the macro‐level (countries and regions).

This point suggests an additional field of future research. Talent management often 
occurs in a cross‐cultural context (e.g., in multinational corporations). There is a whole 
area of research with such a focus within, for example, international business, leadership 
competences and leadership development. The connections between these areas are not 
generally articulated. These opportunities suggest a need for more inter‐ and multi
disciplinary research to examine the relationship between talent management and other 
aspects of business management, especially where talent management takes place across 
national borders.

Conclusion

The war for talent, which started as a ‘corporate credo’ (Dries, 2013), has now become 
arguably the hottest topic for consultants, researchers and managers. Regardless of the 
diverging definitions for talent and talent management, it is important to remember that 
talent is valuable for organizational success, and that the process of attracting, managing, 
developing and retaining talent depends on the organization’s needs.

Indeed, as organizations evolve, what is currently held as talent may not remain talent 
in the future. Hence we propose that the concept of talent is fluid. It can become exclusive, 
inclusive or even untalented, depending on the organization’s needs. For example, a 
researcher in a pharmaceutical company with specific skills is recruited to join an R&D 
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team. Here the newcomer would be an inclusive talent, in a pool of talented researchers. 
Assuming that the researcher acquires unique skills in operating a specific instrument, the 
researcher will become an exclusive talent. However, if the research directions of the phar
maceutical company change and there is no longer a need for such an instrument operator, 
the exclusive talent will return to the pool of inclusive talent. Furthermore, if there is no 
requirement for an R&D team at all, the once talented employee will no longer needed 
and will be made redundant (Subbaraman, 2011). Hence talent retention is only imple
mented if there is a need in the organization. During restructuring, mergers or other 
s trategic changes, talent management becomes crucial in deciding who should be retained 
and who should not. Thus the war for talent could also be a war to remain and be retained 
as a talent.
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Introduction

This chapter addresses the impact that organizational culture and climate have on employee 
turnover. Organizational culture and climate capture the meaning employees derive from 
cues in their work environment as well as the salience of these cues. The interaction 
b etween individuals and their work environment has important implications for employees’ 
attitudes and behaviours (Johns, 2006), which in turn have direct effects on employee 
turnover (Griffeth, Hom & Haertner, 2000; Heavey, Holwerda & Hausknecht, 2013). 
In light of the substantial tangible and intangible costs of turnover (Hancock, Allen, Bosco, 
McDaniel & Pierce, 2013; Hausknecht & Trevor, 2011; Park & Shaw, 2013), it is critical 
that we understand the role that contextual factors such as organizational culture and 
c limate have in employee turnover.

We begin by providing an overview of the topics of organizational culture and climate, 
including the key similarities and differences between the constructs. We then review 
the literature on the relationship between each of these concepts and employee turnover. 
For organizational culture, we examine three perspectives: that some cultures may be 
more desirable to employees and thus have lower turnover; that the fit between employee 
values and the organization’s values are a primary predictor of turnover; and that some 
organizations may have a culture of turnover. For organizational climate, we examine the 
general effects of the molar climate (the overall organizational environment) on turnover, 
as well as the relationships found between a variety of specific, focused climates and turn-
over. We end the chapter with a number of future directions for research on organizational 
culture, climate and turnover.
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Organizational Culture and Climate

The constructs of organizational culture and climate both have long research histories, 
and although the two constructs capture critical aspects of the internal environment in 
organizations, their literatures have remained relatively independent. Before addressing 
how organizational culture and climate are related to turnover, we first give a brief 
o verview of how culture and climate have been conceptualized and studied.

Organizational culture has been defined as ‘a pattern of shared basic assumptions 
learned by [an organization] as it solved its problems of external adaptation and internal 
integration, which has worked well enough to be considered valid and, therefore, to be 
taught to new members as the correct way to perceive, think, and feel in relation to those 
problems’ (Schein, 2010, p. 18). Perhaps the primary distinction in the organizational 
culture literature is between those who study culture as something organizations are 
v ersus those who study culture as something organizations have (Smircich, 1983). In the 
first perspective, the focus is typically on the symbolic meaning of employee experiences in 
their organizations, and almost anything that occurs within the organization could be con-
sidered to have some sort of cultural component. In the second perspective, culture is one 
of many relevant variables that affects and is affected by other variables, and is studied to 
help us understand organizational effectiveness. In general, research from the ‘organiza-
tions are cultures’ perspective tends to use qualitative methods, while research from the 
‘organizations have cultures’ perspective tends to use quantitative methods (although 
there are exceptions). One of the critical ideas in organizational culture research as a whole 
is that organizational cultures have levels or layers. The most common conceptualization 
of the levels of culture comes from Schein (2010), who proposed three levels: artifacts (the 
outer layer of readily accessible cultural information, like language, architecture, dress and 
rituals), espoused values (management’s statements about the mission or values of the 
organization) and underlying assumptions (the deepest level of culture that captures the 
taken‐for‐granted assumptions that guide day‐to‐day life in organizations).

Organizational climate has been defined as ‘the shared meaning organizational members 
attach to the events, policies, practices, and procedures they experience and the behaviors 
they see being rewarded, supported, and expected’ (Ehrhart, Schneider & Macey, 2014, 
p. 69). Although climate is measured in terms of individuals’ perceptions, it is an aggregate 
property of the unit (e.g., team, department, organization). There are several important 
distinctions that can be made among the approaches to studying organizational climate 
(Ehrhart et al., 2014). One is the distinction between studying climate at the unit level 
(organizational climate) and at the individual level (psychological climate; James & Jones, 
1974). Even though we view climate as a shared construct that exists as a characteristics of 
organizational units (i.e., organizational climate), there is relatively little research on orga-
nizational climate and turnover, and thus we include research on psychological climate as 
well. Another key distinction is between molar climate and focused climate. Molar climate 
measures seek to capture all relevant aspects of the organizational environment and thus 
include a broad range of generic dimensions that can be used to describe organizations or 
their subunits. In contrast, research on focused climate, originating from the work of 
Schneider (1975), captures those aspects of the organizational environment that are most 
relevant for the achievement of a specific goal or strategic imperative. The focused climate 
approach has been applied to a wide variety of issues in organizations, including an orga-
nization’s strategic outcomes (strategic climates, such as service or safety climates) and its 
internal processes (process climates, such as justice, ethical or diversity climates). As we 
review the literature on climate and turnover below, we will attempt to be clear about its 
level (psychological vs. organizational climate) and its focus (molar vs. focused climate).
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Although there are many similarities between the concepts of organizational culture and 
organizational climate, there are also some key differences. It is beyond the scope of this 
chapter to describe these issues in depth, therefore, we summarize here the key points 
from Ehrhart and colleagues (2014). First, with regard to similarities, Ehrhart and col-
leagues describe how both constructs 1) take a macro‐ (i.e., gestalt) perspective, 2) focus 
on the influence of the overall context rather than how individuals experience it, 3) empha-
size those experiences that are shared by individuals within the organization, 4) emphasize 
meaning, 5) describe the central role of leaders, 6) discuss issues of strength and align-
ment, and 7) are concerned with organizational effectiveness. In terms of differences, 
Ehrhart and colleagues highlight that organizational culture and climate differ in 1) their 
theoretical roots and often in their methodology, 2) the breadth of constructs included, 
3) the extent to which employees are aware of their existence, 4) how malleable or change-
able they are, and 5) the extent to which they have a strategic focus. In sum, we view 
culture and climate as overlapping, but distinct constructs.

Organizational Culture and Employee Turnover

The role of organizational culture in employee turnover has been studied from several 
angles; we describe three of the primary ones in this section. We begin with the straight-
forward idea that some cultures are more desirable to employees and thus are associated 
with higher retention rates. Of course, the opposite is true as well. We next address the 
idea of fit and how cultures may vary in their desirability depending on the fit between the 
employees’ values and the values embedded in the organization’s culture. Finally, we turn 
to the idea of a ‘turnover culture’, including how that term has been used and what aspects 
of organizational culture it captures.

The effects of culture on employee turnover
Although studies of actual turnover are few, there is some evidence to suggest an organiza-
tion’s culture influences turnover rates. For example, using survival analysis to study the 
relationship between culture and voluntary turnover in a sample of working professionals 
at large international accounting firms, Sheridan (1992) found that participants in a 
culture that valued tasks had a much higher rate of voluntary turnover than those in a 
culture that valued interpersonal relationships, such that employees stayed on average 14 
months longer in a culture that valued interpersonal relationships compared to a culture 
that valued tasks. Furthermore, Sheridan showed that the difference in turnover rates was 
consistent across individual levels of performance, such that the difference in turnover 
rates applied equally across high and low performers. In a sample of private manufacturing 
organizations in Japan, Jung and Takeuchi (2010) found that although community culture 
did not have a significant effect on turnover rate, there was evidence for indirect effects 
through the supportive leadership of top management. Based on data from East Coast 
retail stores and organizations from Chicago’s metropolitan area, Cooke and Szumal 
(1993) found evidence for the relationship between the normative beliefs of culture and 
supervisor‐reported annual turnover rates. Across the two samples, three dimensions of 
passive‐defensive culture (approval, dependent, conventional) and one dimension of 
aggressive‐defensive culture (oppositional) were positively related to annual turnover 
rates, whereas one dimension of constructive culture (achievement) was negatively related 
to annual turnover rates. In another example, Aarons and Sawitzky (2006) examined the 
cross‐level link between culture and turnover among clinical and case management service 
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providers working in mental health programmes. They found that a constructive culture 
was positively related to work attitudes (job satisfaction and organizational commitment) 
and a defensive culture was negatively related to work attitudes; work attitudes were then 
significantly negatively related to staff turnover. In a similar study of child welfare and 
juvenile justice services case managers, Glisson and James (2002) found that team‐level 
constructive culture was negatively associated with individual‐level turnover after 
controlling for a variety of individual‐level and team‐level covariates. As a final example, 
Shim (2014) found a significant difference in organizational culture when comparing 
low‐turnover and high‐turnover public child welfare agencies, such that low‐turnover 
agencies had a more positive culture than high‐turnover agencies. Of the three dimensions 
of o rganizational culture Shim studied, only the emphasis on rewards was significantly 
d ifferent between the high‐ and low‐turnover agencies, with low‐turnover agencies p lacing 
a stronger emphasis on rewards than high‐turnover agencies.

Some studies have failed to find support for a relationship between organizational 
culture and turnover, however. For instance, Glisson, Schoenwald, Kelleher, Landsverk, 
Hoagwood, Mayberg and Green (2008) examined culture profiles (worst, average and 
best as measured by the dimensions of rigidity, proficiency and resistance in the organiza-
tion) in a nationwide study of mental health clinics. They found that the differences in 
culture profiles were not significantly related to turnover rates. Similarly, in Williams and 
Glisson’s (2013) study of child welfare agencies, the authors found proficiency culture was 
not significantly related to the annual turnover rate for caseworkers working in those 
agencies. Finally, although Glisson and James (2002) found that team‐level constructive 
culture was negatively associated with individual‐level turnover (as described above), 
they  did not find a significant relationship between passive‐defensive culture and 
individual‐level turnover among their sample of caseworkers.

Although there are mixed findings for the relationship between organizational culture 
and actual turnover, studies of turnover intentions (individual reports that employees are 
likely to leave the organization in the near future) generally add support to the notion that 
culture plays a critical role in employee turnover and provide insight into the potential 
complexity in the relationship between culture and turnover. The weakness of studies of 
turnover intentions is that they are often focused on individual‐level perceptions of culture 
rather than cross‐level relationships of aggregate culture perceptions or relationships. 
N evertheless, there is evidence that a variety of culture dimensions or types are related to 
turnover intentions, including the dimensions of support, aggression and teamwork 
(S haroni, Tziner, Fein, Shultz, Shaul & Zilberman, 2012), employability culture (Nauta, 
van Vianen, van der Heijden, van Dam & Willemsen, 2009), passive‐defensive, aggressive‐
defensive and constructive cultural norms (Balthazard, Cooke & Potter, 2006) and work–
family culture (Mauno, Kiuru & Kinnunen, 2011). Qualitative studies also support this 
relationship; Mulcahy and Betts (2005), for instance, reported on an organizational 
change effort aimed at improving organizational culture that was associated with decreases 
in the turnover intentions of neonatal nurses. Beyond the direct relationship between 
culture and turnover intentions, this literature also suggests that job satisfaction may play 
a mediating role in the relationship between culture and turnover intentions (Egan, 
Yang & Bartlett, 2004) and that the strength of the relationship between culture and 
turnover may vary due to moderator variables. Chenot, Benton and Kim (2009) found 
that passive‐defensive culture was negatively related to turnover intentions for early career 
child welfare workers, but not for mid‐ or late career workers.

In summary, although there is some evidence that organizational culture is directly 
related to turnover and turnover intentions, the relationship between organizational 
culture and turnover may be more complex than simple direct relationships. Indeed, there 
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is evidence to suggest that organizational culture may be indirectly related to employee 
turnover through mediators or may be affected by moderators. More work is needed to 
identify factors that affect the relationship between organizational culture and turnover 
and the mechanisms through which culture affects turnover. Another issue to explore 
further is how the relationship between organizational culture and turnover is affected by 
the way culture is operationalized and measured. For instance, culture has been studied 
across multiple levels of organizations; it is likely that some levels of culture may be more 
related to employee turnover than others. Finally, although certain organizational cultures 
may be more or less desirable to employees, the relative importance of different dimensions 
of culture across employees may also be salient. We explore this possibility next.

Cultural fit and employee turnover
In contrast to the research in the previous section, which generally implies a direct effect of 
organizational culture on turnover, research on person–culture fit, or person–organization 
fit, suggests that it is the alignment between the values of the individual and those of the 
organization that drives turnover in organizations. Note that the terms person–culture fit 
and person–organization fit are both used in the literature, seemingly interchangeably, 
which is appropriate because both are focused on alignment between individuals’ values 
and the organization’s values. Thus, we will also use both terms, although person–culture 
fit is more aligned with the focus in this chapter on organizational culture.

Highly relevant to the discussion of fit and turnover is the attraction–selection–attrition 
(ASA) cycle as first described by Schneider (1987). Schneider proposed that individuals 
will be differentially attracted to occupations and organizations, that selection systems will 
result in individuals being hired who are more similar to those currently in the organiza-
tion relative to those not hired, and finally that individuals who do not fit the organization 
will be more likely to leave than those who do fit. Empirical research has offered support 
for this model (e.g., Bradley‐Geist & Landis, 2012; Ployhart, Weekley & Baughman, 
2006; Schaubroeck, Ganster & Jones, 1998; Schneider, Smith, Taylor & Fleenor, 1998), 
although the focus is typically on personality rather than other individual difference vari-
ables (e.g., values). The last piece of the ASA cycle focusing on attrition is most germane 
to this chapter. Applied to organizational culture, the argument is that those individuals 
whose values do not align well with the values embedded in the organization’s culture will 
be more likely to turnover, whereas those individuals with similar values will be more likely 
to stay. Over time this process strengthens the organization’s culture and results in an 
increasingly homogeneous set of employees (Schneider, 1987).

Before discussing specific studies of fit, it is important to note that fit can be assessed in 
several ways (Kristof, 1996). Subjective fit is assessed when individuals are directly asked 
how they perceive their fit with the organization. Perceived fit is assessed when individuals 
are asked to describe their own characteristics or values and then to report the organiza-
tion’s values; these are used to calculate a fit score. Finally, objective fit is assessed similarly 
to perceived fit, except current employees’ ratings are used to measure the characteristics 
(or culture) of the organization, which are then used with the individual’s self‐ratings to 
calculate fit.

Although there are several empirical studies finding evidence that person–culture fit is 
related to turnover rates, one of the most notable ones is O’Reilly, Chatman and Caldwell 
(1991). These researchers provided some of the earliest and most compelling evidence 
that person–organization fit was related to turnover in a sample of accountants from eight 
large American public accounting firms. They showed that objective person–organization 
fit was significantly correlated with turnover intentions one year later (r = –0.37), and 
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using survival analysis, demonstrated that person–organization fit was significantly related 
to actual turnover two years after the initial measurement of fit. Others providing evidence 
that fit is related to turnover rates include Chatman (1991) and Vandenberghe (1999).

Perhaps the most useful evidence for the relationship between fit and turnover comes 
from meta‐analyses that have been conducted on the relationship between person–
organization fit and turnover intentions and turnover. With regard to turnover intentions, 
V erquer, Beehr and Wagner (2003) reported an overall corrected correlation of –0.21, 
although the strength of this effect was moderated by a number of factors, including the 
type of fit, with the strongest relationships for subjective fit, followed by perceived fit and 
objective fit. Kristof‐Brown, Zimmerman and Johnson (2005) reported stronger results 
for turnover intentions, with a corrected correlation of –0.35 (–0.47 after removing 
V ancouver & Schmitt’s 1991 study which had a particularly large sample size). With 
regard to actual turnover, Kristof‐Brown and colleagues (2005) reported a corrected 
correlation with person–organization fit of –0.14 across all the studies they included. The 
results were slightly stronger when distinguishing between indirect measures of fit 
(perceived fit or objective fit; r = –0.12) and direct subjective measures (r = –0.16).

In summary, although there is solid evidence that certain cultures are more or less desir-
able in general to employees, research suggests that organizational cultures may also vary 
in their desirability among employees depending on the fit between each employee’s 
values and the values embedded in the organization’s culture. Despite the evidence that 
person–culture fit matters, more work is needed. For instance, organizations can have 
many different values; thus, it would be helpful to identify whether an employee has to fit 
well with all organizational values or just some of them, and, relatedly, whether fit with 
certain values is more important than fit with others. Research is also needed to under-
stand whether strong cues in the work environment can change or shape an employee’s 
work values. Such research should help organizations identify strategies for attracting, 
selecting and retaining desirable employees. Finally, other types of fit, such as the fit 
b etween individuals’ ideal cultures and their perceived current culture (Harris & Mossholder, 
1996), should be examined relative to other measures of person–culture fit to understand 
their relative contributions to turnover.

Turnover culture
The final theme we identified in the literature on organizational culture and turnover is 
turnover culture. Rather than focusing on how culture or its fit with employees’ values 
impacts turnover, research and writing on the construct of turnover culture focuses on the 
extent to which turnover can become a normative part of organizational life and ingrained 
in the organization’s culture. Turnover culture has been defined as ‘the systematic pattern 
of shared cognitions by organizational or subunit incumbents that influence decisions 
regarding job movement’ (Abelson, 1993, p. 388). In such a culture, turnover in the 
organization is accepted as a norm and viewed as an appropriate or expected occurrence 
(Moore & Burke, 2002). Employees perceive the organization as one step in their career 
and assume that they will not remain there (Vardaman, 2013). Turnover in such an orga-
nization can be thought of as an artifact of its culture. A turnover culture develops when 
those artifacts ‘are interpreted by and influence organizational members…these artifacts 
ultimately transform into basic assumptions and mutual cognitive schema regarding turn-
over perceptions, intentions, and behaviors’ (Moore & Burke, 2002, p. 74). Thus, research 
on turnover culture addresses the artifacts and stories found in the organization, how indi-
viduals interpret these artifacts and how shared cognitions and assumptions about the 
organization evolve from these shared interpretations (Abelson, 1993).
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A number of factors contribute to the development of a turnover culture. Abelson 
(1993) explained that leaders have a decisive role in shaping turnover culture. The leader’s 
behaviours and management style influence ‘how others perceive organizational events. 
It is this perception of organizational events through organizational incumbents’ interpre-
tation of artifacts that affects turnover decisions’ (p. 346). Along with leaders, organiza-
tional issues and HRM practices can influence the turnover culture by impacting how 
people view the organization’s values. For instance, socialization processes shape how 
employees perceive organizational norms; those who do not fit into the values may feel 
alienated and leave. HRM practices of recruitment, promotion, reward and appraisal can 
also reinforce organizational values that relate to turnover (e.g., valuing internal vs. 
external promotion; Abelson, 1993). Environmental factors such as the economy, job 
availability and competition can also shape the turnover culture within an organization. 
The literature on turnover cultures has focused particularly on the culture in certain indus-
tries or occupations. For example, there may be a high turnover culture in IT occupations 
because many IT organizations employ college graduates, who leave after only a few years 
(Moore & Burke, 2002). They can do so because there is a high demand for IT profes-
sionals and those who leave are often treated as ‘heroes’ (Moore & Burke, 2002). North, 
Leung, Ashton, Rasmussen, Hughes and Finlayson (2013) also reported evidence of 
a turnover culture in nursing, noting that ‘nurse managers displayed an indifference to 
turnover, conveying an acceptance and tolerance of high turnover rates’ (p. 24).

The hospitality industry has perhaps received the most attention in terms of the presence 
of a turnover culture. Davidson, Timo and Wang (2010) argue that a turnover culture is 
found in the hospitality industry because of the low‐paid work that requires little skill, 
unsocial working hours and little opportunity for advancement. Furthermore, because 
turnover is viewed as the norm in the hotel industry, people enter it with the belief that it 
will be a short‐term position offering little scope for advancement. In a quantitative study 
of turnover culture in five‐star hotels, Iverson and Deery (1997) found that a turnover 
culture was positively associated with intention to leave, routinization, role ambiguity, role 
conflict, work overload, resource inadequacy, negative affectivity and job opportunity, and 
it was negatively associated with job satisfaction, organizational commitment, co‐worker 
support, supervisor support, distributive justice, job security, promotional opportunity 
and career development. They did not find differences between permanent workers and 
casual or part‐time workers, suggesting that a turnover culture in the hospitality industry 
was not attributable to the disproportionate number of part‐time workers, but instead is a 
more basic assumption that pervades the entire industry. In a final example of research on 
turnover culture in hospitality, Deery and Shaw (1997) performed an exploratory cluster 
analysis of questionnaire items covering a broad variety of constructs related to morale and 
organizational culture to better understand the content of the turnover culture. The anal-
ysis distinguished two forms of turnover culture: positive and negative. Employees viewed 
a positive turnover culture when quitting meant there was a better job available to them 
or when the demands of the organization were high. A negative turnover culture occurred 
when employees quit because they disliked their job and not because they had a better job 
opportunity elsewhere. Deery and Shaw suggested that employees perceiving a negative 
turnover culture may also have a hostile attitude to the job, even though managers may 
exhibit behaviours encouraging long‐term commitment. This discrepancy in manager and 
employee perspectives, Deery and Shaw noted, may mean that a negative turnover culture 
is more often a subculture than the organization’s overarching culture.

In summary, although the literature on turnover culture is fairly limited, such an 
approach holds promise in understanding how employees think about, react to and com-
municate about turnover. Previous research by Harrison and Carroll (1991) suggested 
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that, in general, the culture of an organization was robust to turnover rates; however, the 
research on turnover culture suggests that high turnover rates can be an artifact that can 
become embedded in the deeper layers of culture until it becomes an underlying assumption. 
More research is needed to demonstrate how turnover cultures manifest across the various 
levels of organizational culture (artifacts, espoused values and underlying assumptions; 
Schein, 1985), what the causal relationship is between turnover culture and turnover rates, 
and whether turnover cultures can be changed, particularly in the long term. Such research 
should help create a more holistic picture of turnover and aid in identifying more effective 
strategies for managing turnover (Abelson, 1993).

Organizational Climate and Employee Turnover

In this section, we turn to the topic of organizational climate and its relationship with 
employee turnover. As described above, the organizational climate literature can be divided 
into two categories: molar climate (capturing the broad environment of the organization) 
and focused climate (related to a specific goal or strategic imperative). We organize this 
section in line with these two categories, considering molar climate first and then focused 
climate.

Molar climate and employee turnover
Molar climate research considers the breadth of the organizational environment by cap-
turing any possible dimensions that may be used to describe the work environment as a 
whole, including such dimensions as role stress and lack of harmony; job challenge and 
autonomy; leadership support and facilitation; and work group cooperation, friendliness 
and warmth (James & James, 1989). There is empirical support for the relationship bet-
ween molar climate and turnover. For example, in a sample of multinational firms located 
in Hong Kong, Ngo, Foley and Loi (2009) found a significant negative relationship 
b etween molar climate as reported by the HR managers and the firms’ overall turnover 
rate. Glisson and colleagues (2008) looked at how climate may affect therapist turnover in 
mental health clinics. Climate profiles were created for organizations based on engage-
ment, functionality and stress in the organization. They found that turnover was higher 
(22%) in clinics with the worst organizational climate profiles as compared to clinics with 
the average (13%) and best (10%) climate profiles. Shim’s (2014) comparison of low‐turnover 
and high‐turnover public child welfare agencies revealed that low‐turnover agencies 
tended to have more positive climates, particularly with regard to the dimension of 
w orkload such that low‐turnover agencies tended to have less overwhelming and more 
manageable workloads. Other research has examined the effects of molar climate on turn-
over as mediated by alternative variables. Aarons, Sommerfeld and Willging (2011) studied 
climate and turnover during a statewide behavioural health reform and found that an 
empowering climate was negatively associated with turnover intentions and a demoraliz-
ing climate was positively associated with turnover intentions; turnover intentions were 
then positively associated with actual turnover. Similarly, Aarons and Sawitzky’s (2006) 
study of mental health providers showed that molar climate’s cross‐level relationship with 
turnover was mediated by work attitudes.

Some studies have failed to find a significant effect of molar climate on turnover, how-
ever. For instance, Glisson and James’s (2002) study of case managers in child welfare 
found no significant relationship between climate and turnover. Sheidow, Schoenwald, 
Wagner, Allred and Burns (2007) showed some support for molar climate’s relationship 
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with turnover when examining climate variables at the individual level (i.e., psychological 
climate), but none of the aggregate measures of climate was significantly related to turn-
over. Such findings suggest the possibility of moderators, although we found little research 
examining such a possibility. In one exception, Terbog and Lee (1984) studied climate 
and turnover rates in retail stores and found some evidence for the relationship between 
climate and turnover for managers, but no relationship for salespersons after accounting 
for demographic variables. Thus, level in the organization or the job type may play a role 
in whether molar climate is associated with turnover.

In summary, although there is some evidence supporting the relationship between 
molar organizational climate and employee turnover, such evidence is relatively limited. 
The mixed results of the few studies we were able to find indicate that the relationship 
between organizational climate and turnover is complicated and thus there is a need to 
examine both the moderators and mediators of this relationship. Early organizational cli-
mate work suggested that climate affects outcomes by motivating individuals (Litwin & 
Stringer, 1968). This may be a place to start when looking for the mechanisms through 
which climate is related to turnover. Climate research in other areas has found that the 
strength of a climate affects its impact on outcomes (see Ehrhart et al., 2014;  Kuenzi & 
Schminke, 2009); we return to this later in the chapter in our directions for future research. 
Finally, there are measurement issues to consider as the lack of consistency in operational-
izing and measuring molar organizational climate may have contributed to the variability 
in support for its relationship with turnover. More fine‐tuned theorizing on the relevance 
of specific dimensions of molar climate may add needed specificity to research examining 
the outcome of turnover. Moreover, examining the role of climate profiles or configura-
tions (Schulte, Ostroff, Shmulyian & Kinicki, 2009) could offer insight into how the 
 various dimensions of molar climate come together to impact issues related to employee 
turnover.

Focused climate and employee turnover
Focused climates address those aspects of the work environment that are most relevant to 
the accomplishment of a specific goal or strategic imperative, including service, safety, jus-
tice and diversity (Ehrhart et al., 2014). In general, there are few studies examining the 
relationship between focused climates and actual turnover. Nevertheless, there are some 
exceptions. In a sample of nurse managers, Sellgren, Ekvall and Tomson (2007) investi-
gated how different aspects of creative climate, which included 10 dimensions – challenge, 
freedom, idea support, trust, dynamism, playfulness, debates, conflicts, risk‐taking and 
idea time – related to turnover. They found that two aspects of creative climate – challenge 
and debate – were negatively related to turnover, and one aspect – playfulness – was posi-
tively related to turnover. In a study of justice climate in hotels, Simons and Roberson 
(2003) showed that both interpersonal and procedural justice perceptions indirectly 
p redicted turnover rate through multiple mediators, including employee commitment, 
satisfaction with supervisor and turnover intentions. In a case study of the implementation 
of a safety‐based programme in intensive care units, Timmel, Kent, Holzmueller, Paine, 
Schulick and Pronovost (2010) found that perceptions of the safety climate improved and 
turnover decreased during the implementation, leading them to suggest a relationship 
between the two variables. Finally, in a study of automotive services stores, Sowinski, 
Fortmann and Lezotte (2008) studied the relationship of service climate level (the average 
score in the store) and strength (the variability of employees’ climate scores within the 
stores) with store turnover rates. They found that one relationship between the climate 
strength for the dimension of means emphasis (capturing an emphasis on improving 
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s ervice knowledge and skills through training) approached statistical significance (p = 0.055), 
suggesting that not only climate level but climate strength may contribute to turnover.

As with the research on culture, there is more evidence for the relationship between 
focused climates and turnover intentions than actual turnover. This relationship has been 
investigated most frequently in the literatures on diversity climate and ethical climate. One 
example of research on diversity climate is Boehm, Kunze and Bruch’s (2014) study of 
age‐diversity climate in German small and medium‐sized companies. They found that 
age‐diversity climate was negatively correlated with collective turnover intentions. 
In addition, age‐diversity climate, along with collective perceptions of social exchange, 
mediated the relationship between age‐inclusive HR practices and collective turnover 
intentions. Specifically, HR practices that were age‐inclusive were positively related to 
age‐diversity climate, which in turn was directly positively related to collective perceptions 
of social exchange (i.e., relationships in which both parties reciprocally work towards the 
benefit of the other party over time; Wayne, Shore & Liden, 1997). Finally, collective 
p erceptions of social exchange were negatively related to collective turnover intentions, 
forming a three‐path mediation model. Most other examples of research on diversity 
c limate and turnover intentions have focused on individual perceptions of climate. Exam-
ples include Stewart, Volpone, Avery and McKay’s (2011) study showing that individual‐
level perceptions of diversity climate interacted with individual perceptions of ethical 
c limate to predict turnover intentions, McKay, Avery, Tonidandel, Morris, Hernandez and 
Hebl’s (2007) study showing evidence that race moderated the relationship between 
individual‐level perceptions of diversity climate and turnover intentions, and Singh and 
Selvarajan’s (2013) study showing that the relationship between individual‐level diversity 
climate and turnover intentions was moderated by individual perceptions of the community 
diversity climate.

Although there is a fairly substantial literature on the relationship between ethical 
c limate and turnover intentions, that research is almost exclusively at the individual level. 
A number of studies have shown evidence for a direct correlation between individual‐level 
ethical climate perceptions and turnover intentions (Fournier, Tanner, Chonko & Mano-
lis, 2010; Hart, 2005; Jaramillo, Mulki & Boles, 2013; Jaramillo, Mulki, & Solomon, 
2006; Mulki, Jaramillo & Locander, 2008; Schminke, Ambrose & Neubaum, 2005; 
Schwepker, 2001; Stewart et al., 2011). Other studies have found evidence for mediators 
in the relationship between perceptions of ethical climate and turnover intentions, such as 
organizational commitment in Schwepker’s (2001) study of sales workers or role stress, 
interpersonal conflict, emotional exhaustion, trust in supervisor and job satisfaction in 
Mulki and colleagues’ (2008) study on healthcare workers. Still other studies have looked 
at interactions of ethical climate perceptions with other variables to predict turnover inten-
tions, including with diversity climate (S tewart et al., 2011) and individual performance 
(Fournier et al., 2010).

Some research on ethical climate and turnover has taken a fit perspective in line with 
what we previously described in the organizational culture section with regard to person–
culture fit. One approach to studying fit and ethical climate has been to analyse differences 
between preferred ethical climate and actual ethical climate at the individual level (e.g., 
Sims & Kroeck, 1994). In a sample of hospital workers, Sims and Kroeck found that 
preferred–actual fit for the independence ethical climate (a climate that emphasizes follow-
ing personal beliefs in making ethical decisions) was significantly related to turnover inten-
tions. Ambrose, Arnaud and Schminke (2008) also analysed fit as it pertains to ethical 
climate and individual moral development. In their study, ethical climate was measured by 
taking the average score in the participating companies; thus this approach was in line with 
the objective fit approach described above. They found that two of the three fit variables 
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(conventional moral development–caring ethical climate fit and post‐conventional moral 
development–independence ethical climate fit) were significantly negatively related to 
turnover intentions, but the third (pre‐conventional moral development–instrumental 
ethical climate fit) was not significant. They concluded that at pre‐conventional moral 
development, which is the lowest stage of moral development, participants may not find 
ethical values as important, and thus ethical value congruence would not be relevant.

There are other examples of research on focused climate and turnover intentions outside 
of the literatures on diversity climate and ethical climate. In a study of retail apparel stores, 
Hunter, Neubert, Perry, Witt, Penney and Weinberger (2013) found that store‐level 
s ervice climate was negatively related to individual‐level turnover intentions and that 
store‐level service climate fully mediated the negative relationship between store servant 
leadership and turnover intentions. O’Neill, Harrison, Cleveland, Almeida, Stawski and 
Crouter (2009) studied three dimensions of work–family climate in the hotel industry: 
organizational time expectations, career consequences and managerial support. They 
found in their analyses of within‐hotel variability in turnover intentions (and thus address-
ing psychological climate) that all three dimensions were significant predictors, and in 
their between‐hotel analyses (addressing organizational climate) that only managerial 
support predicted turnover intentions. Although there is research on other focused cli-
mates and turnover intentions (including justice climate, Ansari, Kee & Aafaqi, 2007; and 
innovation climate, Campbell, Im & Jeong, 2014), much of that literature focuses only on 
individual‐level perceptions of climate.

In summary, there is evidence that focused climates are related to employee turnover. 
However, as with our examination of the molar climate literature, there are mixed results, 
suggesting the need to examine potential moderators of the relationship between focused 
climate and employee turnover as well as to understand the mechanisms through which 
climate affects turnover. It is notable that studies rarely examine more than one climate at 
a time, yet we know that multiple climates can exist simultaneously in organizations. It 
would be interesting to see if there is a profile of focused climates that is related to 
employee turnover. Relatedly, it is possible that one type of focused climate could mitigate 
the negative impact of another type of focused climate. So, for instance, the negative 
impact of a low‐service climate may be less severe if there are high levels of a climate for 
diversity or fairness. Further, we need to understand better the relationship between molar 
and focused climate. It may be that certain climates are tied directly to employee turnover 
while other climates moderate those relationships. For instance, the relationship between 
molar climate and employee turnover may be moderated by diversity climate and/or eth-
ical climate. Another possibility is that focused climates may be more relevant for fit issues. 
For strategic climates such as service or safety, for example, the employee’s personal values 
for providing high‐quality customer service or working safely may need to fit the strategic 
climate of the organization; if they do not, the employee will be inclined to leave. For pro-
cess climate such as ethics, justice and diversity, the fit between the climate and the salience 
of those issues for employees’ self‐concepts may be relevant to their effects on turnover.

Future Research

In addition to the gaps in the literature outlined above, we highlight three major direc-
tions for future research in this final section: 1) the integration of organizational culture 
and climate in understanding turnover; 2) the role of culture strength and climate strength 
in understanding turnover; and 3) the interrelationships among culture, climate and 
turnover.
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The integration of organizational culture and climate
Research on organizational culture and climate has existed relatively independently for 
several decades. However, since 2010 there has been some effort to integrate these two 
concepts. Ehrhart and colleagues (2014) discussed three models integrating culture and 
climate. First, Zohar and Hofmann’s (2012) model used Schein’s (2010) layers of culture 
(artifacts, espoused values and basic assumptions) as a basis, adding climate as a represen-
tation of the enacted values of the organization that employees infer from the overall 
pattern of artifacts in the organization and that can be contrasted with the organization’s 
espoused values to gain insight into the organization’s underlying basic assumptions. 
A second model comes from Ostroff, Kinicki and Muhammad (2012), who emphasized 
organizational culture as the foundation for its structure and processes, which form the 
building blocks of organizational climate. Climate, then, is the proximal predictor of 
collective attitudes and behaviour, which subsequently impact organizational outcomes. 
Finally, Schneider, Ehrhart and Macey’s (2011) ‘climcult’ model contrasts organizational 
culture with strategic climates, with more positive cultures resulting in higher levels of 
attraction and retention, and strategic climate leading to higher strategic success, which 
then combine to impact the organization’s overall effectiveness.

Although a handful of studies in our review (all of which were in child welfare or mental 
health s ettings) included both organizational culture and climate in predicting turnover, 
most did not integrate culture and climate in the ways described above. Instead, the more 
typical approach was to examine culture and climate as simultaneous predictors of out-
comes (see Glisson & James, 2002; Glisson et al., 2008; Shim, 2014). One exception was 
Aarons and Sawitzky’s (2006) study, which showed that a d emoralizing climate partially 
mediated the cross‐level effects of constructive and defensive culture on work attitudes, 
which then predicted turnover. Their model is in line Ostroff and colleagues’ (2012) pro-
posed model, such that the deeper‐level culture values manifest themselves in the climate, 
which then affects employee outcomes.

More research is needed that integrates organizational culture and climate in under-
standing turnover. For instance, research on organizational culture primarily focuses on 
its intermediate or outer layers, but perhaps Zohar and Hofmann’s (2012) model can be 
applied, such that climate can be used to understand how employees experience the 
e nacted values of the organization. By contrasting the enacted values in the climate with 
the espoused values of the culture, insight can be gained into the organization’s deeper 
cultural assumptions, particularly with regard to turnover. Another possibility would be 
to pursue the framework proposed by Schneider and colleagues (2011). They suggested 
that a positive organizational culture that supports employees’ well‐being is most critical 
for outcomes related to attracting and retaining talent, and a strategic climate is most 
critical for achieving the organization’s goals and competing with other firms in the 
m arketplace. Although some research has examined both culture and molar climate as 
described above, the role of strategic climates, and particularly how they can be integrated 
with research on the main effects of culture and person–culture fit, merits further 
i nvestigation.

The role of organizational culture and climate strength
Our review of the literature related to turnover has revealed very little discussion of issues 
related to culture or climate strength. There are two exceptions: one theoretical paper 
by  DelCampo (2006) on culture strength, and one empirical paper by Sowinski and 
c olleagues (2008) on service climate level and strength.
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DelCampo (2006) proposed that strong cultures will have higher turnover rates than 
weak cultures. The basis of his argument is that it is easier to identify the important shared 
assumptions in a strong culture, and thus individuals new to the culture can quickly 
i dentify whether their personal values are a fit or not. If not, these individuals will leave. 
However, in a weak culture it is more challenging for new workers to understand the core 
values and assumptions, and they may believe they can even change the organization to fit 
their own values. In this case, individuals who do not fit the culture will be less likely to 
leave. An alternative perspective is that strong cultures develop because of the organiza-
tion’s success; in other words, the reason the values become deeply accepted and embed-
ded in the organization is because they have been reinforced over time by the positive 
results with which they are associated (Schein, 2010). In general, such cultures are 
expected to be positive. There are certainly exceptions. Cooke and Szumal (2000) 
described two mechanisms through which this can occur: the defensive misattribution of 
success (‘organizations that enjoy strong franchises, munificent environments, extensive 
patents and copyrights, and/or massive financial resources are likely to perform quite ade-
quately, at least in the short term’, even if they have negative cultures’, p. 160) and the 
culture bypass (organizations can create operational systems that minimize the effect of 
culture on outcomes, such as in fast‐food restaurants). However, these are expected to be 
the exception rather than the rule. If strong cultures have tended to be successful in the 
past, and if successful cultures are more likely to be positive, then it would be expected for 
turnover to be lower in strong cultures than in weak cultures. Weak cultures, by contrast, 
are not internally aligned. Employees are more likely to receive conflicting messages from 
various sources or have different experiences of the organization’s culture from their co‐
workers’. The resulting stress associated with role conflict and/or ambiguity is likely to 
result in higher turnover (Beehr & Glazer, 2005; Firth & Britton, 1989; Griffeth et al., 
2000; Podsakoff, LePine & LePine, 2007).

The evidence from the climate literature is more in line with this argument. Specifically, 
Sowinski and colleagues (2008) found that stores with weak climates on the means empha-
sis sub‐dimension of service climate had higher turnover rates (although just outside the 
commonly accepted cutoff for statistical significance at p = 0.055). They explained their 
results:

when there are no clearly defined guidelines about what behaviours and practices are encouraged 
and rewarded in an organization, individuals may become frustrated and experience stress as a 
result of interpersonal friction, conflict, and process loss (Lindell & Brandt, 2000), or experience 
reduced psychological well‐being (Bliese & Halverson, 1998). Any of these experiences would 
most likely have a negative impact on resulting employee behaviours, including voluntary 
turnover. (Sowinski et al., 2008, pp. 85–86)

As opposed to examining main effects, climate strength may moderate the relationship 
between climate level and turnover. This approach conforms to the way climate strength 
is typically studied (e.g., Colquitt, Noe & Jackson, 2002; González‐Romá, Peiró & 
Tordera, 2002; Schneider, Salvaggio & Subirats, 2002), and suggests that the negative 
effects of climate level on turnover are even more negative when employees tend to agree 
that the climate is negative (vs. when there is less agreement).

More research is needed to understand the role of culture and climate strength in pre-
dicting turnover. When cultures or climates are generally positive, it seems that strength 
should be associated with lower turnover. When the culture or climate is generally nega-
tive, however, it seems that strength should be associated with higher turnover. When the 
aspect of culture or climate under investigation (e.g., the focused climate) is neutral, then 
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perhaps fit becomes the stronger determinant of turnover. Moreover, this discussion has 
treated culture and climate as equivalent, but in line with the previous section, the distinc-
tion between culture and climate is important. Along those lines, research on the unique 
roles of culture strength versus climate strength is also needed.

Alternative models of the interrelationships among culture, 
climate and turnover

In general, the research reviewed in this chapter has viewed organizational culture and 
climate as predictors of turnover, either directly or indirectly, or through their alignment 
with personal characteristics, as in the fit literature. We next describe two other possibil-
ities: turnover as a predictor of climate or culture and the moderating role of culture and 
climate on the outcome of turnover.

The view that turnover can be a predictor of culture or climate is perhaps most closely 
aligned with the idea of turnover cultures described earlier. In that case, the high levels of 
turnover, management’s strategies for managing the turnover and organizational mem-
bers’ norms for dealing with the continuous loss of their co‐workers all contribute to the 
development of the organization’s culture. In addition, as discussed previously, the orga-
nization’s turnover culture is affected by the culture of the industry or occupation. Thus 
if the organization’s management applies the industry’s or occupation’s assumptions 
about turnover to a newer organization, acceptance of turnover may be instilled in the 
organization even before it directly experiences high turnover itself, thus perpetuating the 
turnover culture. Research on the ASA model also suggests that turnover can influence 
culture and/or climate. According to the core idea of the ASA model that people make 
the place (Schneider, 1987), if an organization experiences enough turnover, the infusion 
of new ideas, values and personalities may well have an impact on the organization’s 
culture and climate. Dlugosz, Ehrhart and Aarons (2012) showed in a sample of mental 
health provider teams that higher turnover levels were associated with higher levels of 
innovation climate, which they attributed to the fresh ideas and approaches that the new 
team members introduced. They did not find an effect on innovation climate strength, 
although such a relationship would be expected, particularly if the new members varied 
significantly from those already employed in the organization. More research on how 
turnover can impact the culture and climate of the organization is needed.

The second way of thinking about how culture and climate are related to turnover is 
that they may act as moderators of the outcomes of turnover. We identified two examples 
of research which examined this hypothesis, both on organizational culture. In a study of 
nurses in outpatient medical centres, Mohr, Young and Burgess (2012) found that the 
centre’s group‐oriented culture (which emphasizes a sense of belonging, participation 
and encouragement) moderated the relationship between turnover and customer service. 
When the group‐oriented culture was high, turnover did not have an effect on customer 
service, but when the group‐oriented culture was low, more turnover resulted in lower 
customer service. They explained these results in terms of social capital and knowledge‐
sharing, such that centres with a high group‐oriented culture are more likely to have high 
levels of trust and to share knowledge. Thus, when members leave, the centre is better 
able to recover and minimize their loss. In a study by Williams and Glisson (2013), a 
proficient organizational culture was found to moderate the relationship between 
c aseworker turnover and youth outcomes. Specifically, lower turnover was associated 
with improved outcomes only when the agency had high levels of proficient culture. 
Research along these lines demonstrates that the organizational context, as indicated by 
its culture, plays an important role in the consequences of turnover for organizations. 
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Future research could consider contexts that may result in positive outcomes for t urnover, 
as well as whether climate can play a similar moderating role.

Conclusion

Although substantial literatures have developed over time on how organizational culture 
and climate are related to turnover, the overlap between the culture and climate literatures 
leaves something to be desired. There are a number of areas where research is still needed 
to better understand the interrelationships among culture, climate and turnover. One area 
that comes to the fore is examining more complex models. This could include studying 
the effects of culture and climate together, as well as studying multiple climates simulta-
neously. It could also include exploring the mechanisms and boundary conditions of 
culture and climate on turnover. Another area that could use additional work involves fit 
and turnover. Little work has been done on organizational climate and fit, but even the 
work on culture and fit could be expanded to clarify the areas of culture where fit is more 
important or to incorporate different types of fit by considering ideal versus preferred 
c ultures and climates in order to add to our understanding of turnover. Finally, most of 
the research we examined focuses on how culture and climate impact whether employees 
leave the organization or not. We found little evidence, if any, of research that takes into 
account the different reasons employees leave. For instance, the culture and climate 
p redictors of turnover may be different for employees who leave for better career oppor-
tunities from those who leave because they are unhappy with their current organization. 
We hope this chapter stimulates research in these areas and look forward to seeing the 
findings of such research.
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Introduction

Organizations now recognize the importance of attending to employees’ work–life 
c oncerns. Doing so not only improves employee well‐being (Amstad, Meirer, Fasel, 
Elfering & Semmer, 2011), but also has links to the organization’s bottom line in terms 
of attracting and retaining top talent. Data suggest that a focus on work–life issues will 
continue to be imperative, as the youngest generation of workers (Generation Y or 
Millennials) cite work–life balance as a key work value (Society for Human Resource 
Management, 2004; Twenge, Campbell, Hoffman & Lance, 2010).

The focus of this chapter is to summarize research related to work–life issues and reten-
tion. We begin by defining work–life balance and associated terms researchers have used 
to study the concept. Next, we review research linking work–life balance to retention‐
related outcomes. We then move on to a discussion of the role of formal and informal 
work–family support policies in improving work–life outcomes as well as retention‐related 
outcomes. The chapter closes with practical ideas for improving work–life culture and 
s uggestions for future research.

Defining Work–Life Balance

The term work–life balance is commonly used to describe multiple role management; 
however, academic research has focused limited attention on the balance concept, instead 
focusing on related but distinct constructs, including work–life (or work–family) conflict 
and enrichment. The discrepancy between the popular terminology and the research 
operationalization stems, in part, from a lack of agreement on the definition itself of work–
life balance (Greenhaus & Allen, 2011). As examples, the following are definitions offered 
by various researchers: balance occurs when conflict between roles is low and positive, 
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enriching processes between roles are high (Frone, 2003); when personal resources are 
distributed across all life roles (Kirchmeyer, 2000); when an employee is fully engaged and 
attentive to all life roles (Marks & MacDermid, 1996); when an employee is equally satis-
fied and effective in various life domains (Greenhaus, Collins & Shaw, 2003; Kirchmeyer, 
2000). Based on a comprehensive and critical review of these definitions, Greenhaus and 
Allen (2011) devised a new definition that allows for some idiosyncrasy: ‘an overall 
appraisal of the extent to which an individual’s effectiveness and satisfaction in work and 
family roles is consistent with their life values at a given point in time’ (p. 174). Generally, 
the concept of work–life balance within research remains elusive, and as such lacks 
p rogrammatic research.

On the other hand, there is a considerable amount of research devoted to work–life 
conflict and, to a lesser extent, work–life enrichment. Building on Kahn, Wolfe, Quinn, 
Snoek and Rosenthal’s (1964) classic role theory, Greenhaus and Beutell (1985) were 
the first to formally define work–family conflict as ‘a form of inter‐role conflict in 
which the role pressures from the work and family domains are mutually incompatible 
in some respect. That is, participation in the work (family) role is made more difficult 
by virtue of participation in the family (work) role’ (p. 77). Subsequent researchers 
(e.g., Boswell & Olson‐Buchanan, 2007; Hill, Erickson, Holmes & Ferris, 2010; 
Reynolds, 2005; Siegel, Post, Brockner, F ishman & Garden, 2005) expanded this def-
inition to focus on work conflicting with any type of extra‐work role (i.e., ‘life’), not 
necessarily limited to family. Examples of work–life conflict include situations such as 
working late and missing family dinners or being p reoccupied while at work with a 
child’s poor school performance.

Researchers have acknowledged that not all interactions between work and non‐work 
result in incompatibility. Numerous concepts (e.g., work–family positive spillover, C router, 
1984; work–family facilitation, Grzywacz, 2000; and work–family enrichment, Greenhaus & 
Powell, 2006) refer to the beneficial transfer of resources or experiences from one domain 
to another. This occurs, for example, in the form of skills learned at home such as multi‐
tasking that make one a better employee, or a positive mood from work transferring to 
positive interactions with family members. The differences between each construct are 
slight, namely that positive spillover involves only the process of gains being transferred 
from one domain to the other, and enrichment and facilitation involve some type of 
enhanced functioning occurring from this spillover. The enrichment construct focuses on 
improvements in individual functioning, whereas facilitation involves the functioning of 
the overall work–family system (see Wayne, 2009, for discussion of the nuanced difference 
between constructs). Because of the degree of overlap and for ease of interpretation, 
we use the term work–life enrichment to refer to this class of constructs. Similar to work–
family conflict, although initial conceptualizations were specific to the family domain, 
researchers have also considered the broader concept of work–life enrichment (e.g., Haar, 
2013; Pedersen & Jeppesen, 2012).

Both work–life conflict and work–life enrichment are considered bi‐directional (Frone, 
2003; Greenhaus & Beutell, 1985). That is, work can interfere with (or enrich) life and life 
can interfere with (or enrich) work. These constructs are empirically distinct and g enerally 
have unique patterns of correlates, particularly on the antecedent side, such that predictors 
of work‐to‐family conflict and enrichment tend to reside in the work domain (e.g., long 
work hours, work pressure, work support), whereas predictors of the family‐to‐work 
direction stem from the family (e.g., family demands, family stress) (Amstad et al., 2011; 
McNall, Nicklin & Masuda, 2010).

In the following sections we cover research that links work–life balance (where available), 
conflict and enrichment to retention‐related concepts. The terms work–family, work–life 
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and work–non‐work will be used to describe the same general phenomena found in the 
literature. Our choice of nomenclature is based on the original terms researchers used 
when describing specific findings.

Empirical Association between Work–Life Conflict  
and Work–Life Enrichment and Retention‐related Outcomes

In considering the impact of work–life balance on retention, we turn to research that 
examines the association between work–life conflict and enrichment and withdrawal 
a ttitudes and behaviours. The theoretical link between work–life conflict and withdrawal 
attitudes and behaviours lies in general stressor theories (e.g., Lazarus & Cohen, 1977). 
Work–life conflict is considered a psychosocial stressor, which can produce strain reactions. 
These reactions occur in many forms: poor physical health, diminished affect or w ithdrawal 
behaviours. Additionally, in the specific context of work–life conflict, work withdrawal 
behaviours may occur as a coping mechanism (i.e., quitting a job to alleviate constant 
work–life conflict). Furthermore, affective events theory (Weiss & Cropanzano, 1996) is 
relevant. This theory argues that work‐related events impact emotional reactions, which in 
turn relate to attitudes and behaviours. Considering work–life conflict as a negative work‐
related event, negative emotional reactions may ultimately lead to dissatisfaction, with-
drawal and other negative outcomes, such as production deviance (Ferguson, Carlson, 
Hunter & Whitten, 2012).

Empirical evidence supports the theoretical association between work–life conflict and 
withdrawal‐related attitudes. Specifically, meta‐analytic estimates suggest a small positive 
relationship between both work‐to‐life and life‐to‐work conflict and turnover inten-
tions, and a small negative relationship between both directions of conflict and organi-
zational commitment (Amstad et al., 2011; Meyer, Stanley, Herscovitch & Topolnytsky, 
2002). Several researchers have also tested mediators of the work–life conflict/turnover 
intention association, including emotional exhaustion (Boles, Johnston & Hair, 1997; 
Hang‐yue, Foley & Loi, 2005; Yavas, Babakus & Karatepe, 2008), job satisfaction 
(Boles et  al., 1997; Hang‐yue et  al., 2005; Özbag ̆ & Ceyhun, 2014; Rode, Rehg, 
Near & Underhill, 2007), life satisfaction (Rode et al., 2007), job stress (Chelariu & 
Stump, 2011), perceived o rganizational support (Liao, 2011) and leader–member 
exchange (Liao, 2011). Taken together, these mediation results suggest that work–life 
conflict leads to stress and negative attitudes towards the organization. This in turn 
prompts individuals to consider changing their job situation, presumably to reduce such 
conflict and negative outcomes.

Considerably less research has been conducted on turnover behaviours. Only five known 
peer‐reviewed studies have examined actual turnover in five very different contexts: 
employees in a manufacturing and assembly plant (Carr, Boyar & Gregory 2008); full‐
time working mothers following the birth of a child (Carlson, Grzywacz, Ferguson, 
Hunter, Clinch & Arcury, 2011); U.S. Army officers (Huffman, Casper & Payne, 2013); 
department store retail managers (Good, Page & Young 1996); and public accountants 
(Greenhaus, Parasuraman & Collins, 2001). Both Carr and colleagues (2008) and Greenhaus 
and colleagues (2001) found a direct link between work‐to‐family conflict and turnover, 
whereas the authors of the other three studies found support models indirectly linking 
the variables through mental and physical health (Carlson et al., 2011), job satisfaction 
(Huffman et al., 2013), and job satisfaction, organizational commitment and intention to 
leave (Good et al., 1996). Only Greenhaus and colleagues (2001) included family‐to‐work 
conflict, finding a non‐significant association with turnover.
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Research on work–life enrichment and turnover intentions has produced less consistent 
findings. A meta‐analysis (McNall et  al., 2010) of four studies (Balmforth & Gardner, 
2006; Boyar & Mosley, 2007; Gordon, Whelan‐Berry & Hamilton, 2007; Wayne, 
R andel & Stevens, 2006) concluded that the association between both work‐to‐family 
enrichment and family‐to‐work enrichment with turnover intentions was significant 
(r = 0.07 and 0.02, respectively). Studies published subsequent to the meta‐analyses are 
mixed, as some researchers found a significant association between work‐to‐family enrich-
ment and turnover intentions (Russo & Buonocore, 2012) but not to family‐to‐work 
enrichment (Haar & Bardoel, 2008), while others found that no direction of enrichment 
significantly related to intent to turnover (Hammer, Kossek, Yragui, Boder & Hanson, 
2009; Karatepe  & Magaji, 2008). These inconsistent findings, along with the large 
credibility intervals cited in McNall and colleagues’ (2010) meta‐analysis, suggest the 
likely presence of moderators. Moreover, only one known study has examined enrichment 
in relation to actual turnover (Carlson et  al., 2011), finding an indirect relationship 
b etween work‐to‐family enrichment and turnover as a result of physical health. Lastly, in 
contrast to research involving t urnover intentions, studies linking work‐to‐family and 
f amily‐to‐work enrichment to organizational commitment have been fairly consistent, and 
one meta‐analysis suggests a positive, fairly large association (McNall et al., 2010).

In summary, although there are some inconsistencies, research has generally found 
that experiencing work–life conflict elicits withdrawal attitudes and behaviours, and the 
experience of work–life enrichment results in favourable retention‐related outcomes.

Moderators of Work–Life Conflict–Work–Life Enrichment 
and Retention‐related Outcomes Relationships

Beyond simple associations, context often is important in the relationship between work–
life interactions and employee retention outcomes. Several variables have been consistently 
examined as moderators, including gender, national culture, support, and domain 
c entrality. The value of this research in the retention field lies primarily in the greater 
empirical understanding of the factors that can reinforce desirable employee outcomes 
(i.e., high retention) and/or mitigate undesirable ones (i.e., high turnover).

Gender is the most frequently investigated moderator of work–life and retention rela-
tionships. This most likely stems from an initial framing of work–life issues as primarily 
women’s issues, resulting from the traditional division of labour within the household in 
many societies. As such, most studies hypothesize that the experience of work–life conflict 
will have a greater impact on women, resulting in turnover‐related actions and intentions. 
However, empirical results have largely been mixed. Based on a Turkish sample, Yavas and 
colleagues (2008) found that the positive relationship between work‐to‐family conflict and 
employee turnover intentions was moderated by gender in this manner, such that the effect 
was stronger for female frontline employees relative to male employees. Other researchers 
have noted the absence of any significant interaction effect between work‐to‐family conflict 
and gender on actual or intended turnover (Greenhaus, Collins, Singh & Parasuraman, 
1997; Huang & Cheng, 2012). With regard to family‐to‐work conflict, Huang and Cheng 
(2012) found the association with turnover intentions is stronger for women, whereas 
Karatepe (2009) found the opposite. Thus, there remains a lack of empirical consensus on 
the role of gender in work–life issues. One explanation is that the changing nature of 
gender roles now means that men and women experience similar levels of work–life conflict 
and that consequently the impact of such conflict has similar repercussions for them 
(Leslie & Manchester, 2011; Shockley, Shen, Denunzio, Arvan & Knudsen, 2014).
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Another important moderator is national or societal culture. Spector and colleagues 
(2007), in a study of several thousand participants across multiple countries, found that 
the positive relationship between work‐to‐family conflict and turnover intentions is greater 
for employees in cultures that are broadly characterized as individualistic (e.g., Anglo 
countries) relative to those that are more collectivistic (e.g., Asian countries). Similarly, 
Wang, Lawler, Walumbwa and Shi (2004) found that the positive relationship between 
work‐to‐family conflict and job withdrawal intentions was stronger for individuals high in 
self‐rated idiocentrism (individualism). Self‐rated allocentrism (collectivism), however, 
had no significant moderating effect on this relationship. The authors also examined 
f amily‐to‐work conflict and found the opposite pattern; family‐to‐work conflict was most 
strongly related to job withdrawal intentions in individuals high in allocentrism or low in 
idiocentrism (Wang et al., 2004). These moderating effects of self‐rated idiocentrism and 
allocentrism were independent of country of origin (i.e., whether the participants were 
from the US or China did not change the pattern of results).

The authors’ explanations for these patterns in work‐to‐family conflict lie in the notion 
that individualists are more self‐focused than are collectivists. This greater focus on 
personal needs initiates a greater affective response and inclination to change the situation 
when the needs are interfered with, as when work‐to‐family conflict occurs. Also, collec-
tivists may be more inclined to turn to co‐workers for support in coping with work‐to‐
family conflict rather than respond by withdrawing from the job. Wang and colleagues 
(2004) also tested cultural values as a moderator of family‐to‐work and turnover relation-
ships but did not offer any theoretical explanations for why the relationship is weaker for 
those who are higher in idiocentrism.

Although we explain organizational support for work–life issues in greater detail later in 
this chapter, it is worth mentioning here the specific moderating role support plays in 
work–life conflict and retention relationships. Nohe and Sonntag (2014) found a significant 
positive relationship between work‐to‐family (but not family‐to‐work) conflict and turn-
over intentions over a five‐month period, but the effect was attenuated when leaders were 
perceived as being more supportive of work–life issues. Other research (Qiu, 2010) has 
documented comparable moderation effects. Interestingly, Nohe and Sonntag (2014) did 
not find that support from the family significantly moderated the work‐to‐family–turnover 
relationship. We speculate that this may be due to the fact that the family role boundaries 
tend to present more flexibility and permeability than work roles (e.g., Ashforth, Kreiner & 
Fugate, 2000), so leaders’ support may be perceived as more effective in dealing with and 
ameliorating role conflict.

Not all the empirical work concurs with these positions. Haar (2004), while supporting 
the direct relationships between work‐to‐family as well as family‐to‐work conflict and 
turnover intentions, did not find any interaction effect between perceived work–family 
supportiveness and either form of conflict on turnover intentions. This study did, h owever, 
acknowledge that the use of a single‐item measure of turnover (compared with the three‐
item measure Nohe and Sonntag, 2014, used) may have limited its construct validity. 
Despite some contrasting evidence, the core of the literature on supportiveness primarily 
indicates that the presence of family‐focused support from organizational leadership is 
instrumental in shaping employees’ perceptions of conflict experienced between the work 
and family environments. Thus, leaders in organizations looking to reduce turnover 
should be ever‐mindful of the degree to which employees feel that they are adequately 
supported with regard to their non‐work responsibilities.

Finally, work (family) centrality is defined as the relative importance of work (family) to 
individuals’ lives, the amount of resources they devote to that role, and how highly iden-
tified they are with the role (Carr, Boyar & Gregory, 2008). Carr and colleagues (2008) 
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provide evidence that employees with high family centrality (relative to work centrality) 
were more likely to leave their organization voluntarily when faced with work‐to‐family 
conflict. Interestingly, employees with high work centrality exhibited less voluntary turn-
over (relative to those with high family centrality) in response to work‐to‐family conflict. 
The authors’ explanation for these moderating effects is that employees in the face of 
conflict attribute blame to the role they value less (e.g., an individual with high family 
c entrality will blame the work role for conflict and consider leaving the organization as a 
consequence).

Greenhaus and colleagues (2001) provide a slightly different explanation for similar 
effects. Their empirical study showed that the strong positive relationship between work‐
to‐family conflict and withdrawal intentions, as well as actual turnover, was magnified for 
employees with low versus high work involvement. These findings, which align with Carr 
and colleagues’ (2008), were posited to be the result of differences in tolerance of conflict 
rather than attribution of blame. In other words, they suggested that employees high in 
work involvement were more likely than those low in work involvement to tolerate work–
family conflict because their careers are more salient and highly valued (Greenhaus et al., 
2001). In sum, these results suggest that understanding how these different employees are 
uniquely impacted by conflict across work–life domains can be valuable in maintaining low 
turnover in the organization.

The investigation of interaction effects for the relations between work‐to‐family and 
family‐to‐work conflict and retention outcomes (e.g., turnover intentions) is crucial in that 
it advances our understanding of the increase and reduction of turnover in the workplace. 
Many moderators have been studied in the empirical literature; while this review does not 
offer exhaustive coverage of every one, it highlights several moderators which have re-
mained prominent features of the work–life literature and have been repeatedly studied by 
work–life academicians.

Organizational Work–Life Policies and Practices

Given the negative impact of work–life conflict on retention‐related attitudes and behav-
iours, it is in an organization’s best interest to implement policies, practices, benefits and 
procedures aimed at reducing employees’ conflict experiences. Similarly, the positive 
association between work–life enrichment and retention highlights the importance of 
h aving programmes that foster enrichment. Data from the 2014 National Study of the 
Changing Workforce indicate that many US organizations do offer some form of work–
family support and that the availability of such policies is generally increasing (Matos & 
Galinksy, 2014). This trend is similar in many Scandinavian and Western European 
c ountries (e.g., The Netherlands, Austria, Finland, France and the UK), although it 
remains notably lower in some East European and South European countries (e.g., Romania, 
Lithuania, Bulgaria, Cyprus, Malta) (Prag & Mills, 2014).

Work–life support policies can be divided into two broad categories: formal and informal 
benefits. These are discussed next.

Formal work–life support policies and work–life outcomes
Formal work–life support policies are those that provide tangible support to employees in 
the form of time, services or financial policies (Butts, Casper & Yang, 2013). They can be 
further divided into two types: flexibility‐based policies and dependant care supports. 
Examples of flexibility‐based policies include flextime, telecommuting, compressed work 
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weeks, reduced hours, part‐time work and job sharing. Dependant care support includes 
policies aimed specifically at assisting with the care of dependants, such as caregiving leave, 
childcare or eldercare referral services, dependant care assistant plans that help employees 
pay for childcare with before‐tax money, and childcare vouchers or subsidies, on‐site 
d aycare, and emergency or sick care for children (Matos & Galinksy, 2014).

Flexibility‐based policies, particularly flextime and telecommuting, are the most 
common formal support policies. Of the 1,051 US employers involved in the 2014 
National Study of Employers, 81% offered occasional flexibility in the start and stop times 
of work and 67% allowed employees to telecommute on occasion. A further 41% of 
employers offered schedule flexibility on a daily basis, and 38% permitted regular telecom-
muting. Flexibility‐based policies that involve reducing time at work are less common; 
43% of employers allowed compressed work weeks, 29% of employers offered job‐sharing 
arrangements and 18% offered part‐time work to some of their employees.

Despite the fact that flexibility‐based policies are often advocated as a panacea to 
employees’ work–life struggles (Allen & Shockley, 2009; The White House, 2014), 
empirical research suggests that these policies, in terms of directly reducing work‐to‐family 
conflict and family‐to‐work conflict, may be overstated. Specifically, Allen, Johnson, 
K iburz and Shockley (2013) meta-analytically explored the association between both 
directions of work–family conflict and telecommuting and flextime use. Only in the rela-
tionship between telecommuting and work‐to‐family conflict was significant, and the 
effect size was quite small, calling into question its practical significance. The relationship 
between work–life enrichment and flexibility has yet to be assessed meta‐analytically, but a 
review of individual studies reveals that most found insignificant correlations (Beham, 
Drobnič & Präg, 2011; Carlson et al., 2011; Carlson, Grzywacz & Kacmar, 2010;  Dikkers, 
Geurts, den Dulk, Peper, Taris & Kompier, 2007; Moen, Fan & Kelly, 2013; Pedersen, 
Minnotte, Kiger & Mannon, 2009), although a few others report larger positive correlations 
(Carlson et  al., 2011; Kacmar, Crawford, Carlson, Ferguson & Whitten, 2014) and a 
qualitative study suggests a positive effect (Pedersen & Jeppesen, 2012).

The other forms of flexibility‐based policies have been examined much less frequently. 
Some researchers found that part‐time work is negatively associated with work‐to‐family 
conflict but is not significantly related to family‐to‐work conflict (Hill, Yang, Hawkins & 
Ferris, 2004; Oishi, Chan, Wang & Kim, 2014; van Rijswijk, Bekker, Rutte & Croon, 
2004). Research on compressed work weeks generally shows that the policy favourably 
relates to work–life outcomes (e.g., work–family conflict, Dunham, Pierce & Castenada, 
1987; work–family balance, Lingard, Brown, Bradley, Bailey & Townsend, 2007; 
management of personal activities, Vega & Gilbert, 1997). Job‐sharing, probably due to 
its rarity, has not yet been empirically linked to work–life conflict or enrichment to our 
knowledge.

With regard to dependant care policies, Matos and Galinsky (2014) reported that, in 
the US, many large organizations have at least one dependant care policy, with the most 
common being flexible spending accounts for dependant care (61%) and childcare 
resources and referrals (37%). Much like flexibility‐based policies, the empirical findings 
assessing the relationship between dependant care policies and work–life outcomes such as 
work–life conflict and work–life enrichment are mixed. In a meta‐analysis of 20 studies, 
Butts and colleagues (2013) found that dependant care support availability and use were 
negatively related to work‐to‐family conflict (r = –0.08 and –0.18, respectively). It is 
important to note that Butts and colleagues (2013) included studies that involved a single 
dependant care policy and those that only reported results for bundles or composite 
m easures of multiple policies. With regard to family‐to‐work conflict, research findings are 
mixed. Some studies found no significant associations between dependant care policy 
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availability and family‐to‐work conflict (Mennino, Rubin & Brayfield, 2005; Thompson & 
Prottas, 2005), whereas others found a significant negative association (Breaugh & Frye, 
2007; Premeaux, Adkins & Mossholder, 2007). Looking at the positive side of work–family 
interference, Thompson and Prottas (2005) found that dependant care policies were 
 positively correlated to enrichment, which was measured as enrichment in either direction.

Whereas these studies focus on composites or bundles of dependant care policies, it is 
also important to consider the relationship between specific polices and work–life out-
comes. This follows the concern raised by researchers that qualitative differences between 
dependant care policies are often ignored when using composite measures, despite the 
fact that there are distinct differences between individual policies (Butts et  al., 2013; 
Glass & Finley, 2002). With regard to paid leave policies, research has found that the use 
and availability of such policies are negatively associated with work‐to‐family conflict 
(Breaugh  & Frye, 2008; Dikkers et  al., 2007; Voydanoff, 2004). One study found a 
positive association between availability of leave and work‐to‐family facilitation (Voydanoff, 
2004), although another study reported a negative association when focusing on actual 
use (Dikkers et al., 2007).

Results are less clear with the family‐to‐work direction of conflict and enrichment. 
Counterintuitively, Dikkers and colleagues (2007) found that paid leave is positively asso-
ciated with family‐to‐work conflict but not significantly associated with family‐to‐work 
enrichment. Pedersen and colleagues (2009) reported a similar null result with availability 
of leave and family‐to‐work enrichment. Examining access to parental leave at the national 
level, based on legislation, Allen, Johnson and colleagues (2014) found that greater access 
to leave was associated with less work‐to‐family conflict but not with family‐to‐work 
conflict. Overall, it seems that paid leave results in favourable outcomes in the work‐to‐
family direction, but not the family‐to‐work direction. One explanation may lie in the 
nature of paid leave. When employees use paid leave, they are away from work and 
spending considerably more time at home. This may allow family demands to increase and 
have a greater potential to spill over into the work domain following return to work.

Research on other policies is scarcer. Using a composite measure of childcare support 
and subsidies, Aycan and Eskin (2005) found a significant negative relationship with 
work‐to‐family conflict but not family‐to‐work conflict for women. None of the variables 
was related for men. Similarly, Banjeree and Perrucci (2012) found no association between 
various childcare support and subsidies and work‐to‐family conflict in a nationally repre-
sentative sample of men and women. Dikkers and colleagues (2007) examined only child-
care subsidies in relation to conflict and enrichment. They found that they were negatively 
related to both work‐to‐family conflict and enrichment, positively related to family‐to‐
work conflict but not to family‐to‐work facilitation. With regard to on‐site childcare, 
 Pedersen and colleagues (2009) reported no significant association between availability of 
on‐site childcare and family‐to‐work enrichment, and Goff, Mount and Jamison (1990) 
and Fujimoto, Kotani and Suzuki (2008) found no association between availability and 
use, respectively, of on‐site childcare and work–family conflict. Lastly, the only known 
study of elder care programmes in relation to work–family outcomes found that those who 
made use of the programme (which included referrals and information) reported that 
caregiving exacerbated interference with work compared to non‐users of the programme 
(Wagner & Hunt, 1994).

In summary, the evidence linking work–life support policies to work–life outcomes is 
mixed, although it is worth noting that rarely do researchers find that such policies have 
negative effects on the work–life interface. Some researchers (e.g., Allen et  al., 2013; 
Allen & Shockley, 2009; Shockley & Allen, 2007) have argued that the lack of consistent 
findings may be attributable to moderating variables. That is, there may be certain contexts 
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where policies are more or less effective, and when these contexts are not taken into 
account or samples vary substantially, findings may appear artificially negative or vary 
c onsiderably from sample to sample.

This notion has received little empirical attention, but there is evidence that family 
responsibility moderates the relationship, such that the link between flextime and telecom-
muting and work–family conflict is more negative for those with greater family responsi-
bilities (Shockley & Allen, 2007). The authors argue that those who have little family 
responsibility do not have much to gain in terms of conflict reduction by using flexibility. 
The supportiveness of the organization for family issues was also tested as a moderator by 
Shockley and Allen (2007) but was found not to be significant.

There also is variation in the measurement of support policies. Some researchers assess 
whether policies are in place, whereas others assess actual use of these policies, and a few 
others assess amount of use (Allen & Shockley, 2009). These are unique variables in the 
sense that, although everyone who uses policies must have access to them, not everyone 
with access actually uses them. Further, availability and use are thought to influence out-
comes via different processes (Allen et al., 2013). Use may influence outcomes through 
the benefits that using policies brings (e.g., increased flexibility to manage non‐work 
needs, which in turns fosters the desire to stay in that work role). Alternatively, availability 
communicates the organization’s concern for employees (Batt & Valcour, 2003) and may 
induce positive feelings of support, which can reduce conflict and enhance enrichment. 
Whatever is the case here, a clearer differentiation between availability and use in reporting 
results would aid in a nuanced understanding of these relationships. Overall, recognizing 
the contextual boundaries of work–life support policies is very important for organizations 
wishing to implement and evaluate such programmes. We urge future researchers to 
explore this area of inquiry further.

Formal work–life support policies and retention‐related outcomes
Beyond work–family outcomes, researchers have evaluated the impact of formal policies 
on retention‐specific outcomes, including turnover, intention to turnover and organiza-
tional commitment. Table 24.1 presents a comprehensive list of published studies that 
have examined formal, flexibility‐based and dependant care policies in relation to these 
outcomes. Information about the sample size, relationship examined and nature of the 
association, as well as effect size, are included. Of note is that in one case – telecommuting 
use and turnover intentions – meta‐analytic research previously aggregated studies that 
examine this relationship and estimated an overall effect; thus, for this category we review 
only studies that were not included in the meta‐analysis. Additionally, although there is a 
meta‐analysis on dependant care supports and turnover intentions and organizational 
commitment (Butts et al., 2013), because it combined bundles of policies with individual 
policies, we deemed it appropriate to include primary studies from the meta‐analysis that 
reported results by individual policy in order to gain a better sense of specific relationships. 
Table 24.1 also distinguishes between studies that focus on the availability versus the use 
of formal work–life support policies. As noted above, this differentiation is important as 
use and access may influence outcomes through different processes.

To summarize Table 24.1, beginning with flexibility‐based policies, overall bundles or a 
composite of flexible policies show favourable associations with turnover, turnover inten-
tions and organizational commitment. In some cases, studies found no effects, but in no 
case were detrimental associations with retention‐related variables observed. The pattern 
is generally consistent across both availability and use, although there is considerably more 
research on availability and proportionally fewer of these studies cite no results compared 



Table 24.1 Association between formal work–family support policies and turnover, turnover intentions, and organizational commitment.

Turnover Turnover Intentions Org. Commitment

N Effect Effect Size (d) Effect Effect Size (d) Effect Effect Size (d)

Flexible bundles or composites
Use
Allen (2001) 522 – 0.20 + 0.30
Casper & Harris (2008) 286 0 0
de Janasz, Forret, Haack & Jonsen (2013) 560 0
Moen, Kelly & Hill (2011) 775 – NR
Porter & Ayman (2010) 227 0
Richman, Civian, Shannon, Hill & Brennan (2008) 57,231 – NR
Availability
Allen (2001) 522 – 0.22 + 0.32
Batt & Valcour (2003) 557 0
Bond & Galinsky (2006) 2,810 – NR
Casper & Harris (2008) 286 0 + 0.26
de Sivatte & Guadamillas (2013) 420 – 0.70 + 1.25
Eaton (2003) 463 0
Hornung, Rousseau & Glaser (2008) 887 0
McNall, Masuda & Nicklin (2009) 220 – 0.41
Ngo & Tsang (1998) 746 + 0.58
Porter & Ayman (2010) 227 0
Premeaux, Adkins & Mossholder (2007) 564 + 0.18
Richman, Civian, Shannon, Hill & Brennan (2008) 82,989 – NR
Stavrou (2005)a 2,811 firms – 0.22
Thompson & Prottas (2005) 3,504 – 0.32
Vandenburg, Richardson & Eastman (1999) 3,570 – 016 0
Wang, Lawler & Shi (2011) 615 + 0.22
Wang & Walumbwa (2007) 475 + 0.18
Flexible schedules/Flextime
Use
Dalton & Mesch (1990) 271 0
Dunham, Pierce & Castenada (1987) 102 0
Schneider, Trukeschitz, Muhlmann & Ponocny (2013) 902 + NR

Availability
Barrah, Shultz, Baltes & Stolz (2004) 301 0
Behson (2005) 3,551 0
Giffords (2009) 0
Glass & Estes (1996) 246 0
Glass & Riley (1998) 288 0
Hopp & Sommerstad (1977) 25,000 0
Krausz, Sagie & Bidermann (2000) – 0.45 + 0.56
Lu, Kao, Chang, Wu & Cooper (2011) 1,122 + 0.56
Lyness, Gornick, Stone & Grotto (2012) 10,678 + NR
Masuda et al. (2012) – Latin American sample 1,211 0
Masuda et al. (2012) – Asian sample 1,211 0
Masuda et al. (2012) – Anglo sample 1,492 – 0.22
Mueller & Cole (1977) 3,000 – NR
Pavalko & Henderson (2006) 2,021 – NR
Pierce & Newstrom (1983) 138 0
Roehling, Roehling & Moen (2001) 2,894 + 0.39
Rosin & Korabik (1991) 306 0
Rothbard, Phillips & Dumas (2005) 460 0
Scandura & Lankau (1997) 160 + 0.30
Stavrou & Kilaniotis (2010)a 3,337 firms – 0.22
Yanadori & Kato (2009) 954 firms – 0.41 for males

0.52 for females
Telecommuting
Use
Caillier (2013) 263,475 – 0.06
Gajendran & Harrision (2007)b 7,580 – 0.16
Glass & Estes (1996) 246 – NR
Glass & Riley (1998) – extent of telecommuting 288 – NR
Golden (2006) – extent of telecommuting 393 + 0.26
Golden, Veiga & Dino (2008) – extent of telecommuting 261 0
Kelliher & Anderson (2010) 2,066 + NR
Availability
Hunton & Norman (2010) 160 + NR
Masuda et al. (2012) – Latin American sample 1,211 0
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Roehling, Roehling & Moen (2001) 2,894 + 0.39
Rosin & Korabik (1991) 306 0
Rothbard, Phillips & Dumas (2005) 460 0
Scandura & Lankau (1997) 160 + 0.30
Stavrou & Kilaniotis (2010)a 3,337 firms – 0.22
Yanadori & Kato (2009) 954 firms – 0.41 for males

0.52 for females
Telecommuting
Use
Caillier (2013) 263,475 – 0.06
Gajendran & Harrision (2007)b 7,580 – 0.16
Glass & Estes (1996) 246 – NR
Glass & Riley (1998) – extent of telecommuting 288 – NR
Golden (2006) – extent of telecommuting 393 + 0.26
Golden, Veiga & Dino (2008) – extent of telecommuting 261 0
Kelliher & Anderson (2010) 2,066 + NR
Availability
Hunton & Norman (2010) 160 + NR
Masuda et al. (2012) – Latin American sample 1,211 0

(Continued)
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Turnover Turnover Intentions Org. Commitment

N Effect Effect Size (d) Effect Effect Size (d) Effect Effect Size (d)

Masuda et al. (2012) – Asian sample 1,211 + 0.14
Masuda et al. (2012) – Anglo sample 1,492 0
Stavrou (2005)a 2,811 firms + 0.12
No clear differentiation between availability and use
Martin & MacDonnell (2012)b 3,114 + 0.20
Part‐time
Use
Barnett, Gordon, Gareis & Morgan (2004) 178 0
Bernhard‐Oettel, De Cuyper, Berntson & Isaksson (2008) 716 0
Clinebell & Clinebell (2007) 282 0
Conway & Briner (2002) 357 0 – 0.18
Gakovic & Tetrick (2003) 601 0
Kelliher & Anderson (2010) 2,066 + NR
Marchese & Ryan (2001) 727 0
Thorsteinson (2003) 15,426 0
Wittmer & Martin (2011) 2,056 + 1.01 – .18
Availability
Stavrou & Kilaniotis (2010)a 3,337 firms + 0.45
Compressed work week
Use
Dunham, Pierce, & Castenada (1984) 84 0
Availability
Masuda et al. (2012) – Latin American sample 1,211 – 0.18
Masuda et al. (2012) – Asian sample 1,211 0
Masuda et al. (2012) – Anglo sample 1,492 – 0.14
Bundles or composites of dependant care policies
Availability
Butts et al. (2013)b 8,394 or 14,562 – 0.24 + 0.26
Yamamoto (2011) 1,228 – 0.61

Use
Butts et al. (2013) 3174 or 2,253 – 0.16 + 0.18
Childcare assistance (on‐site and off‐site childcare; childcare vouchers)
Availability
Lyness, Thompson, Francesco & Judiesch (1999) 86 0
Grover & Crooker (1995) 745 0 0
Roehling, Roehling & Moen (2001) 2,894 + 0.20
Wang, Lawler & Shi (2011) 615 + 0.20
Wang & Walumbwa (2007) 475 + 0.28
Youngblood & Chambers‐Cook (1984) 410 0 + NR
Use
Milkovich & Gomez (1976) 19 – 5.46
Rothausen, Gonzalez, Clarke & O’Dell (1998) 271 0 0
Parental leave (e.g., for childbirth, adoption, other family matters)
Availability
Giffords (2009) 214 + NR
Grover & Crooker (1995) 745 – 0.45 + 0.22
Lyness, Thompson, Francesco & Judiesch (1999) 86 0
Pavalko & Henderson (2006) 2021 0
Yanadori & Kato (2009)a 954 firms _ 0.35 for females; 

0.20 for males
Use
Glass & Riley (1998) (length of leave) 285 _ NR

Note: Effect sizes are in the form of Cohen’s d. Rules of thumb for interpretation are that 0.2 = a small effect, 0.5 = a medium effect, and 0.8 and greater = a large effect (Cohen, 1988).
NR = the effect size was not reported and cannot be computed based on the statistics reported in the study.
a Study was conducted at the firm level rather than the individual level (i.e., comparison of policy availability across firm in comparison to turnover rates of those firms).
b Study is a meta‐analysis and represents the results of several aggregated studies.
+ = a positive relationship.
– = a negative relationship.
0 = a nonsignificant relationship.
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to studies focused on actual use. Results from research on flexible schedules exhibit a similar 
pattern, with generally either no or favourable associations with turnover, turnover inten-
tions and organizational commitment. Notable is the lack of studies that focus on actual 
use of flexibility and the fact that most effect sizes were small or medium in size.

The association between telecommuting and turnover intentions has been assessed 
meta‐analytically and research suggests a negative association, though the effect is small. 
Studies conducted after the meta‐analysis, and therefore not included in that estimate, are 
not consistent with this, with most finding no association and one reporting a positive 
link. With regard to turnover, research in this area is scant, with reports from only three 
studies. One found a positive association, although it is important to bear in mind that this 
study was conducted at the organizational level rather than the individual level; thus, other 
organizational factors beyond telecommuting policies may have impacted the average 
turnover rate within each organization. Finally, the results with organizational commit-
ment are consistent, suggesting that use and availability of telecommuting relates p ositively 
to commitment.

Synthesizing results from studies focused on part‐time work and a compressed work 
week is less straightforward. We hesitate to draw conclusions about patterns or relationships 
based on the small number of studies in each category coupled with the inconsistencies 
across studies. One noticeable trend is that, compared to the other types of policies, the link 
between part‐time work and commitment seems weaker, or absent, in most cases. This may 
be attributable to the fact that people working part‐time are inherently less committed to 
the job because they spend fewer hours working or that the nature of jobs that offer part‐
time work, at least in the US, are less attractive than many full‐time jobs. There is too a 
dearth of research linking part‐time work or compressed work week policies to turnover. 
The only known study was again at the firm level and found a positive association between 
part‐time work availability and turnover. Overall, our assessment is that the availability and 
use of flexibility‐based policies seem to enhance organizational attitudes and turnover, 
although more studies are needed based on actual turnover to draw any firm conclusion.

For dependant care policies, Butts and colleagues’ (2013) meta‐analysis and the single 
identified study published subsequent to their data collection (Yamamoto, 2011) suggest 
that both use and availability of policies are negatively related to turnover intentions and 
positively related to organizational commitment. One relationship absent from these 
studies is that between these composite measures and actual turnover.

As for the specific dependant care policies, studies were divided according to whether 
they measured childcare assistance policies (e.g., on‐ and off‐site childcare and childcare 
vouchers or referral services) or parental leave policies. For childcare assistance policies, 
only tentative conclusions can be made given the small number of studies measuring policy 
availability or use. There is a fairly consistent finding that the availability of childcare 
assistance policies is positively associated with organizational commitment; however, there 
is a lack of research on the relationship between the use of these policies and commitment. 
On the other hand, it is worth noting that, although limited, research has shown no find-
ings for the relationship between childcare assistance policy availability and use as well as 
actual turnover and turnover intentions. Moreover, the single study that reports a negative 
association has a very small sample size (Milkovich & Gomez, 1976). Overall, these find-
ings provide preliminary evidence that, although childcare assistance policies help in 
increasing employee commitment, they may not aid in the ultimate retention of employee.

Turning to parental leave, there appears to be a favourable pattern of findings, although 
the number of studies is small. There is more evidence, in comparison to childcare 
assistance polices, that both availability and use of parental leave policies are related to 
less actual turnover. In particular, Yanadori and Kato (2009) showed that availability of 
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parental leave was associated with significantly less turnover for both men and women, 
which suggests the importance of these policies for employees regardless of their sex. In 
general, there is tentative evidence that parental leave policies may be beneficial to 
employee retention in terms of employee commitment and turnover. One caveat to inter-
preting these findings for both types of formal policy is that with a few exceptions (i.e., 
Dalton & Mesch, 1990; Dunham et al., 1987; Hunton & Norman, 2010; Milkovich & 
Gomez, 1976; Moen, Kelly & Hill, 2011; Mueller & Cole, 1977; Youngblood & Cham-
bers‐Cook, 1984), most research is based on correlational survey data. Thus, inferences of 
causality are not warranted. It is feasible that only those who are the highest performers 
and are already highly commited to the organization are those given access to certain pol-
icies. In that sense, commitment would be driving access to policies rather than the reverse 
relationship. Testing these relationships with experimental designs is an area ripe for future 
research and would contribute greatly to our understanding.

Contextual factors in formal policy and retention relationships
As noted above with work–life outcomes, one reason for the lack of consistency in studies 
examining family‐friendly policies and retention‐related outcomes is likely to be the 
presence of moderating variables. In this section, we discuss common variables that have 
been mentioned and examined as moderators of these relationships.

Gender has been most commonly studied as a moderating variable. One study reported 
no significant moderating effect of gender on the relationship between work flexibility and 
organizational commitment (Ngo & Tsang, 1998), but other researchers found that 
women whose organizations offered flexible schedules reported higher commitment than 
women whose organizations did not offer such policies. However, for men, commitment 
was not affected by the availability of flexibility (Scandura & Lankau, 1997). Moreover, 
adding another level of complexity by examining availability and use of schedule flexibility 
in tandem with gender, Casper and Harris (2008) reported a significant three‐way inter-
action. For women, schedule flexibility was positively related to commitment regardless of 
use, but for men, schedule flexibility was positively associated with commitment only 
when use was high. A negative relationship was observed when use was low. The same 
relationships were tested for dependant care support, but no significant interactions were 
observed. Overall, it seems that for women availability of flexible policies alone communi-
cates a positive message about organizational support, whereas men benefit in terms of 
commitment only when using these policies.

Other streams of research highlight indirect evidence for gender differences in the for-
mal benefit–retention relationship. First, there is some evidence of differential access to 
flexible work arrangements based on the gender composition of the occupation in the US 
(Glauber, 2011). Specifically, a curvilinear relationship exists, such that the probability of 
a person’s organization offering flexible scheduling is highest when occupations have a 
more even gender ratio (i.e., around 55% of workers in that occupation are female). When 
the proportion of females is low, the odds of flexibility being offered are also lower; the 
same trend (albeit with a weaker effect) is observed when the proportion of women is very 
high. Given that, by definition, men are more likely to be in occupations that are male‐
dominated, this finding suggests that men may have less access to flexibility. Clearly, with-
out access to policies one cannot possibly reap their retention‐related benefits. Of note is 
that these findings may not generalize outside the US, as there is considerable variation in 
the gap in gender differences in access to flexibility in Europe. Notably, in a comparison of 
30 European countries, in all cases (except Greece and Malta) the gender differences were 
such that men had greater access to flexibility (Plantega & Remery, 2009).
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In a qualitative study focused on employees’ views about the implementation of a 
Results Only Work Environment (ROWE; an initiative aimed at reorienting employees 
and managers towards measurable results while playing down the need to be physically 
present at work for a set number of hours each day) at Best Buy corporation, Kelly, 
 Ammons, Chermack and Moen (2010) reported that men and women differed in their 
reactions. Women, especially mothers, were very enthusiastic about working in a ROWE 
arrangement. Men, particularly those early in their careers, were more ambivalent, focusing 
on the potential negative career repercussions (e.g., being passed over for promotion) of 
using flexibility. Quantitative data from a study in Greece support this finding, as men 
reported greater concerns about career costs associated with using flexible work arrange-
ments than did women (Giannikis & Mihail, 2011). It is unclear whether flexibility users 
do suffer penalties, as three studies (Cohen & Single, 2001; Glass, 2004; Judiesch & 
L yness, 1999) found that flexible benefit use results in fewer promotions and pay increases 
for both men and women, whereas others found that users of flexible work practices earn 
higher wages (Leslie, Manchester, Park & Mehng, 2012; Weeden, 2005). Regardless, it 
appears that women seem more attracted to flexible work arrangements, perhaps because 
they focus more on the potential work–life benefits (Butler, Gasser & Smart, 2004; Sharpe, 
Hermsen & Billings, 2002; Sullivan & Smithson, 2007; Vandello, Hettinger, Bosson & 
Siddiqi, 2013).

Moving beyond gender, preference for role segmentation versus integration is men-
tioned frequently in discussions of use and efficacy of formal policies. According to 
boundary theory (Ashforth et al., 2000; Nippert‐Eng, 1996), people create boundaries 
around different life roles to help manage them and simplify their complex environ-
ments, but there are individual differences in the extent to which people prefer and are 
able to keep boundaries permeable and flexible, which in turn influences the relative 
segmentation or integration of roles (Ashforth et al., 2000; Kossek, Lautsch & Eaton, 
2006; Trefalt, 2013). Preference for segmentation versus integration lies along a contin-
uum, with the most extreme preference for each serving as poles at each end. Thus, most 
individuals are not qualified as pure segmenters or integrators, but rather fall between 
the two extremes.

Researchers argue that many types of formal family‐friendly policies alter the nature of 
the workplace in terms of the integration or segmentation that it allows (Rau & Hyland, 
2002; Rothbard, Phillips & Dumas, 2005; Shockley & Allen, 2010). For example, 
because telecommuting typically involves working from home, the place where the family 
domain resides, it is likely to lead to role blurring, an undesirable state for those who pre-
fer to segment their roles. A similar argument can be made for on‐site daycare. On the 
other hand, whether or not flextime is an integrating or segmenting policy has been 
debated. Some argue that it allows for greater integration (Rau & Hyland, 2002; Shock-
ley & Allen, 2010) by making boundaries less permeable, but others argue that it allows 
employees to alter their schedules so that role blurring does not have to occur, making it 
more of a segmenting policy (Rothbard et al., 2005). Empirical results support both posi-
tions, as segmentation preferences negatively relate to use of flextime (Shockley & Allen, 
2010), but moderate the relationship between flextime use and organizational commit-
ment, such that the association is positive for segmenters but negative for integrators. In 
other words, those who prefer to segment benefit from flextime in terms of greater orga-
nizational commitment, whereas the opposite trend is true for integrators, suggesting it 
may be a policy that is more conducive to segmentation. Whatever the case, this individual 
difference variable has important implications for work–life management and family‐
friendly policies, although the nature of these associations remains unclear (Allen, Cho & 
Meier, 2014).
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With regard to the specific policy of telecommuting, a sense of professional and social 
isolation that may accompany being physically removed from the workplace is a matter of 
concern (Cooper & Kurland, 2002; Golden, Veiga & Dino, 2008; Greer & Payne, 2014). 
Although telecommuting may grant additional flexibility and ability to manage work and 
family demands, it can also easily lead to seclusion and loneliness, and may ultimately 
result in turnover. Arrangements that are not fully remote may offset this effect; in fact, 
research suggests that job satisfaction is maximized when an employee telecommutes 
around 15 hours a week (Golden, 2006; Golden & Veiga, 2005). This hypothesis has not 
been investigated with retention‐specific outcomes, but given the association between 
job satisfaction and turnover (Podsakoff, LePine & LePine, 2007), a credible link exists. 
Additional research suggests that the association between professional isolation and turnover 
intentions among teleworkers is weaker when they have greater access to communication‐
enabling technologies, as this may work as a partial substitute for face‐to‐face interactions 
(Golden et al., 2008).

Finally, several researchers have discussed the role of the informal work environment. 
Specifically, when available, policies are not perceived to be usable when the culture is 
highly focused on face‐time or the supervisor does not support policy use, so that even 
when policies are available, employees are less likely to use them (Allen, 2001; Breaugh & 
Frye, 2008; Eaton, 2003; Thompson, Beauvais & Lyness, 1999: Shockley & Allen, 
2010). Additionally, when policies are used despite a non‐supportive environment, any 
gains (i.e., better work–life management) may be offset by the stress that comes with 
t aking advantage of the policy (Shockley & Allen, 2007). In general, if the organizational 
norms and values are not consistent with use of available policies, there is cause to suspect 
that their value will be greatly undermined (Kirby & Krone, 2002; Lobel & Kossek, 
1996; Ryan & Kossek, 2008; Wallace & Young, 2008). We discuss the issue of informal 
support and colleagues next.

Informal work–life support policies and work–life outcomes
Although the research linking formal work–life support to work–life outcomes is mixed, 
research on informal support is considerably more consistent. Informal work–life support 
has been conceptualized in a variety of ways, most commonly as work–family culture 
(Thompson et al., 1999), family‐supportive organizational perceptions (Allen, 2001) and 
family‐supportive supervision (Hammer, Kossek, Zimmerman & Daniels, 2007). 
Regardless of the fine differences between each of these concepts, the core idea of informal 
support is that it represents beliefs about the extent to which the organization or super-
visor values employees’ contribution and is concerned about their well‐being, specifically 
in relation to non‐work matters. These beliefs may stem in part from the presence of 
formal policies, but are also unique and offer incremental variation in the prediction of 
outcomes (e.g., Allen, 2001). Additionally, as discussed below, having formal policies in 
place does not require perceptions of a supportive culture.

The earliest conceptualization of informal work–family support came from Thomas 
and Ganster (1995), who argued that family‐supportive supervisors are an important 
component of a family‐supportive work environment. They described such a supervi-
sor as ‘one who empathizes with the employee’s desire to seek balance between work 
and family responsibilities’ (p. 7). They listed various examples of behaviours that 
r epresent a s upportive supervisor, such as allowing the employee to work flexibly in the 
absence of a formal policy, being tolerant of occasional family intrusions into work 
(phone calls, bringing a child in to work) or general emotional support in the face of 
family hardships.
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Thompson and colleagues (1999) expanded on this concept, moving it beyond the 
immediate supervisor. They coined the term work–family culture, defined as ‘the shared 
assumptions, beliefs, and values regarding the extent to which an organization supports 
and values the integration of employees’ work and family lives’ (p. 394) and set out three 
components of a work–family culture: organizational time demands that enforce the 
p rioritization of work over family; perceived career consequences associated with using 
formal policies or devoting time to family; and  –  paralleling Thompson and Ganster 
(1995) – manager’s support and sensitivity to employees’ family responsibilities. Shortly 
afterwards, Allen (2001) coined a similar term – family‐supportive organizational percep-
tions – defined as ‘global perceptions that employees form regarding the extent the orga-
nization is family‐supportive’ (p. 416). This was intended to overcome some limitations in 
Thompson and colleagues’ (1999) measure, namely that the referent shifts between the 
overall organization and supervisor; thus, it is not a pure assessment of overall culture.

Both Thompson and colleagues’ (1999) and Allen’s (2001) conceptualizations have 
been widely adopted in the literature and, to date, are the most common way researchers 
assess the notion of informal work–family support at the organizational level (Shockley, 
Thompson & Andreassi, 2013). Both work–family culture and family‐supportive organi-
zational perceptions are negatively related to work-to-family conflict and family-to-work 
conflict (Allen et al., 2013; Behson, 2002a, 2002b; Booth & Matthews, 2012; Dickson, 
2008; Dikkers, Geurts, den Dulk, Peper & Kompier, 2004; Greenhaus, Zeigert & Allen, 
2012; Lapierre et al., 2008; Lauzun, Major & Jones, 2012; Major, Fletcher, Davis & Ger-
mano, 2008; O’Driscoll et al., 2003; Premeaux, Adkins & Mossholder, 2007; Shockley & 
Allen, 2007), though effect sizes for  family-to-work conflict are generally weaker. Addi-
tionally, work–family culture and family‐supportive organizational perceptions account for 
unique variance in work–family conflict beyond access to formal policies (Allen, 2001; 
Thompson et al., 1999). Findings are also favourable for enrichment, as many researchers 
note a positive association between informal support and work-to-family (Taylor, 
 Delcampo & Blancero, 2009; Voydanoff, 2004; Wayne, Casper, Matthews, & Allen 2013) 
and family-to-work enrichment (Baral & Bhargava, 2010; Dikkers et al., 2007; Tang, Siu 
& Cheung, 2014; Thompson & Prottas, 2005; Wayne et al., 2006).

The family supportiveness of the supervisor, one of the dimensions noted in Thompson 
and colleagues’ (1999) work–family culture conceptualization, has received particular 
attention. Aiming to examine the joint influences of general supervisor support, supervisor 
support specific to work–family issues and perceptions of overall organizational support 
for work–family, Kossek, Pichler, Bodner and Hammer (2011) tested a meta‐analytic path 
model involving all variables in relation to work–family conflict. They found that both 
types of support were related to lower levels of work–family conflict, but that the effect 
size was stronger for perceptions of organizational work–family support. Results are less 
clear for family–work conflict; some studies have found a work–family supportive supervi-
sor relates negatively to family–work conflict (e.g., Aycan & Eskin, 2005; Fiksenbaum, 
2014; Frye & Breaugh, 2004; Karatepe & Kilic, 2007; Lapiere & Allen, 2006; Odle‐Dus-
seau, Britt & Greene‐Shortridge, 2012; O’Driscoll et al., 2003; Thompson & Prottas, 
2005), but others cite no significant association (e.g., Barrah, Schultz, Baltes & Stolz, 
2004; Greenhaus et  al., 2012; Hammer et  al., 2009; Lu, Siu, Spector & Shi, 2009; 
S eiger & Weise, 2009; Smith & Gardner, 2007). Family‐supportive supervision also relates 
positively to both directions of enrichment (Baral & Bhargava, 2010; Hammer, Kossek, 
Bodner & Crain, 2013; Lu et al., 2009; Odle‐Dusseau et al., 2012; Thompson & Prottas, 
2005; Voydanoff, 2004; Wayne et  al., 2013). In summary, there is strong evidence to 
support the notion that the informal work–life environment relates favourably to work–life 
outcomes.
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Informal work–life support policies and retention‐related outcomes
As Table 24.1 demonstrates, the association between family‐friendly policies and retention‐
related outcomes is somewhat ambiguous. However, almost all studies investigating 
work–family culture have found it to be positively associated with organizational commit-
ment (Behson, 2002a; de Janasz, Behson, Jonsen & Lankau, 2013; de Janasz, Forret, 
Haack & Jonsen, 2013; Kopelman, Prottas, Thompson & Jahn, 2006; Lyness, Thompson, 
Francesco & Judiesch, 1999; Major, Morganson & Bolen, 2013; O’Neill, Harrison, 
Cleveland, Almeida, Stawski & Crouter, 2009; Premeaux et  al., 2007; Prottas & 
Kopelman, 2009; Wayne et  al., 2013) and negatively related to turnover intentions 
(Ahmad & Omar, 2013; Barrah et  al., 2004; Dickson, 2008; Haar & Roche, 2010; 
Mauno, Kiuru & Kinnunen, 2011; O’Neill et  al., 2009; Prottas & Kopelman, 2009; 
Thompson & Prottas, 2005). Similar patterns are observed for family‐supportive super-
vision (turnover intentions: Aryee, Luk & Stone, 1998; Bagger & Li, 2014; Barrah et al., 
2004; Behson, 2005; de Sivatte & Guadamillas, 2013; Hammer, Kossek, Anger, Bodner 
& Zimmerman, 2011; Hammer, Kossek, Bodner & Crain, 2013; Hammer et al., 2009; 
organizational c ommitment Aryee et al., 1998; de Sivatte & Guadamillas, 2013; Mills, 
Matthews, Henning & Woo, 2014). Studies of actual turnover are absent from this 
literature.

Furthermore, correlations between informal support and retention‐related outcomes 
are often larger than those between formal policies and such outcomes (e.g., Allen, 2001; 
Barrah et al., 2004; Dickson, 2008; Lu et al., 2009; Lyness et al., 1999; Prottas & Kopelman, 
2009). Relatedly, a few studies (Allen, 2001; Thompson et  al., 1999) have found that 
work–family supportive culture accounts for incremental variance in organizational com-
mitment and turnover intentions above and beyond the offering of formal policies. Taken 
together, these results highlight the importance of organizational culture in directly 
 influencing work–life outcomes, retention outcomes and the efficacy of formal policies 
( Galinksy & Stein, 1990; Lobel & Kossek, 1996).

The informal support findings beg the question how, practically speaking, can an 
o rganization or manager foster work–life supportiveness? This question was addressed by 
Harrington and James (2006), who outlined several key components for creating a work–
life supportive culture. These include ensuring that organizational leaders understand the 
importance of work–life issues and see it as key to the success of the business, ensuring that 
a work–life strategic plan is put in place that supports the overall vision and goals of the 
organization, adopting a systematic and proactive approach to work–life strategies, creat-
ing accountability between the employee and employer for work–life management, estab-
lishing a culture that is built on mutual respect among employees, clearly communicating 
work–life strategies and the availability of resources, and continuously measuring the effec-
tiveness of work–life strategies and adjusting them according to the results. Harrington 
and James (2006) additionally offer practical proposals for the execution of each of these 
c omponents.

Other practical advice can be gleaned from Hammer and colleagues’ (2007, 2009) 
research aimed at understanding the specific behaviours that drive perceptions of a 
supervisor as family‐supportive. Their research suggests four dimensions: emotional 
support (e.g., willingness to listen to subordinates’ problems about balancing work 
and non‐work), instrumental support (e.g., helping with scheduling conflicts), role 
modelling behaviours (e.g., the supervisor demonstrating effective work–life balance 
behaviours) and creative work–life management (e.g., creatively reorganizing work so 
that it benefits the employee and company alike). The benefit of isolating specific 
behaviours is that they are amenable to training. In fact, the research team has 
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c onducted several training sessions in different organizational settings with favourable 
results (Kossek, Hammer, Kelly & Moen, 2014).

Finally, a useful initiative is Perlow’s (2012) predictability, teaming and open (PTO) 
communication. This initiative was developed for a consulting firm, where employees 
work very long and irregular hours. Using an experimental design, Perlow found that 
c onsulting teams that were practising PTO, which involves each member of the team 
d isconnecting for one night a week and requires weekly team meetings to communicate 
processes, reported greater satisfaction with work–life balance than non‐participating 
teams. Improvements were also seen in productivity and efficiency. Ultimately, the success 
of the experiment led to a cultural shift within the organization about time norms.  Perlow’s 
findings highlight the importance of gaining initial agreement from top management and 
using data to drive acceptance for change.

Future Research

Our first recommendation for future research is a call for studies that examine actual 
behavioural outcomes, namely turnover in relation to work–life policies. Very few 
studies have addressed this relationship, and many of those that have were undertaken 
some decades ago (e.g. Glass & Estes, 1996; Milkovich & Gomez, 1976; Mueller & 
Cole, 1977) or focused on the firm level (Stavrou, 2005; Yanadori & Kato, 2009). 
While the latter is informative in that it provides insight about the percentage of people 
using a work–life policy in relation to turnover at the firm, it does not allow conclusions 
to be drawn regarding individual use of policies and consequent turnover. Moreover, 
given the dearth of experimental or even quasi‐experimental research in this area, 
studies that use experimental designs would be particularly useful in arriving at causal 
conclusions.

Relatedly, future researchers should focus on exploring the differences between 
p olicy availability and policy use in relation to employee retention. As stated earlier, 
Allen and colleagues (2013) suggested that there could be differences in the way policy 
availability and use influence outcomes. Of the studies we reviewed, only four (Allen, 
2001; Casper & Harris, 2008; Porter & Ayman, 2010; Richman et al., 2008) provided 
findings on the impact of both policy availability and use. By not measuring availability 
and use of work–family polices or not clearly delineating which they are measuring, 
researchers limit a deeper understanding of how these processes relate to employee 
retention outcomes.

Greater understanding of context is also an important avenue for future research. While 
the extant work–life and retention literature contains some, mostly exploratory, cross‐
cultural work (e.g., Spector et al., 2007; Wang et al., 2004), it has largely neglected inves-
tigating in depth retention outcomes as a function of both work–life and cultural 
c onstructs, and has provided little in the way of theoretical underpinnings for observed 
relationships. We urge future researchers to replicate and extend established links b etween 
these variables, to seek new influential variables, and to back up all with established or 
novel theory. In order to do so, scholars should continue to move away from using 
country or geographic location as a proxy for culture and seek to understand how vari-
ance in specific cultural values (e.g., gender egalitarianism, humane orientation, power 
distance, etc.) impacts retention through work–life variables or how it moderates the 
work–life and retention link. Together, these suggestions should enable researchers to 
parse the universal and culture‐specific factors influencing the work–life and retention 
interface.
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Conclusion

At the start of this chapter we stated that organizations have begun to recognize the 
importance of work–life issues in the retention of top talent. As the research reviewed here 
suggests, there is some evidence to support the existence of this link. However, the rela-
tionship between work–life issues and employee retention is not necessarily a straightfor-
ward one but is shaped by moderators (e.g., culture, gender, work and family centrality) 
and by the type of formal or informal support policies the organization offers. Additionally, 
the impact of formal organizational policies appears to differentially relate to retention, 
according to whether policy availability or use is the focus of the study. Therefore, while 
work–life issues and practice appear to be important for retention, there is a need for 
further research on this relationship in order to better understand how organizations can 
minimize turnover and retain their top employees.

References

Ahmad, A., & Omar, Z. (2013). Informal workplace family support and turnover intention: Testing 
a mediation model. Social Behavior and Personality, 41, 555–556.

Allen, T. D. (2001). Family‐supportive work environments: The role of organizational perceptions. 
Journal of Vocational Behavior, 58, 414–435.

Allen, T. D., Cho, E., & Meier, L. L. (2014). Work–family boundary dynamics. Annual Review of 
Organizational Psychology and Organizational Behavior, 1, 99–121.

Allen, T. D., Johnson, R. C., Kiburz, K., & Shockley, K. M. (2013).Work–family conflict and flexible 
work arrangements: Deconstructing flexibility. Personnel Psychology, 66(2), 345–376.

Allen, T. D., Lapierre, L. M., Spector, P. E., Poelmans, S. Y., O’Driscoll, M., Sanchez, J. I., & 
Woo, J. (2014). The link between national paid leave policy and work–family conflict among 
married working parents. Applied Psychology: An International Review, 63(1), 5–28. doi:10.1111/ 
apps.12004

Allen, T. D., & Shockley, K. M. (2009). Flexible work arrangements: Help or hype? In D. R. Crane, & 
E. J. Hill (Eds.), Handbook of Families and Work: Interdisciplinary Perspectives (pp. 265–284). 
Lanham, MD: University Press of America.

Amstad, F. T., Meier, L. L., Fasel, U., Elfering, A., & Semmer, N. K. (2011). A meta‐analysis of 
work–family conflict and various outcomes with a special emphasis on cross‐domain versus 
matching‐domain relations. Journal of Occupational Health Psychology, 16, 151– 169.

Ashforth, B. E., Kreiner, G. E., & Fugate, M. (2000). All in a day’s work: Boundaries and micro‐role 
transitions. Academy of Management Review, 25, 472–491.

Aryee, S., Luk, V., & Stone, R. (1998). Family responsive variables and retention‐relevant outcomes 
among employed parents. Human Relations, 51, 73–87.

Aycan, Z., & Eskin, M. (2005). Relative contributions of childcare, spousal support, and organizational 
support in reducing work–family conflict for men and women: The case of Turkey. Sex Roles, 53, 
453–471.

Bagger, J., & Li, A. (2014). Being important matters: The impact of work and family centralities on 
family‐to‐work conflict–satisfaction relationship. Human Relations, 65, 473–500.

Balmforth, K., & Gardner, D. (2006). Conflict and facilitation between work and family: Realizing 
the outcomes for organizations. New Zealand Journal of Psychology, 35(2), 69–76.

Banjeree, D., & Perrucci, C. C. (2012). Employee benefits and policies: Do they make a difference 
for work/family conflict? Journal of Sociological & Social Welfare, 39, 131–147.

Baral, R., & Bhargava, S. (2010). Work–family enrichment as a mediator between organizational inter-
ventions for work–life balance and job outcomes. Journal of Managerial Psychology, 25, 274–300.

Barnett, R. C., Gordon, J. R., Gareis, K. C., & Morgan, C. (2004). Unintended consequences of job 
redesign: Psychological contract violations and turnover intentions among full‐time and 
reduced‐hours MDs and LPNs. Community, Work, & Family, 7, 227–246.



534 Retention

Barrah, J. L., Shultz, K. S., Baltes, B., & Stolz, H. E. (2004). Men’s and women’s eldercare‐based 
work–family conflict: Antecedents and work‐related outcomes. Fathering, 2, 305–330.

Batt, R., & Valcour, P. M. (2003). Human resources practices as predictors of work–family outcomes 
and employee turnover. Industrial Relations, 42, 189–220.

Beham, B., Drobnic ̌, S., & Präg, P. (2011). Work demands and resources and the work–family 
i nterface: Testing a salience model on German service sector employees. Journal of Vocational 
Behavior, 78, 110–122.

Behson, S. J. (2002a). Coping with family‐to‐work conflict: The role of informal work accommodations 
to family. Journal of Occupational Health Psychology, 7, 324–341.

Behson, S. J. (2002b). Which dominates? The relative importance of work–family organizational 
support and general organizational context on employee outcomes. Journal of Vocational 
Behavior, 61, 53–71.

Behson, S. J. (2005). The relative contribution of formal and informal organizational work family 
support. Journal of Vocational Behavior, 66, 487–500.

Bernhard‐Oettel, C., De Cuyper, N., Berntson, E., & Isaksson, K. (2008). Well‐being and organiza-
tional attitudes in alternative employment: The role of contract and job preferences. International 
Journal of Stress Management, 15, 345–363.

Boles, J. S., Johnston, M. W., & Hair Jr, J. F. (1997). Role stress, work–family conflict and emotional 
exhaustion: Inter‐relationships and effects on some work‐related consequences. Journal of 
Personal Selling & Sales Management, 17(1), 17–28.

Bond, J. T., & Galinsky, E. (2006). How Can Employers Increase the Productivity and Retention of 
Entry‐Level, Hourly Employees? (Issue Brief No. 2). New York: Families and Work Institute.

Booth, S. M., & Matthews, R. A. (2012). Family‐supportive organization perceptions: Validation of 
an abbreviated measure and theory extension. Journal of Occupational Health Psychology, 17, 
41–51.

Boswell, W. R., & Olson‐Buchanan, J. B. (2007). The use of communication technologies after 
hours: The role of work attitudes and work–life conflict. Journal of Management, 33, 592–610.

Boyar, S. L., & Mosley Jr, D. C. (2007). The relationship between core self‐evaluations and work 
and family satisfaction: The mediating role of work–family conflict and facilitation. Journal of 
Vocational Behavior, 71, 265–281.

Breaugh, J. A., & Frye, N. K. (2007). An examination of the antecedents and consequences of the 
use of family‐friendly benefits. Journal of Managerial Issues, 19, 35–52.

Breaugh, J. A., & Frye, N. K. (2008). Work–family conflict: The importance of family‐friendly 
employment practices and family supportive supervisors. Journal of Business and Psychology, 22, 
345–353.

Butler, A., Gasser, M., & Smart, L. (2004). A social‐cognitive perspective on using family‐friendly 
benefits. Journal of Vocational Behavior, 65, 57–70.

Butts, M. M., Casper, W. J., & Yang, T. S. (2013). How important are work–family support policies? 
A meta‐analytic investigation of their effects on employee outcomes. Journal of Applied 
Psychology, 98, 1–25.

Caillier, J. G. (2013). Are teleworkers less likely to report leave intentions in the United States federal 
government than non‐teleworkers are? The American Review of Public Administration, 43, 72–88.

Carlson, D. S., Grzywacz, J. G., Ferguson, M., Hunter, E. M., Clinch, C. R., & Arcury, T. A. 
(2011). Health and turnover of working mothers after childbirth via the work–family interface: 
An analysis across time. Journal of Applied Psychology, 96, 1045–1054.

Carlson, D. S., Grzywacz, J. G., & Kacmar, K. (2010). The relationship of schedule flexibility and 
outcomes via the work–family interface. Journal of Managerial Psychology, 25(4), 330–355.

Carr, J. C., Boyar, S. L., & Gregory, B. T. (2008). The moderating effect of family centrality on 
work–family conflict, organisational attitudes, and turnover behaviour. Journal of Management, 
34, 244–262.

Casper, W. J., & Harris, C. M. (2008). Work–life benefits and organizational attachment: Self‐interest 
utility and signaling theory models. Journal of Vocational Behavior, 72, 95–109.

Chelariu, C., & Stump, R. (2011). A study of work–family conflict, family–work conflict and the 
contingent effect of self‐efficacy of retail salespeople in a transitional economy. European Journal 
of Marketing, 45, 1660–1679.



 The Impact of Work–Life Balance 535 

Clinebell, S. K., & Clinebell, J. M. (2007). Differences between part‐time and full‐time employees in 
the financial services industry. Journal of Leadership & Organizational Studies, 14, 157–167.

Cohen, J. R., & Single, L. E. (2001). An examination of the perceived impact of flexible work 
arrangements on professional opportunities in public accounting. Journal of Business Ethics, 32, 
317–328.

Conway, N., & Briner, R. B. (2002). Full‐time versus part‐time employees: Understanding the links 
between work status, the psychological contract, and attitudes. Journal of Vocational Behavior, 
61, 279–301.

Cooper, C. D., & Kurland, N. B. (2002). Telecommuting, professional isolation, and employee 
development in public and private organizations. Journal of Organizational Behavior, 23, 
511–532.

Crouter, A. C. (1984). Spillover from family to work: The neglected side of the work–family i nterface. 
Human Relations, 37, 425–441.

Dalton, D. R., & Mesch, D. J. (1990). The impact of flexible scheduling on employee attendance 
and turnover. Administrative Science Quarterly, 35, 370–387.

de Janasz, S., Behson, S.J., Jonsen, K., & Lankau, M. (2013). Dual sources of support for dual roles: 
How mentoring and work–family culture influence work–family conflict and job attitudes. 
The International Journal of Human Resource Management, 24, 1435–1453.

de Janasz, S., Forret, M., Haack, D., & Jonsen, K. (2013). Family status and work attitudes: 
An investigation in a professional services firm. British Journal of Management, 24, 191–210.

de Sivatte, I., & Guadamillas, F. (2013). Antecedents and outcomes of implementing flexibility 
p olicies in organizations. The International Journal of Human Resource Management, 24, 
1327–1345.

Dickson, C. E. (2008). Antecedents and consequences of perceived family responsibilities 
discrimination in the workplace. The Psychologist‐Manager Journal, 11(1), 113–140.

Dikkers, J. S. E., Geurts, S. A. E., den Dulk, L., Peper, B., & Kompier, M. (2004). Relations among 
work–home culture, the utilization of work–home arrangements, and work–home interference. 
International Journal of Stress Management, 11, 323–345.

Dikkers, J. E., Geurts, S. E., den Dulk, L., Peper, B., Taris, T. W., & Kompier, M. J. (2007). 
Dimensions of work–home culture and their relations with the use of work–home arrangements 
and work–home interaction. Work & Stress, 21, 155–172.

Dunham, R. B., Pierce, J. L., & Casteneda, M. B. (1987). Alternative work schedules: Two field 
quasi‐experiments. Personnel Psychology, 40, 215–242.

Eaton, S. C. (2003). If you can use them: Flexibility policies, organizational commitment, and 
p erceived performance. Industrial Relations, 42, 145–167.

Ferguson, M., Carlson, D., Hunter, E., & Whitten, D. (2012). A two‐study examination of work–
family conflict, production deviance and gender. Journal of Vocational Behavior, 81, 245–258.

Fiksenbaum, L. M. (2014). Supportive work–family environments: Implications for work–family conflict 
and well‐being. The International Journal of Human Resource Management, 25, 653–672.

Frone, M. R. (2003). Work–family balance. In J. C. Quick & L. E. Tetrick (Eds.), Handbook of 
Occupational Health Psychology (pp. 143–162). Washington, DC: American Psychological 
Association.

Frye, N. K., & Breaugh, J. A. (2004). Family‐friendly policies, supervisor support, work–family 
conflict, family–work conflict, and satisfaction: A test of a conceptual model. Journal of Business 
and Psychology, 19, 197–220.

Fujimoto, T., Kotani, S., & Suzuki, R. (2008). Work–family conflict of nurses in Japan. Journal of 
Clinical Nursing, 17, 3286–3295.

Gajendran, R. S., & Harrison, D. A. (2007). The good, the bad, and the unknown about telecom-
muting: Meta‐analysis of psychological mediators and individual consequences. Journal of 
Applied Psychology, 92, 1524–1541.

Gakovic, A., & Tetrick, L. E. (2003). Perceived organizational support and work status: A comparison 
of the employment relationships of part‐time and full‐time employees attending university 
classes. Journal of Organizational Behavior, 24, 649–666.

Galinsky, E., & Stein, P. J. (1990). The impact of human resource policies on employees: Balancing 
work/family life. Journal of Family Issues, 11, 368–383.



536 Retention

Giannikis. S. K., & Mihail, D. M. (2011). Flexible work arrangements in Greece: A study of employee 
perceptions. The International Journal of Human Resource Management, 22, 417–432.

Giffords, E. E. (2009). An examination of organizational commitment and professional commitment 
and the relationship to work environment, demographic, and organizational factors. Journal of 
Social Work, 9, 386–404.

Glass, J. L. (2004). Blessing or curse? Work–family policies and mothers’ wage growth over time. 
Work and Occupations, 31, 367–394.

Glass, J. L., & Estes, S. B. (1996). Workplace support, childcare, and turnover intentions among 
employed mothers of infants, Journal of Family Issues, 17, 317–335.

Glass, J. L., & Finley, A. (2002). Coverage and effectiveness of family‐responsive workplace policies. 
Human Resource Management Review, 12, 313–337.

Glass, J. L., & Riley, L. (1998). Family responsive policies and employee retention following 
childbirth. Social Forces, 76, 1401–1435.

Glauber, R. (2011). Limited access: Gender, occupational, composition, and flexible work scheduling. 
The Sociological Quarterly, 52, 472–494.

Goff, S. J., Mount, M. M., & Jamison, R. L. (1990). Employer supported child care, work/family 
conflict, and absenteeism: A field study. Personnel Psychology, 43, 793–809.

Golden, T. D. (2006). Avoiding depletion in virtual work: Telework and the intervening impact of 
work exhaustion on commitment and turnover intentions. Journal of Vocational Behavior, 69, 
176–187.

Golden, T. D., & Veiga, J. F. (2005). The impact of extent of telecommuting on job satisfaction: 
Resolving inconsistent findings. Journal of Management, 31, 301–318.

Golden, T. D., Veiga, J. F., & Dino, R. N. (2008). The impact of professional isolation on teleworker 
job performance and turnover intentions: Does time spent teleworking, interacting face‐to‐face, 
or having access to communication‐enhancing technology matter? Journal of Applied Psychology, 
93, 1412–1421.

Good, L. K., Page, T. J., & Young, C. E. (1996). Assessing hierarchical differences in job‐related 
attitudes and turnover among retail managers. Journal of the Academy of Marketing Science, 
24(2), 148–156.

Gordon, J. R., Whelan‐Berry, K. S., & Hamilton, E. A. (2007). The relationship among work–family 
conflict and enhancement, organizational work–family culture, and work outcomes for older 
working women. Journal of Occupational Health Psychology, 12(4), 350–364. doi: 10.1037/ 
1076–8998.12.4.350.

Greenhaus, J. H., & Allen, T. D. (2011). Work–family balance: A review and extension of the literature. 
In L. Tetrick & J. C. Quick (Eds.). Handbook of Occupational Health Psychology (2nd ed., 
pp. 165–183). Washington, DC: American Psychological Association.

Greenhaus, J. H., & Beutell, N. J. (1985). Sources and conflict between work and family roles. 
Academy of Management Review, 10, 76–88.

Greenhaus, J. H., Collins, K. M., & Shaw, J. D. (2003). The relation between work–family balance 
and quality of life. Journal of Vocational Behavior, 63(3), 510–531.

Greenhaus, J. H., Collins, K. M., Singh, R., & Parasuraman, S. (1997). Work and family influences 
on departure from public accounting. Journal of Vocational Behavior, 50(2), 249–270.

Greenhaus, J. H., Parasuraman, S., & Collins, K. M. (2001). Career involvement and family involvement 
as moderators of relationships between work–family conflict and withdrawal from a profession. 
Journal of Occupational Health Psychology, 6(2), 91.

Greenhaus, J. H., & Powell, G. N. (2006). When work and family are allies: A theory of work–family 
enrichment. Academy of Management Review, 31, 72–92.

Greenhaus, J. H., Zeigert, J.C., & Allen, T. D. (2012). When family‐supportive supervision matters: 
Relations between multiple sources of support and work–family balance. Journal of Vocational 
Behavior, 80, 266–275.

Greer, T. W., & Payne, S. C. (2014). Overcoming telework challenges: Outcomes of successful 
t elework strategies. The Psychologist‐Manager Journal, 17, 87–111.

Grover, S. L., & Crooker, K. J. (1995). Who appreciates family‐responsive human resource policies? 
The impact of family‐friendly policies on the organizational attachment of parents and non‐
p arents. Personnel Psychology, 48, 271–288.



 The Impact of Work–Life Balance 537 

Grzywacz, J. G. (2000). Work–family spillover and health during midlife: Is managing conflict 
e verything? American Journal of Health Promotion, 14, 236–243.

Haar, J. (2004). Work–family conflict and turnover intention: Exploring the moderation effects of 
perceived work–family support. New Zealand Journal of Psychology, 33, 35–39.

Haar, J. M. (2013). Testing a new measure of work–life balance: A study of parent and non‐parent 
employees from New Zealand. The International Journal of Human Resource Management, 24, 
3305–3324.

Haar, J. M., & Bardoel, E. A. (2008). Positive spillover from the work–family interface: A study of 
Australian employees. Asia Pacific Journal of Human Resources, 46, 275–287.

Haar, J. M., & Roche, M. A. (2010). Family supportive organization perceptions and employee 
o utcomes: The mediating effects of life satisfaction. The International Journal of Human 
Resource Management, 21, 999–1014.

Hammer, L. B., Kossek, E. E., Anger, W. K., Bodner, T. E., & Zimmerman, K. (2011). Clarifying 
work–family intervention processes: The roles of work–family conflict and family‐supportive 
supervisor behaviours. Journal of Applied Psychology, 96, 134–150.

Hammer, L. B., Kossek, E. E., Bodner, T. E., & Crain, T. (2013). Measurement development and 
validation of the Family Supportive Supervisor Behaviour Short‐Form (FSSB‐SF). Journal of 
Occupational Health Psychology, 18, 285–296.

Hammer, L. B., Kossek, E. E., Yragui, N. L., Bodner, T. E., & Hanson, G. C. (2009). Development 
and validation of a multidimensional measure of family supportive supervisor behaviours (FSSB), 
Journal of Management, 35(4), 837–856.

Hammer, L. B., Kossek, E. E., Zimmerman, K., & Daniels, R. (2007). Clarifying the construct of 
family supportive supervisory behaviours: A multilevel perspective. Research in Occupational 
Stress and Well‐Being, 6, 171–211.

Hang‐yue, N., Foley, S., & Loi, R. (2005). Work role stressors and turnover intentions: A study of 
professional clergy in Hong Kong. The International Journal of Human Resource Management, 
16, 2133–2146.

Harrington, B., & James, J. B. (2006). The standards of excellence in work–life integration: From 
changing policies to changing organizations. In M. Pitt‐Catsouphes, E. Kossek & S. Sweet 
(Eds.), The Work and Family Handbook: Multi‐Disciplinary Perspectives, Methods, and Approaches 
(pp. 665–683). Mahwah, NJ: Lawrence Erlbaum.

Hill, E., Erickson, J., Holmes, E. K., & Ferris, M. (2010). Workplace flexibility, work hours, and 
work–life conflict: Finding an extra day or two. Journal of Family Psychology, 24, 349–358.

Hill, E. J., Yang, C., Hawkins, A. J., & Ferris, M. (2004). A cross‐cultural test of the work–family 
interface in 48 countries. Journal of Marriage and Family, 66, 1300–1316.

Hopp, M. A., & Sommerstad, C. R. (1977). Reaction at computer firm: More pluses than minuses. 
Monthly Labor Review, 100, 69–71.

Hornung, S., Rousseau, D., & Glaser, J. (2008). Creating flexible work arrangements through 
i diosyncratic deals. Journal of Applied Psychology, 93, 655–664.

Huang, M. H., & Cheng, Z. H. (2012). The effects of inter‐role conflicts on turnover intention 
among frontline service providers: does gender matter? The Service Industries Journal, 32, 
367–381.

Huffman, A. H., Casper, W. J., & Payne, S. C. (2013). How does spouse career support relate to 
employee turnover? Work interfering with family and job satisfaction as mediators. Journal of 
Organizational Behavior, 35(2), 194–212. doi: 10.1002/job.1862.

Hunton, J. E., & Norman, C. S. (2010). The impact of alternative telework arrangements on 
o rganizational commitment: Insights from a longitudinal field experiment. Journal of 
Information Systems, 24, 67–90.

Judiesch, M. K., & Lyness, K. S. (1999). Left behind? The impact of leaves of absence on managers’ 
career success. Academy of Management Journal, 42, 641–651.

Kacmar, K., Crawford, W. S., Carlson, D. S., Ferguson, M., & Whitten, D. (2014). A short and 
valid measure of work–family enrichment. Journal of Occupational Health Psychology, 19(1), 
32–45.

Kahn, R. L., Wolfe, D. M., Quinn, R. P., Snoek, J. D., & Rosenthal, R. A. (1964). Organizational 
Stress: Studies in Role Conflict and Ambiguity. New York: John Wiley & Sons.



538 Retention

Karatepe, O. M. (2009). An investigation of the joint effects of organisational tenure and supervisor 
support on work–family conflict and turnover intentions. Journal of Hospitality and Tourism 
Management, 16(01), 73–81.

Karatepe, O. M., & Kilic, H. (2007). Relationships of supervisor support and conflicts in the work–
family interface with the selected job outcomes of frontline employees. Tourism Management, 
28, 238–252.

Karatepe, O. M., & Magaji, A. B. (2008). Work–family conflict and facilitation in the hotel industry 
a study in Nigeria. Cornell Hospitality Quarterly, 49(4), 395–412.

Kelliher, C., & Anderson, D. (2010). Doing more with less? Flexible working practices and the 
intensification of work. Human Relations, 63, 83–106.

Kelly, E. L., Ammons, S. K., Chermack, K., & Moen, P. (2010). Gendered challenge, gendered 
response: Confronting the ideal worker norm in a white‐collar organization. Gender and Society, 
24, 281–303.

Kirby, E., & Krone, K. (2002). ‘The policy exists but you can’t really use it’: Communication and 
the structuration of work–family policies. Journal of Applied Communication Research, 30, 
50–77.

Kirchmeyer, C. (2000). Work–life initiatives: Greed or benevolence regarding workers’ time? In C. L. 
Cooper & D. M. Rousseau (Eds.), Trends in Organizational Behaviors (Vol 7, pp. 79–93). 
Chichester: Wiley.

Kopelman, R. E., Prottas, D. J., Thompson, C. A., & Jahn, E. W. (2006). A multilevel examination 
of work–life practices: Is more always better? Journal of Managerial Issues, 18, 232–253.

Kossek, E., Hammer, L. B., Kelly, E. L., & Moen, P. (2014). Designing work, family & health 
o rganizational change initiatives. Organizational Dynamics, 43, 53–63.

Kossek, E. E., Lautsch, B. A., & Eaton, S. C. (2006). Telecommuting, control, and boundary 
management: Correlates of policy use and practice, job control, and work–family effectiveness. 
Journal of Vocational Behavior, 68, 347–367.

Kossek, E., Pichler, S., Bodner, T., & Hammer, L. B. (2011). Workplace social support and work–
family conflict: A meta‐analysis clarifying the influence of general and work–family‐specific 
supervisor and organizational support. Personnel Psychology, 64, 289–313.

Krausz, M., Sagie, A., & Bidermann, Y. (2000). Actual and preferred work schedules and scheduling 
control as determinants of job‐related attitudes. Journal of Vocational Behavior, 56, 1–11.

Lapiere, L. M., & Allen, T.D. (2006). Work‐supportive family, family‐supportive supervision, use of 
organizational benefits, and problem‐focused coping: Implications for work–family conflict and 
employee well‐being. Journal of Occupational Health Psychology, 11, 169–181.

Lapierre, L. M., Spector, P. E., Allen, T. D., Poelmans, S., Cooper, C. L., O’Driscoll, M. P., Sanchez, 
J. I., Brough, P., & Kinnunen, U. (2008). Family‐supportive organization perceptions, multiple 
dimensions of work–family conflict, and employee satisfaction: A test of model across five 
s amples. Journal of Vocational Behavior, 73, 92–106.

Lauzun, H. M., Major, D. A., & Jones, M. P. (2012). Employing a conservation of resources 
f ramework to examine the interactive effects of work domain support and economic impact on 
work–family conflict. The Psychologist‐Manager Journal, 15, 25–36.

Lazarus, R. S., & Cohen, J. B. (1977). Environmental stress. Human Behavior and Environment, 2, 
89–127.

Leslie, L., & Manchester, C. (2011). Work–family conflict is a social issue not a women’s issue. 
Industrial and Organizational Psychology: Perspectives on Science and Practice, 4(3), 414–417.

Leslie, L. M., Manchester, C. F., Park, T., & Mehng, S. A. (2012). Flexible work practices: A source 
of career premiums or penalties? Academy of Management Journal, 55, 1407–1428.

Liao, P. Y. (2011). Linking work–family conflict to job attitudes: The mediating role of social 
exchange relationships. The International Journal of Human Resource Management, 22, 
2965–2980.

Lingard, H., Brown, K., Bradley, L., Bailey, C., & Townsend, K. (2007). Improving employees’ 
work–life balance in the construction industry: Project alliance case study. Journal of Construction 
Engineering and Management, 133, 807–815.

Lobel, S. A., & Kossek, E. E. (1996). Human resource strategies to support diversity in work and 
personal lifestyles: Beyond the ‘family friendly’ organization. In E. E. Kossek & S. A. Lobel 



 The Impact of Work–Life Balance 539 

(Eds.), Managing Diversity: Human Resource Strategies for Transforming the Workplace 
(pp. 221–243). Cambridge, MA: Blackwell.

Lu, L., Kao, S., Chang, T., Wu, H., & Cooper, C. L. (2011). Work/family demands, work flexibility, 
work/family conflict, and their consequences at work: A national probability sample in Taiwan. 
International Perspectives in Psychology: Research, Practice, Consultation, 1(S), 68–81.

Lu, J., Siu, O., Spector, P. E., & Shi, K. (2009). Antecedents and outcomes of a fourfold taxonomy 
of work–family balance in Chinese employed parents. Journal of Occupational Health Psychology, 
14, 182–192.

Lyness, K. S., Gornick, J. C., Stone, P., & Grotto, A. R. (2012). It’s all about control: Worker 
 control over schedule and hours in cross-national context. American Sociological Review, 77, 
1023–1049.

Lyness, K. S., Thompson, C. A., Francesco, A. M., & Judiesch, M. K. (1999). Work and pregnancy: 
Individual and organizational factors influencing organizational commitment, timing of 
m aternity leave, and return to work. Sex Roles, 41, 485–508.

Major, D. A., Fletcher, T. D., Davis, D. D., & Germano, L. M. (2008). The influence of work–family 
culture and workplace relationships on work interference with family: A multilevel model. 
Journal of Organizational Behavior, 29, 881–897.

Major, D. A., Morganson, V. J., & Bolen, H. M. (2013). Predictors of occupational and organiza-
tional commitment in information technology: Exploring gender differences and similarities. 
Journal of Business and Psychology, 28, 301–314.

Masuda, A. D., Poelmans, S. A., Allen, T. D., Spector, P. E., Lapierre, L. M., Cooper, C. L., Abarca, 
N., Brough, P., Ferreiro, P., Fraile, G., Lu, L., Lu, C.‐Q., Siu, O. L., O’Driscoll, M. P., Simoni, 
A. S., Shima, S., Moreno‐ Velazquez, I., & Woo, J.‐M. (2012). Flexible work arrangements 
availability and their relationship with work‐to‐family conflict, job satisfaction, and turnover 
intentions: A comparison of three country clusters. Applied Psychology: An International Review, 
61, 1–29.

Marchese. M. C., & Ryan, J. (2001). Capitalizing on the benefits of utilizing part‐time employees 
through job autonomy. Journal of Business and Psychology, 15, 549–560.

Marks, S. R., & MacDermid, S. M. (1996). Multiple roles and the self: A theory of role balance. 
Journal of Marriage and the Family, 58(2), 417–432.

Martin, B. H., & MacDonnell, R. (2012). Is telework effective for organizations? A meta‐analysis of 
empirical research on perceptions of telework and organizational outcomes. Management 
Research Review, 35, 602–616.

Matos, K., & Galinsky, E. (2014). 2014 National Study of Employers. Families and Work Institute. 
familiesandwork.org/downloads/2014NationalStudyOfEmployers.pdf.

Mauno, S., Kiuru, N., & Kinnunen, U. (2011). Relationships between work–family culture and work 
attitudes at both the individual and the departmental level. Work & Stress, 25, 147–166.

McNall, L. A., Masuda, A. D., & Nicklin, J. M. (2009). Flexible work arrangements, job satisfaction, 
and turnover intentions: The mediating role of work‐to‐family enrichment. The Journal of 
Psychology: Interdisciplinary and Applied, 144, 61–81.

McNall, L. A., Nicklin, J. M., & Masuda, A. D. (2010). A meta‐analytic review of the conse-
quences associated with work–family enrichment. Journal of Business and Psychology, 25(3), 
381–396.

Mennino, S. F., Rubin, B. A., & Brayfield, A. (2005). Home‐to‐job and job‐to‐home spillover: The 
impact of company policies and workplace culture. The Sociological Quarterly, 46, 107–135.

Meyer, J. P., Stanley, D. J., Herscovitch, L., & Topolnytsky, L. (2002). Affective, continuance, and 
normative commitment to the organization: A meta‐analysis of antecedents, correlates, and 
c onsequences. Journal of Vocational Behavior, 61, 20–52.

Milkovich, G. T., & Gomez, L. R. (1976). Research notes: Day care and selected employee work 
behaviors. Academy of Management Journal, 19, 111–115.

Mills, M. J., Matthews, R. A., Henning, J. B., & Woo, V. A. (2014). Family‐supportive organizations 
and supervisors: How do they influence employee outcomes and for whom? The International 
Journal of Human Resource Management, 25, 1763–1785.

Moen, P., Fan, W., & Kelly, E. L. (2013). Team‐level flexibility, work–home spillover, and health 
behaviour. Social Science & Medicine, 84, 69–79.



540 Retention

Moen, P., Kelly, E. L., & Hill, R. (2011). Does enhancing work‐time control and flexibility reduce 
turnover? A naturally occurring experiment. Social Problems, 58, 69–98.

Mueller, O., & Cole, M. (1977). Concept wins converts at federal agency. Monthly Labor Review, 
100, 71–74.

Ngo, H., & Tsang, A. (1998). Employment practices and organizational commitment: Differential 
effects for men and women? The International Journal of Organizational Analysis, 6, 
251–266.

Nippert‐Eng, C. (1996). Calendars and keys: The classification of ‘home’ and ‘work’. Sociological 
Forum, 11, 563–581.

Nohe, C., & Sonntag, K. (2014). Work–family conflict, social support, and turnover intentions: 
A longitudinal study. Journal of Vocational Behavior, 85, 1–12.

Odle‐Dusseau, H. N., Britt, T. W., & Greene‐Shortridge, T. M. (2012). Organizational work–family 
resources as predictors of job performance and attitudes: The process of work–family conflict 
and enrichment. Journal of Occupational Health Psychology, 17(1), 28–40.

O’Driscoll, M. P., Poelmans, S., Spector, P. E., Kalliath, T., Allen, T. D., Cooper, C. L., & Sanchez, 
J. I. (2003). Family‐responsive interventions, perceived organizational and supervisor support, 
work–family conflict, and psychological strain. International Journal of Stress Management, 10, 
326–344.

Oishi, A., Chan, R. H., Wang, L., & Kim, J. (2014). Do part‐time jobs mitigate workers’ work–
family conflict and enhance wellbeing? New evidence from four East‐Asian societies. Social 
Indicators Research. doi: 10.1007/s11205‐014‐0624‐8.

O’Neill, J. W., Harrison, M. M., Cleveland, J., Almeida, D., Stawski, R., & Crouter, A. C. (2009). 
Work–family climate, organizational commitment, and turnover: Multilevel contagion effects of 
leaders. Journal of Vocational Behaviour, 74, 18–29.

Özbag ̆, G. K., & Ceyhun, G. Ç. (2014). Does job satisfaction mediate the relationship between 
work–family conflict and turnover? A study of Turkish marine pilots. Procedia‐Social and 
Behavioral Sciences, 140, 643–649.

Pavalko, E. K., & Henderson, K. A. (2006). Combining care work and paid work: Do workplace 
policies make a difference? Research on Aging, 28, 359–374.

Pedersen, V., & Jeppesen, H. (2012). Contagious flexibility? A study on whether schedule flexibility 
facilitates work–life enrichment. Scandinavian Journal of Psychology, 53, 347–359.

Pedersen, D. E., Minnotte, K., Kiger, G., & Mannon, S. E. (2009). Workplace policy and environ-
ment, family role quality, and positive family‐to‐work spillover. Journal of Family and Economic 
Issues, 30(1), 80–89.

Perlow, L. A. (2012). Sleeping With Your Smartphone: How to Break the 24/7 Habit and Change The 
Way You Work. Cambridge, MA: Harvard Business Review Press.

Pierce, J. L., & Newstrom, J. W. (1983). The design of flexible work schedules and employee 
responses: Relationships and process. Journal of Occupational Behavior, 4, 247–262.

Plantega, J., & Remery, C. (2009). Flexible Working Time Arrangements and Gender Equality: A 
Comparative Review of 30 European Countries. Brussels: European Commission. ec.europa.eu/
social/BlobServlet?docId=6182&langId=en.

Podsakoff, N. P., LePine, J. A., & LePine, M. A. (2007). Differential challenge stressor‐hindrance–
stressor relationships with job attitudes, turnover intentions, turnover, and withdrawal b ehaviour: 
A meta‐analysis. Journal of Applied Psychology, 92, 438–454.

Porter, S., & Ayman, R. (2010). Work flexibility as a mediator of the relationship between work–
family conflict and intention to quit. Journal of Management and Organization, 16, 411–424.

Prag, P., & Mills, M. (2014). Family‐related Working Schedule Flexibility across Europe: Short 
Statistical Report No. 6. Santa Monica, CA: The Rand Corporation. www.rand.org/content/
dam/rand/pubs/research_reports/RR300/RR365/RAND_RR365.pdf.

Premeaux, S. F., Adkins, C. L., & Mossholder, K. W. (2007). Balancing work and family: A field 
study of multi‐dimensional, multi‐role work–family conflict. Journal of Organizational Behavior, 
28, 705–727.

Prottas, D. J., & Kopelman, R. E. (2009). Comparative work–family practice availability and 
employee attitudes. The Psychologist‐Manager Journal, 12, 79–96.



 The Impact of Work–Life Balance 541 

Qiu, L. (2010). A study on the moderating effects of supervisor support on the relationship between 
work–family conflict and turnover intention. In Management and Service Science (MASS), 2010 
International Conference on (pp. 1–4). New York: IEEE.

Rau, B. L., & Hyland, M. A. (2002). Role conflict and flexible work arrangements: The effects on 
applicant attraction. Personnel Psychology, 55, 111–136.

Reynolds, J. (2005). In the face of conflict: Work–life conflict and desired work hour adjustments. 
Journal of Marriage and Family, 67, 1313–1331.

Richman, A. L., Civian, J. T., Shannon, L. L., Hill, E. J., & Brennan, R. T. (2008). The relationship 
of perceived flexibility, supportive work–life policies, and use of formal flexible arrangements 
and occasional flexibility to employee engagement and expected retention. Community, Work, 
& Family, 11, 183–197.

Rode, J. C., Rehg, M. T., Near, J. P., & Underhill, J. R. (2007). The effect of work/family conflict 
on intention to quit: The mediating roles of job and life satisfaction. Applied Research in Quality 
of Life, 2(2), 65–82.

Roehling, P. V., Roehling, M. V., & Moen, P. (2001). The relationship between work–life policies 
and practices and employee loyalty: A life course perspective. Journal of Family and Economic 
Issues, 22, 141–170.

Rosin, H. M. & Korabik, K. (1991). Workplace variables, affective responses, and intention to leave 
among women managers. Journal of Occupational Psychology, 64, 317–330.

Rothbard, N. P., Phillips, K. W., & Dumas, T. L. (2005). Managing multiple roles: Work–family 
p olicies and individuals’ desires for segmentation. Organization Science, 16, 243–258.

Rothausen, T. J., Gonzalez, J. A., Clarke, N. E., & O’Dell, L. L. (1998). Family‐friendly 
b acklash  –  Fact or fiction? The case of organizations’ on‐site child care centers. Personnel 
Psychology, 51, 685–706.

Russo, M., & Buonocore, F. (2012). The relationship between work–family enrichment and nurse 
turnover. Journal of Managerial Psychology, 27(3), 216–236.

Ryan, A. M., & Kossek, E. E. (2008). Work–life policy implementation: Breaking down or creating 
barriers to inclusiveness? Human Resource Management, 47, 295–310.

Scandura, T. A., & Lankau, M. J. (1997). Relationships of gender, family, responsibility and flexible 
work hours to organizational commitment and job satisfaction. Journal of Organizational 
Behavior, 18, 377–391.

Schneider, U., Trukeschitz, B., Mühlmann, R., & Ponocny, I. (2013). ‘Do I stay or do I go?’ Job 
change and labor market exit intentions of employees providing informal care to older adults. 
Health Economics, 22, 1230–1249.

Seiger C. P., & Weise, B. S. (2009). Social support from work and family domains as an antecedent 
or moderator of work–family conflicts? Journal of Vocational Behavior, 75, 26–37.

Sharpe, D. L., Hermsen, J. M., & Billings, J. (2002). Factors associated with having flextime: A focus 
on married workers. Journal of Family and Economic Issues, 23, 51–72.

Shockley, K. M., & Allen, T. D. (2007). When flexibility helps: Another look at the availability of 
flexible work arrangements and work–family conflict. Journal of Vocational Behavior, 71, 
479–493.

Shockley, K. M., & Allen, T. D. (2010). Investigating the missing link in flexible work arrangement 
utilization: An individual difference perspective. Journal of Vocational Behavior, 76, 
131–142.

Shockley, K. M., Shen, W., Denunzio, M., Arvan, M., & Knudsen, E. (2014). Clarifying gender and 
work–family conflict: A meta‐analytic approach. In M. J. Mills (Chair), Work–Life Interface 
Meets Employee Gender: Challenge and Opportunity. Symposium presented at the Work Family 
Researchers Network conference. New York.

Shockley, K. M., Thompson, C. A., & Andreassi, J. K. (2013). Workplace culture and work–life 
integration. In D. Major & R. Burke (Eds.), Handbook of Work–Life Integration of Professionals: 
Challenges and Opportunities. Cheltenham & Northampton, MA: Edward Elgar.

Siegel, P. A., Post, C., Brockner, J., Fishman, A. Y., & Garden, C. (2005). The moderating influence 
of procedural fairness on the relationship between work–life conflict and organizational commit-
ment. Journal of Applied Psychology, 90, 13–24.



542 Retention

Smith, J., & Gardner, D. (2007). Factors affecting employee use of work–life balance initiatives. 
New Zealand Journal of Psychology, 36, 3–12.

Society of Human Research Management. (2004). SHRM Generational Differences Survey Report: 
A Study by the Society for Human Resources Management. Alexandria, VA: Author.

Spector, P. E., Allen, T. D., Poelmans, S. Y., Lapierre, L. M., Cooper, C. L., O’Driscoll, M., … 
Widerszal‐Bazyl, M. (2007). Cross‐national differences in relationships of work demands, 
job satisfaction, and turnover intentions with work–family conflict. Personnel Psychology, 60(4), 
805–835.

Stavrou, E. T. (2005). Flexible work bundles and organizational competitiveness: A cross‐national 
study of the European work context. Journal of Organizational Behavior, 26, 923–947.

Stavrou, E. T., & Kilaniotis, C. (2010). Flexible work and turnover: An empirical investigation across 
cultures. British Journal of Management, 21, 541–554.

Sullivan, C., & Smithson, J. (2007). Perspectives of homeworkers and their partners on working 
flexibility and gender equity. International Journal of Human Resource Management, 18, 
448–461.

Tang, S., Siu, O., & Cheung, F. (2014). A study of work–family enrichment among Chinese 
employees: The mediating role between work support and job satisfaction. Applied Psychology, 
63, 130–150.

Taylor, B. L., Delcampo, R. G., & Blancero, D. M. (2009). Work–family conflict/facilitation and the 
role of workplace supports for U.S. Hispanic professionals. Journal of Organizational Behavior, 
30, 643–664.

The White House. (2014). Continue the Conversation on Workplace Flexibility. www.whitehouse.
gov/work‐flex‐kit.

Thomas, L., & Ganster, D. C. (1995). Impact of family‐supportive work variables on work–family 
conflict and strain: A control perspective. Journal of Applied Psychology, 80, 6–15.

Thompson, C. A., Beauvais, L. L., & Lyness, K. S. (1999). When work–family benefits are not 
enough: The influence of work–family culture on benefit utilization, organizational attachment, 
and work–family conflict. Journal of Vocational Behavior, 54, 392–415.

Thompson, C. A., & Prottas, D. J. (2005). Relationships among organizational family support, 
job  autonomy, perceived control, and employee well‐being. Journal of Occupational Health 
Psychology, 11, 100–118.

Thorsteinson, T. J. (2003). Job attitudes of part‐time vs. full‐time workers: A meta‐analytic review. 
Journal of Occupational and Organizational Psychology, 76, 151–177.

Trefalt, Š. (2013). Between you and me: Setting work–nonwork boundaries in the context of 
w orkplace relationships. Academy of Management Journal, 86, 1802–1829.

Twenge, J. M., Campbell, S. M., Hoffman, B. J., & Lance, C. E. (2010). Generational differences 
in work values: Leisure and extrinsic values increasing, social and intrinsic values decreasing. 
Journal of Management, 36, 1117–1142.

van Rijswijk, K., Bekker, M. J., Rutte, C. G., & Croon, M. A. (2004). The relationships among 
part‐time work, work–family interference, and well‐being. Journal of Occupational Health 
Psychology, 9, 286–295.

Vandello, J. A., Hettinger, V. A., Bosson, J. K., & Siddiqi, J. (2013). When equal isn’t really equal: 
The masculine dilemma of seeking work flexibility. Journal of Social Issues, 69, 303–321.

Vandenburg, R. J., Richardson, H. A., & Eastman, L. J. (1999). The impact of high involvement 
work processes on organizational effectiveness: A second‐order latent variable approach. 
Group & Organization Management, 24, 300–339.

Vega, A., & Gilbert, M. J. (1997). Longer days, shorter weeks: Compressed work weeks in policing. 
Public Personnel Management, 26(3), 391–402.

Voydanoff, P. (2004). The effects of work demands and resources on work‐to‐family conflict and 
facilitation. Journal of Marriage and Family, 66, 398–412.

Wagner, D. L., & Hunt, G. G. (1994). The use of workplace eldercare programs by employed 
c aregivers, Research on Aging, 16, 69–84.

Wallace, J. E., & Young, M. C. (2008). Parenthood and productivity: A study of demands, resources 
and family‐friendly firms. Journal of Vocational Behavior, 72, 110–122.



 The Impact of Work–Life Balance 543 

Wang, P., Lawler, J. J., & Shi, K. (2011). Implementing family‐friendly employment practices in 
banking industry: Evidence from some African and Asian countries. Journal of Occupational and 
Organizational Psychology, 84, 493–517.

Wang, P., Lawler, J. J., Walumbwa, F. O., & Shi, K. (2004). Work–family conflict and job withdrawal 
intentions: The moderating effect of cultural differences. International Journal of Stress 
Management, 11(4), 392.

Wang, P., & Walumbwa, F. O. (2007). Family‐friendly programs, organizational commitment, and 
work withdrawal: The moderating role of transformational leadership. Personnel Psychology, 60, 
397–427.

Wayne, J. H. (2009). Cleaning up the constructs on the positive side of the work–family interface. 
In D. R. Crane & E. J. Hill (Eds.), Handbook of Families and Work: Interdisciplinary Perspectives. 
Lanham, MD: University Press of America.

Wayne, J. H., Casper, W. J., Matthews, R. A., & Allen, T. D. (2013). Family‐supportive organiza-
tional perceptions and organizational commitment: The mediating role of work–family conflict 
and enrichment and partner attitudes. Journal of Applied Psychology, 98, 606–622.

Wayne, J. H., Randel, A. E., & Stevens, J. (2006). The role of identity and work–family support in 
work–family enrichment and its work‐related consequences. Journal of Vocational Behavior, 
69(3), 445–461.

Weeden, K. A. (2005). Is there a flexiglass ceiling? Flexible work arrangements and wages in the 
United States. Social Science Research, 34, 454–482.

Weiss, H. M., & Cropanzano, R. (1996). Affective events theory: A theoretical discussion of the 
structure, causes and consequences of affective experiences at work. In B. M. Staw & L. L. 
Cummings (Eds.), Research in Organizational Behavior (Vol. 18, pp. 1–74). Greenwich, CT: 
JAI Press.

Wittmer, J. L., & Martin, J. E. (2011). Work and personal role involvement of part‐time employees: 
Implications for attitudes and turnover intentions. Journal of Organizational Behavior, 32, 
767–787.

Yamamoto, H. (2011). The relationship between employee benefit management and employee 
retention. International Journal of Human Resource Management, 22, 3550–3564.

Yanadori, Y., & Kato, T. (2009). Work and family practices in Japanese firms: Their scope, nature and 
impact on employee turnover. The International Journal of Human Resource Management, 20, 
439–456.

Yavas, U., Babakus, E., & Karatepe, O. M. (2008). Attitudinal and behavioral consequences of 
work–family conflict and family–work conflict: Does gender matter? International Journal of 
Service Industry Management, 19, 7–31.

Youngblood, S., & Chambers‐Cook, K. (1984). Childcare assistance can improve employee attitudes 
and behaviour. Personnel Administrator, 29, 45–46.



The Wiley Blackwell Handbook of the Psychology of Recruitment, Selection and Employee Retention,  
First Edition. Edited by Harold W. Goldstein, Elaine D. Pulakos, Jonathan Passmore and Carla Semedo. 
© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.

Index

Page numbers in bold indicate figures/tables.

3D media 234, 262, 300–1
360‐degree feedback 367, 368

Aarons, G.A. 505
AART see applicant attribution‐reaction theory
Abelson, M.A. 499–500
ability tests see cognitive ability tests
ability–attraction relationship 85
Abu Dhabi 130
accents, interview candidates 193
Ackerman, P.L. 153
action games 300
ADEA see Age Discrimination in 

Employment Act
Adler, S. 355
adventure games 300
adverse impact 429–31, 436, 438
advertising, cross‐national 39–40 see also 

job advertisements
AESC see Association of Executive Search 

Consultants
affective events theory (AET) 457
African‐Americans, observed score differences 

with Whites 401–7
Age Discrimination in Employment Act 

(ADEA) 1967 423
ageism 484
agreeableness 85, 161, 166, 237, 319

Aguinis, H. 139, 326
Aiken, J.R. 422–41
Alaska 425–6
Albania 452
Albermarle Paper Co. v. Moody (1975) 424–5
Alder, G.S. 95, 96
Allen, T.D. 514, 519, 530, 532
Allworth, E. 209
Almeida, S. 37
alternative international assignments 33
altruism, references 215–16
alumni lists 17
American Psychology Association (APA) 427
America’s Army (video game) 294–6
analytics, talent management 483–4
Ando, N. 36
Anner, M.S. 40
Antonio, Wards Cove Packing Company v. 

(1989) 425–6
APA see American Psychology Association
applicant attraction 71–90

ability–attraction relationship 85
attraction‐selection‐attrition theory 72–3
brand marketing 71–2
cognition need 83
entrepreneurial spirit 84
extrinsic/intrinsic factors 81
five‐factor model 84–5



 Index 545 

future research 86
individual differences 81–4
intellectual engagement 83–4
Japanese companies 38
locus of control 82
measurement of 73–6
meta‐analyses 74–6
moderator variables 75
need for cognition 83
online testing 273
passion 82–3
perceived control 81–2
personality domains 84–5
predictors 74
public versus private sector 79–81
recruitment maximization 75
recruitment outcomes 74
RIASEC model 80, 81
selection process 76–8
simulations 259
Typical Intellectual Engagement scale 83–4
values 80–1
websites 72–3, 76
what applicants want 73–6
work ethic 82

applicant attribution‐reaction theory 
(AART) 58–9

applicant reactions 53–70
ability tests 139–40
antecedents of 60–1
applicant attribution‐reaction theory 58–9
applicant preferences 60
Arvey and Sackett’s model 58
cognitive ability tests 139–40
communication during recruitment 

process 66
distributive justice 54, 56
explanations to applicants 66
fairness 58, 62, 63, 65
future research 63–6
Galliland model 54–7, 59
individual outcomes 63
internal candidates for promotion 65–6
interpersonal treatment 55–6
job offer acceptance 62–3
litigation intentions 62
negative reactions, overcoming 66
online testing 63–4, 286
organizational attractiveness 62
organizational justice theory 54–7
organizational outcomes 62–3
outcome favourability 60–1
personality profiles 61
privacy concerns 63–4
procedural justice 54–7, 59

recommendation intentions 62
selection procedure effects 59–61
self‐efficacy/esteem 63
simulations 255–6, 264
situational judgement tests 232–3, 239, 255
social networking sites 64–5
social validity theory 57–8
‘soft’ versus ‘hard’ outcomes 61–2
test performance/validity 63
theoretical models 54–9

applicant relationship, ethics 94–9
application forms 206, 211, 217
apps, serious games 304
Argentina 130
Ariely, D. 280
Armed Services Vocational Aptitude Battery 

(ASVAB) 272
Arthaud‐Day, M.L. 317
Arthur, W.A.R.M. 281
Arthur, W.J. 241
Arvey, R. 58, 95, 96
ASA see attraction‐selection‐attrition theory
Asher, J.J. 247
Ashton, M.C. 156
assessment centre exercises 249, 367, 369, 

406, 410
assessment data 202–5 see also biodata; 

cognitive ability tests; interviewing; 
job knowledge tests; online testing; 
peer assessments; personality 
assessments; references; situational 
judgement tests; testing; work sample 
and performance tests

cost criterion 218
criteria summary 218
future research 220
generality of 218, 219
invalid selection methods 204–5
legality of 218, 219
motivation assessment 203
observation data 204
popularity of 217
practicality criterion 218–19
predictive accuracy 217
self‐report data 203
strengths and weaknesses 216–20
validity of 217, 218, 220
what is assessed 202

Association of Executive Search Consultants 
(AESC) 100

ASVAB see Armed Services Vocational Aptitude 
Battery

attitude theory, employee turnover 448
attraction‐selection‐attrition (ASA) theory 4, 

72–3, 322, 381, 498



546 Index

Australia 130
Austria 383
automotive service stores, employee turnover  

502–3
Avery, D.R. 20
Avolio, B.J. 360

Backhaus, K. 475, 476
backshoring (reshoring) 41
Bahn, S. 453
Bäker, A. 24
Baron, H. 72
Barrick, M.R. 157, 159
BARS see Behaviorally Anchored Ratings Scales
Bartholomew, D.J. 123–4
Bartram, D. 174, 271–92, 361
Batey, M. 151–81
Bauer, T.N. 53–70
Becker, T.E. 207
Beeson, W.B. 98
Behaviorally Anchored Ratings Scales 

(BARS) 191
Beier, M.E. 235, 238
Bekker, M.H. 389
‘Be‐Know‐Do’ model 361
Belgium 22, 79–80, 193–4
Bell Atlantic 272
Bellenger, B.L. 422–41
Bell, S.T. 311, 319, 326
benefits, employee 479
Ben‐Shaktar, G. 204
Benson, G.S. 33
Berlin Intelligence Structure model 121, 122
Berry, C.M. 138, 139
Bersin, J. 473
Bettleyon, S. 100
Beutell, N.J. 514
Bhaskar‐Shrinivas, P. 34
biases see also discrimination

cognitive ability tests 138–9
confirmation bias 24
headhunting 102
interviewing 191–5
job analysis data 13
online testing 275

Biddle, D.A. 432
Big Five personality traits 61, 155, 157–8, 159, 

161, 162, 166
racial‐ethnic group score differences 403
situational judgement tests 231–2

biodata 204–11
ecology model 209
elaborative items 208
empirical keying 206–7
factorial keying 207

faking 207–8
generalizability of 209
leadership development 365–8, 366
meta‐analyses 208–9
observed score differences 406, 409–10
popularity of 217
racial‐ethnic group score differences 406, 

409–10
rational keying 206, 207
scoring of 206–7
structure of 209–10
students 210
tricking of respondents 208
validity of 208–9
verifiability of 207–8

biographical data see biodata
Birkeland, S.A. 164
bisexual rights 437
Björklund, F. 97
Blackman, M. 172, 182–201, 344
Blacks see African‐Americans
Bliesner, T. 208
Bobko, P. 407
body language, interviews 186
Boehm, S.A. 503
Bonache, J. 42
bonuses 478
boomerang employees 463
Booth, T. 164
Bore, M. 94
Bouchard, T.J. 123, 125
Bourantas, D. 79
Boyce, A.S. 251, 345
Braddy, P.W. 21–2
branding

brand marketing 71–2
employer branding 475–6
global recruitment 39
serious games 303
simulations 259

Brannick, M.T. 12–14, 163, 339
Bray, D.W. 248
Brazil 117, 130
Breaugh, J.A. 12–28
Breecher, E. 192
Bretz, R.D. 19
Brooks, L. 17
Brouwers, S.A. 416
Bruk‐Lee, V. 256
Bunker, K.A. 380, 381
Bunyaratavej, K. 40
Burke, C.S. 312
Burke, E. 278–9
Burt, C. 118
business ethics see ethics



 Index 547 

Butterfield, D.A. 383
Butts, M.M. 520, 521

Cable, D. 21
Cabo‐Leitão, C. 91–112
Cacioppo, J.T. 83
Caligiuri, P.M. 39
call centre applicants/employees 207
Callinan, M. 250, 254, 262
Campbell, S. 133
Campion, M. 183, 185, 195, 227, 230
Canada 435
Cappellen, T. 31
Cappelli, P. 103
Caputo, A.W. 445–72
career development 481
Carless, A. 76
Carlson, D.S. 516
Carlson, K.D. 209
Carr, J.C. 517–18
Carroll, J.B. 118, 121, 122
Carson, K.D. 183, 184
Carver, C.S. 154
case law 423–6
Castilla, E.J. 16
casual games 300
CAT see computer adaptive testing
Cattell, R.B. 120, 121, 155
Cattell–Horn model of intelligence 120, 

121, 125
Cattell–Horn–Carroll (CHC) model of 

cognitive ability 121–3
CEOs

male/female aspirations 391
talent management 473

CG see computer generated animation
Chaloff, J. 37
Chapman, D.S. 38, 74, 75, 379
Chartered Institute for Personnel Development 

(CIPD) 474
CHC see Cattell–Horn–Carroll model of 

cognitive ability
cheating, online tests 276–80, 286–7 see also 

faking
Chen, C.‐C. 211
Chen, G. 315–16
Chen, T.Y. 482
Chicago 496
Chidambaram, L. 337, 338
childcare

gender differences 389, 391
organizational work–life support 

policies 520, 525
Children’s Services department, New York 

City 19

child welfare settings, employee turnover  
497, 505

Chile 130
China

employee turnover 452
recruitment strategies 37
team diversity 323

Chin, P.L. 459
Chiocchio, F. 311
Christian, M.S. 230
Chuah, S.C. 283
Church, A.H. 354, 356, 357, 365, 369
CI see collective intelligence
CIPD see Chartered Institute for Personnel 

Development
Civil Rights Act 1964 423
Civil Rights Act 1991 426
civil rights legislation 423, 425, 426, 428
Civil Rights Reform Act 1978 425
Civil Service Selection Board (CSSB) 213
Cizek, G.J. 276
Clerkin, T.A. 102
Cleveland, J.N. 376–99
CMGs see computer‐mediated groups
coaching effects, situational judgement tests  

233, 239
Cober, R.T. 21
cognition, need for 83
cognitive ability tests 115–52

applicant reactions 139–40
biased prediction 138–9
Brazil 117
crystallized ability 132, 134
ethnic group differences 134–9, 402, 408, 

411–12, 415
Europe 117, 135–6, 137, 140
fairness perceptions 140
fluid ability 132, 134
future research 141–2
general mental ability 115–17
immigrant/native‐born score differences  

134–9, 402, 408, 411–12, 415
Latin America 117
leadership development 365, 366
national culture groups, score differences  

411–12
Netherlands 135–6, 411–12
New Zealand 117, 138
observed score differences 402, 408, 

411–12, 415
predictive bias 138–9
prevalence of 116–17
psychometric models 117–25
racial‐ethnic group score differences 134–9, 

402, 408, 411–12, 415



548 Index

South Africa 137
specific cognitive abilities 117–25, 132–4
Sweden 136, 137
test bias 138–9
United Kingdom 117
United States 116, 134–5, 138–9, 140

Cohen, S.G. 311
Cohen, S.L. 380, 381
Colarelli, S.M. 214–16, 334–52
collective intelligence (CI) 125
collectivism 483, 517
college students, biodata 210
Collings, D.G. 31, 33–4, 42
Colvin, C.R. 187
command‐and‐control teams 343
community‐related variables, job analysis 15
competence modelling, leadership 

development 358–9, 370
competences, virtual teams 340–1, 342,  

346–7
competitiveness, gender and recruitment 381
compressed work week 524, 526
computer adaptive testing (CAT) 272
computer‐based tests 271–4 see also online 

testing
computer generated (CG) animation, serious 

games 300–2
computer‐mediated groups (CMGs) 314
confidentiality 99, 101
confirmation bias 24
conflict resolution, gender differences 385–6
conformity, teams 313
Connelly, B.S. 165, 167
conscientiousness 157–8, 161, 162, 165, 166, 

168, 185, 319
construct‐irrelevant variance, observed score 

differences 415
consultancy companies 473, 474, 532
contextualized situational judgement tests  

227–35, 240–2
control model, employee turnover 450–1
Conway, J. 183, 184
Cooke, R.A. 496, 506
Cook, M. 171
core self‐evaluations (CSE), teams 316, 320
Corporate Leadership Council 477
Corstjens, J. 226–46
Costa, P.T. 155
Costello, C.B. 377
Cottrell, J.M. 414
counterproductive work behaviour (CWB)  

130–2
creativity 85
credit score data 64, 287

criminal history, candidates with 437–8
Cronbach’s alphas, selection accuracy and 

fairness 78
Crook, A.E. 240
Cropanzano, R. 58
cross‐national advertising 39–40
crystallized ability 132, 134
Csikszentmihalyi, M. 297
CSSB see Civil Service Selection Board
Cucina, J.M. 206
Cullen, M.J. 233
cultural diversity, teams 318, 323–4
cultural issues

employee turnover 451–4, 463
global recruitment 36, 43
work–life balance 517, 532

cultural values, teams 321
culture, definition 411
Cummings, J.N. 337
curricula vitae (CVs) 203, 211–12, 379
CWB see counterproductive work behaviour

Daft, R.L. 336
Dalal, R. 458
dark personality traits 171–2, 319–20
data collection see assessment data
Davison, H.K. 97, 98, 99
Day, D.V. 370
Dean, G. 205
Dean, M.A. 209, 210, 410
decisional control model, employee turnover  

450–1
Deery, M. 500
DelCampo, R.G. 505, 506
DeNunzio, M.M. 400–21
dependent care policies 519–20, 524–5, 526
Desmarais, S. 389
DeStefano, Ricci v.(2009) 436–7
developing countries, foreign company 

brands 39
Devendorf, S.A. 16
Devlin, S.E. 206
De Wolff, C. 139
Dickmann, M. 33
Dickson, M.W. 310–33
Dierdorff, E.C. 316–17, 322
differential item functioning (DIF) 

analyses 276
Dikkers, J.E. 520
Dineen, B.R. 22
Dipboye, R.L. 187
disability

employee quotas 435
interview candidates 194

disadvantaged groups 434

cognitive ability tests (cont’d)



 Index 549 

discrimination see also biases
adverse impact 429–31, 436, 438
against women 378, 383
ageism 484
disadvantaged groups 434
disparate impact 429–31, 436, 438
disparate treatment 429, 430
international perspective 434–6
internet recruitment/selection 105
legal concepts 428–31
online recruitment/selection 105
protected classes 434–5, 437
racial discrimination 425
social network‐based recruitment/

selection 105
disparate impact 429–31, 436, 438
disparate treatment 429, 430
distributive justice 54, 56
diversity of applicants 20
diversity climate 503
diversity programmes 383
DoD see US Department of Defense
Doherty, N. 32
domestic work 391
Doran, G.T. 481
Drath, W.H. 361
Drew, E.N. 438
D’Souza, G. 334–52
Duke Power Company, Griggs v. (1971) 423–4
Dunleavy, E.M. 435
Dunning, D. 24

Eagly, A.H. 378
Earnest, D.R. 258
Earnings see also rewards

employee retention 478–9
gender differences 377, 388–9

ecology model, biodata 209
Edison, Thomas 182
Edwards, M.R. 71
EEOC see Equal Employment Opportunity 

Commission
Ehrhart, M.G. 494–512
EI see emotional intelligence
elder care programmes 520
elite talent 100
Ellington, J.K 316–17, 322
emerging markets, global recruitment 35
emotional intelligence (EI) 316, 318, 320, 325
emotional stability, personality 

assessments 161, 166
empirical keying, biodata 206–7
employee benefits 479
employee persistence model 461
employee referrals 16–17

employee retention see retention
employee turnover see turnover
employer branding 71, 475–6
employment discrimination see discrimination
Employment Recommendation Questionnaire 

(ERQ) 212, 213
entrepreneurial spirit 84
equal employment opportunities 437
Equal Employment Opportunity Act 1972 424
Equal Employment Opportunity Commission 

(EEOC) 423–87, 437
ERQ see Employment Recommendation 

Questionnaire
ethics 91–112

applicant relationship 94–9
biodata verification 208
confidentiality 99, 101
emergence of 92
executive search 99–102
future research 106
guidelines 280
headhunting 99–102
internet recruitment 102–6
organizational climate 503–4
in organizational psychology 92
relationship with applicant 94–9
social network‐based recruitment/selection  

102–6
values‐based practice 93–4

ethnicity
cognitive ability tests 134–9, 137, 402, 408, 

411–12, 415
observed score differences 134–9, 400–21
racial‐ethnic group score differences 134–9, 

400–21
recruitment message 20
résumé content 211
simulations 253
situational judgement tests 232, 239
teams 318

EU see European Union
Europe see also individual countries

cognitive ability tests
applicant perceptions 140
ethnic group differences 135–6, 137
performance prediction validity 127–8, 
129, 133

use of 117
specific cognitive abilities 133

European Union (EU)
adverse impact 430, 436
employment discrimination 434

executive search, ethics 99–102
ex‐offender candidates/employees 437–8
expatriate recruitment 32–5, 42



550 Index

experience‐based interview questions 184
‘extended mutualism model’, intelligence  

123–4
external recruitment 34–40
extraversion 154, 161, 163, 165, 166
extrinsic motivation 81

Facebook 104, 106
factorial keying, biodata 207
Fagan, J. 415, 417
fairness see also biases; discrimination; legal 

issues
applicant reactions 58, 62, 63, 65
cognitive ability tests 140
equal employment opportunities 437
ex‐offender candidates/employees 437–8
interviews 194–5
selection 77, 79
testing process 431–4

faking
biodata 207–8
online tests 276–80, 286–7
personality assessments 164, 173, 279
self‐report data 203
situational judgement tests 233, 239
tricking of respondents 208

Fallaw, S. 248
family connections, employees with 17
family‐to‐work conflict 516–18
feedback, leadership development 355, 367, 

368, 370
Feinberg, E.G. 436
Felker, D.B. 261
females see gender; women in the workplace
feminine traits 380
Fernandez, R.M. 16
Fetzer, M.S. 234, 235, 263, 293–309
FFM see five‐factor model of personality
Fine, S.A. 206
Finland 390
Fishbein, M. 448
Fisher, C.D. 73
Fiske, S.T. 213
fit, employee retention/turnover 455–6, 460
five‐factor model (FFM) of personality 84–5, 

155–6, 314
flexible working 389–90, 519, 521–6, 527–8
Flier, H. van der 411, 413
fluid ability 132, 134
focused climate, organizational environment  

495, 502–4
Fodchuk, K.M. 96
Foldes, H.J. 403, 409
Folger, R. 58
Forde, C. 36, 97, 98

Forsman, J.W. 247–70
Foster, D.F. 277
Freedle, R. 413
French, W.L. 259
Funder, D.C. 153, 187, 190
Funke, U. 345
Furnham, A. 71–90

Galinsky, E. 519
Gallardo‐Gallardo, E. 475
Galliland, S. 53–7, 59, 61, 62, 77, 139
Gallup 477
Galton, F. 154–5
gamification 273, 293–309

3D animation 300–1
computer generated animation 300–2
definition 294
development/implementation for selection  

297–306
branding 303
candidate in‐game feedback 295, 303
criterion‐related approach 297–8, 306
design 298–303
duration of game 299
feedback in‐game 295, 303
genres 299–300
legal issues 305
length of game 299
linear versus non‐linear game play 302–3
localization 304–5
measurement model 298
mobile devices 304
multimedia style 300–2
objectives 297–8
outcome‐based scoring 302
path‐based scoring 302
scoring 302, 306
security 306
single versus repeated play 305
target audience 298–9
utilization 304–6

‘dustbowl empiricism’ 306
elements of 295
future research 306
knowledge, skills, abilities and other 

characteristics 299, 304, 305
rationale for using in selection 293, 296–7
stealth assessment 297
validity of 306

Ganster, D.C. 529
Garcia, A.M. 53–70
Gardiner, M. 387
Gatewood, R.D. 251
Gaucher, D. 20
gay rights 437



 Index 551 

GCA (general cognitive ability) see general 
mental ability

Geimer, J.L. 293–309
gender 376–99

childcare 389, 391
competitiveness 381
composition of workplace 386
conflict resolution 385–6
contextual factors 380
discrimination 378, 383
diversity programmes 383
domestic work 391
earnings 377, 388–9
feminine traits 380
flexible working 389–90, 527–8
future research 392
gamification 298–9
gendered organizations 384–6
historical background 377–8
housework 391
job perception 385
lack of fit model 382
leadership 386–7
male‐/female‐dominated jobs 380–1, 386
masculine traits 380
online tests 382
organizational culture 384–6, 391
pay 377, 388–9
performance expectations/evaluations 387–8
personality tests 171, 382
physical ability tests 382
promotion 389
recruitment 20, 378–81
retention 384–91
reward systems 386, 388–9
serious games 298–9
sex structuring theory 380
situational judgement tests 232, 239
stereotypes 379–80, 382
subjective selection methods 382–3
teams 318
values 385
wage rates 377, 388–9
work–life balance 389–91, 516
workplace composition 386

general domain knowledge situational 
judgement tests 235–42

general mental ability (GMA) 115–42
Berlin Intelligence Structure model 121, 122
Carroll model 121, 122
Cattell–Horn model 120, 121, 125
Cattell–Horn–Carroll model 121–3
collective intelligence 125
criterion validity 125–34, 142
definitions 116–17

‘extended mutualism model’ 123–4
Holzinger model 119–20
Johnson–Bouchard model 123
‘mutualism model’ 123–4
non‐task performance prediction validity  

130–2
organizational criteria prediction validity  

130–2
performance prediction validity 126–30
predictive validity of 126–32, 162
primary mental abilities model 119
psychometric models 117–25
Spearman model 118–19
and specific cognitive abilities 133
teams 318, 320
Thomson model 124
Thurstone model 119
validity generalization 125–34, 142
Verbal, Perceptual, Image Rotation model  

123, 125
Vernon model 120–1, 122

general practitioner (GP) training 
recruitment 94

general structured interviews 184
genetics, observed score differences 414–15
Germany 193, 435
Ghiselli, E.E. 126
Ghosh, K. 239
Glauber, R. 527
Glew, D.J. 317
Glisson, C. 497
Global Assessment Trends Report 

(Kantrowitz) 274
globalization 42, 274–6
Global Leadership and Organizational Behavior 

Effectiveness (GLOBE) Project 314, 
360, 411

global recruitment 29–52
alignment of 44
alternative international assignments 33
brand image 39
competencies identification 38
cross‐national advertising 39–40
cultural issues 36, 43
definition 29
direction of migration 44
economic alignment of 44
effectiveness of 31
emerging markets 35
expatriates 32–5, 42
external recruitment 34–40
factors 31
future research 41–4
groups involved in 30–1
host country nationals 35–6, 42–3



552 Index

inpatriates 33–4, 44
internal recruitment 31–4, 42
international internships 43
internet recruitment 40
job advertisement wording 38–9
migrants 36–7, 44, 98
non‐expatriate international assignments 33
offshoring 40–1
realistic job previews 38
regulations 43
relocation of jobs 40–1
repatriation process 44
reshoring 41
self‐initiated expatriates 34–5
short‐term assignments 33
skilled migrants 36–7
social networks 37
talent sourcing 37–8
websites 40

global selection 273
global testing 282–3
GLOBE (Global Leadership and Organizational 

Behavior Effectiveness) Project 314, 
360, 411

GMA see general mental ability
goal‐setting, talent management 480–1
Godfrey, C. 392
Goffin, R.D. 160
Goldstein, H.W. 3–11, 116
Gomes, D. 71
Gonzalez‐Mulé, E. 131
Google 481
Gowing, M.K. 116
GP see general practitioner training recruitment
graphology 204–5, 217
Greece 79, 528
Greenberg, J. 54
Greenhaus, J.H. 388, 514, 518
Griffeth, R.W. 450, 462
Griffith, R.L. 277–9
Griggs v. Duke Power Company (1971) 423–4
Grotto, A.R. 445–72
group interviews 189
Guion, R.M. 422
Gulf states 37
Gully, S.M. 29–52, 312, 320
Gustafsson, J.‐E. 120, 412

Haar, J.M. 517
Halvorsen, B. 453
Hamby, T. 169
Hammer, L.B. 531
Handler, C. 262, 263
handwriting analysis 204–5, 217

Han, G. 460
Han, J. 37
Hanges, P.J. 422–41
Hansen, K. 193
Harold, C. 14, 58–9, 62, 207
Harrington, B. 531
Harris, H. 40
Harvey, M. 340
Haslberger, A. 34, 35
Hausknecht, J.P. 57, 59, 60, 232
Hawaii 437
HCNs see host country nationals
headhunting, ethics 99–102
healthcare sector

employee turnover 477, 496–7, 502, 
505, 507

serious games use 294
values 93–4

healthy passion (HP) 83
Heilman, M.E. 382, 387, 388
Helmerich, R.L. 260
Herrnstein, R.J. 414
Hertel, G. 340–3
HEXACO model 156
Hickey, J. 3
‘hidden agendas’, references 214
Hiemstra, A.M.F. 211
Highhouse, S. 16, 73
Hilbrecht, M. 390
Hirschfeld, R.R. 320
Hirst, G. 313, 316
Hispanics see Latinos/Hispanics
Hogan, J. 355, 365
Holland see Netherlands
Holland, C. 415, 417
Holland, J.L. 80, 81
Hollenbeck, G.P. 355, 359
Holtom, B.C. 459
Holzinger, K. 119–20
Hom, P.W. 451, 458, 462
honesty contracts 280
Hong Kong 501
Hooper, A.C. 233, 237
Horn, J. 120, 121
hospitality industry, employee turnover 500
host country nationals (HCNs) 35–6, 42–3
Hough, L.M. 169, 170, 381, 402, 403, 

407–10
House, R.J. 314
housework 391
Howard, A. 365, 369
HP see healthy passion
Huang, J.L. 310–33
Huffcutt, A.I. 405, 409
Hughes, D.J. 151–81

global recruitment (cont’d)



 Index 553 

human capital 3–4
Humphreys, L.G. 116
Hunter, J.E. 126, 132, 133
Husbands, A. 93
Hyland, P.K. 445–72

Ignagni, M. 400–21
implicit trait policies (ITPs) 235
impression management 203, 211
individualism 313, 517
inpatriate recruitment 33–4, 44
inshoring (reshoring) 41
instrumental‐symbolic framework, 

organizational attraction 73–4
integrity tests 186, 343
intellectual engagement, applicant 

attraction 83–4
intelligence see also cognitive ability tests; 

general mental ability
assessment of 83–4
collective intelligence 125
definition 116
‘mutualism model’ 123–4
personality traits 85
psychometric models 117–25
structures of 123–4

internal candidates for promotion 65–6
internal recruitment 31–4, 42
international internships 43
internet recruitment 40, 102–6 see also online 

testing; social network‐based 
recruitment/selection

internships 43
interviewing 182–201

accent of candidate 193
attractiveness of candidate 192–3
Behaviorally Anchored Ratings Scales 191
behavioural inconsistency of candidate 190
biases 191–6

interviewer‐prompted 194
job‐candidate prompted 192–4
mitigation of 196

bodily stigmas of candidate 192
disability of candidate 194
diversity features of candidate 193–4
experience‐based questions 184
fairness perceptions 194–5
formats 184–8, 189
future research 196
general structured interviews 184
‘good information’ variable 190
‘good target’ variable 190
‘good trait’ variable 188
group interviews 189
integrity assessments 186

interviewer preconceptions 191–2
interviewer training 195–6
interview response evaluation 188–91
job‐candidate prompted biases 192–4
job‐relevant personality traits 185–6
judgemental ability 188
justice theory 195
leadership development 367, 368
moderator variables 188–9
multiple‐applicant interviews 186, 189
nonverbal behaviour 186
observed score differences 405–6, 409
origin of 182
overweight candidates 192
panel interviews 187, 189, 190–1
peer assessments 187
persona of interviewer 194
personality assessments 185–6
physical attributes of candidate 192–3
procedural justice 195
racial‐ethnic group score differences  

405–6, 409
Realistic Accuracy Model 188
remote interviews 344–5
self‐fulfilling behaviours 191–2
sexual orientation of candidate 193–4
situational questions 184
structured interviews 184–6, 189, 367
structured versus unstructured 

questions 183–4
telephone/conference interviews 187, 189
unique responses of candidate 194
unstructured interviews 185–6, 189
unstructured questions 183–4
video‐conference interviews 187, 189
virtual team selection 344–5
warmth of interviewer 194

intrinsic motivation 81
invalid selection methods 204–5
I‐O psychology 427–8, 438–9
Ireland 33
IRT see item‐response theory
Isaacson, J.A. 247–70
item‐response theory (IRT) 272, 278
ITPs see implicit trait policies
Iverson, R.D. 500

Jackson, H.L. 237
James, J.B. 531
Japan

applicant attraction 38
employee turnover 452, 496
general mental ability 128
national culture 483

Jeanneret, P.R. 427



554 Index

Jekel, M. 460
‘Jingle Jangle Fallacy’ 152
job acceptance 259
job advertisements 18–21, 24, 38–9, 76
job analysis 12–28

accuracy of information 13–14
biases of data 13
community‐related variables 15
data gathering 13, 15
definition 12
descriptive information limitations 15
future research 23–4
job advertisements 18–21
job descriptions 13, 14
job‐related attributes 14–15
leadership development 358, 359
negative outcomes of job 14
personality assessments 162–4, 168
process 12–15
reasons for 13
recruitment message 18–21, 23–4
recruitment targeting 16–18, 23
recruitment variables 24
subject matter experts 227
virtual team selection 339–46
visceral reactions 15
websites 21–3

job attraction 71–90
ability–attraction relationship 85
attraction‐selection‐attrition theory 72–3
entrepreneurial spirit 84
extrinsic/intrinsic factors 81
five‐factor model 84–5
future research 86
individual differences 81–4
intellectual engagement 83–4
intrinsic/extrinsic factors 81
locus of control 82
measurement of 73–6
meta‐analyses 74–6
moderator variables 75
need for cognition 83
passion 82–3
perceived control 81–2
personality domains 84–5
predictors 74
public versus private sector 79–81
recruitment maximization 75
recruitment outcomes 74
RIASEC model 80, 81
Typical Intellectual Engagement scale 83–4
values 80–1
what applicants want 73–6
work ethic 82

job component validity 433

job descriptions 13, 14
job embeddedness model 449–50
job knowledge tests 404
job offer acceptance 62–3
job performance

expectations/evaluations, gender differences  
387–8

general mental ability 126–30
personality assessments 156–68
specific cognitive abilities 132–4

job satisfaction 456
job tryouts 249
Johns, G. 494
Johnson, B.T. 378
Johnson, W. 123, 125
Johnson–Bouchard model of intelligence 123
Judge, T.A. 161, 172, 212, 213
justice theory see also legal issues

applicant reactions 54–7, 59
distributive/procedural justice 

relationship 56
diversity programmes 383
interviews 195
simulations 255

Kanerva, A. 96
Kantrowitz, T. 274, 281, 354
Kare‐Silver, N. 94
Kato, T. 526–7
Kaye, B. 478
Kelley, T.L. 152
Kell, H.J. 240, 241
Kendall, L.M. 191
Kim, S. 38
Kim, T.G. 452
King, E.B. 428
King, R. 205
Kirkman, B.L. 336
Kirkpatrick, D.L. 370
Kleinman, C. 478
Klotz, A.C. 76
knowledge, skills, abilities and other 

characteristics (KSAOs)
gamification 299, 304, 305
individual‐level 314–17, 315, 321–2
job analysis 13, 14, 16, 24
leadership development 358
team effectiveness 312, 314–24, 315, 

324, 325
virtual team selection 339–46

knowledge of who knows what (KWKW) 316
Knudsen, E. 513–43
Krumm, S. 226–46, 340, 341
KSAOs see knowledge, skills, abilities and other 

characteristics



 Index 555 

Kuenzi, M. 494–512
Kutcher, E.J. 192
KWKW see knowledge of who knows what

labour costs, offshoring 40–1
lack of fit model 382
Lam, H. 77
Langfred, C. 353–75
Larson, E.C. 422–41
Las Vegas 186
Latin America 117, 130, 131
Latinos/Hispanics, observed score differences 

with Whites 407–11, 416
leader development assessment 353–75

360‐degree feedback 367, 368
assessment centre exercises 367, 369
attributes 357–64, 363
biographical data 365–8, 366
cognitive ability tests 365, 366
competence modelling 358–9, 370
framework 355
future research 370
job analysis 358, 359
leader role requirements 358–9
leadership style tests 366, 368
models of leadership 359–61
motivation and interests 365, 366
multi‐trait, multi‐method approach 369
personality tests 365, 366
purpose of 354–7
simulations 366, 368
situational judgement tests 366, 368
structured interviews 367, 368
types of assessment 364–9

advantages/disadvantages 366–7
leadership see also leader development 

assessment
attributes 357–64, 363
Avolio’s model 360
‘Be‐Know‐Do’ model 361
competence models 358–9, 370
complexity models 360
contingency models 359–60
cross‐cultural issues 364
developmental readiness model 360
effectiveness of 359–1
employee retention/turnover 460, 477–8
failure of 355
feedback 355, 370
future research 370
gender differences 386–7
GLOBE project 314, 360, 411
inadequacy of 355
leadership pipeline 355
leadership style tests 366, 368

learning needs 356
meta‐analyses 362
models of 359–61, 370
research 362
simulations 356–7, 366, 368
situational judgement tests 366, 368
situational models 359–60
taxonomy of leader skills 361
theoretical models 359–61
transformational leadership 360, 478
virtual teams 338, 343

leader–member exchange (LMX) 315, 482–3
learning agility assessment 254
learning and development 474, 481, 482
Learning and Talent Development annual 

reports 474
leave entitlement 520, 525, 526–7
Leeds, J.P. 242
Lee, T. 448, 502
legal issues 422–41 see also justice theory

adverse impact 429–31, 436, 438
assessment data 218, 219
case law 423–6
civil rights legislation 423, 425, 426, 428
current issues 436–8
discrimination 428–31
disparate impact 429–31, 436, 438
disparate treatment 429, 430
employment legislation and case law 423–6
equal employment opportunities 437
future research 438–9
gamification 305
litigation intentions 62
protected classes 434–5, 437
selection guidelines 280
serious games 305
simulations 252–3

lesbian, gay, bisexual and transgender (LGBT) 
rights 437

letters of recommendation 212–16
Levashina, J. 278
LGBT see lesbian, gay, bisexual and transgender
Lievens, F. 226–46, 281, 282
life‐stage, employee turnover 461–2
Lim, G.S. 98, 100–2
linear on‐the‐fly testing (LOFT) 279
LinkedIn 103, 104, 106
litigation, applicant reactions 62
Liu, M. 310–33
LMX see leader–member exchange
LOFT see linear on‐the‐fly testing

Maas, H.L.J. van der 123–4
McCall, M.W. 356
McCarthy, J.M. 63



556 Index

McClean, E.J. 460
McColl, R. 193
McCormack, R.K. 325
MacCrae, I. 80–1
McCrae, R.R. 155
McDaniel, M.A. 184, 229–32
McDonnell, A. 33, 42
McGrath, J.E. 310
McKinsey (company) 473, 474
MacLeod, I. 105
McNall, L.A. 516
McNamara, J. 293–309
Madera, J.M. 64
Maertz, C.P. 450
Malda, M. 413
Malka, A. 254
management style, employee retention/

turnover 477–8
Manpower 30, 473
MAP see Multiphase Analysis of Performance 

method
Ma, R. 39
March, J.G. 446, 456, 461
masculine traits 380
Mason, N.A. 19
mathematical modelling, talent management 484
Mathieu, J. 313, 336
Matos, K. 519
May, A. 338
Mead, A.W. 284
Melamed, T. 388
Menendez, J. 376–99
mentors 480
men in the workplace 376–99 see also gender

CEOs 391
conflict resolution 385–6
historical background 377–8
job perception 385
leadership 386–7
male‐dominated workplaces 386
performance expectations/evaluations 387–8
retention 384–91
selection 381–3
work–life balance 389–91

Mexico 130
Middle East 37, 380
migrant workers 36–7, 44, 98
military, serious games use 294–6 see also 

US Army
Millar, J. 30
Miller, S. 93–4
Mills, A. 355
minorities, ethnic see ethnicity
Mitchell, T.R. 448, 449
MNEs see multinational enterprises

mobile devices 284, 304
Mobley, W.H. 447
Moghadam, V.M. 380
Mohammed, S. 312
Mojac Scale 94
molar climate, organizational environment  

495, 501–2, 504
Moody, Albermarle Paper Co. v. (1975) 424–5
Morelli, N.A. 283–4
Morgeson, F.P. 12–13, 156–8, 168
motion‐capture techniques, situational 

judgement tests 234
motivation

assessment of 203
leadership development 365, 366

Motowidlo, S. 184, 235, 236, 237, 238, 239
Mount, M.K. 157, 209
Moye, N. 353–75
MTMM see multi‐trait, multi‐method approach
Muchinsky, P.M. 212
Mueller, C.W. 446–7, 448
Mueller‐Hanson, R. 353–75
multicultural teams 321
multi‐group factor analysis, online tests 284
multinational enterprises (MNEs) see also 

transnational corporations
employee retention 453–4
expatriate recruitment 33
host country nationals 35–6
inpatriate recruitment 34

Multiphase Analysis of Performance (MAP) 
method 339

multiple‐applicant interviews 186, 189
multi‐trait, multi‐method (MTMM) 

approach 369
Mumford, M.D. 206, 209
Mumford, T.V. 324
Murphy, K.R. 213
‘mutualism model’, intelligence 123–4

national culture groups
employee turnover 483
observed score differences 411–13, 416–17
work–life balance 517

National Health Service (NHS) 93–4
need for cognition (NFC) 83
negative information, recruitment message 19
nepotism 425
Netherlands

cognitive ability tests, immigrant/native‐born 
score differences 135–6, 411–12

personality assessments, immigrant/native‐
born score differences 413

neuroticism 85, 158, 161
newcomers, employee turnover 462



 Index 557 

Newell, S. 256
New Haven Fire Department 436
New York City, Children’s Services department 19
New Zealand

cognitive ability tests
ethnic group differences 138
performance prediction validity 129–30
use of 117

Ngo, H. 501
NHS see National Health Service
Nijenhuis, J. te 411–13
Nisbett, R.E. 414
Nohe, C. 517
non‐expatriate international assignments 33
nonverbal behaviour, interviews 186
Noon, M. 97
Nordic countries 136, 137, 390, 412
Norway 390
nurses 17, 477, 507
Nyberg, A. 481

observation data 204, 212–16
observed score differences

African‐Americans and Whites 401–7
assessment centre exercises 406, 410
biodata 406, 409–10
cognitive ability tests 402, 408
construct‐irrelevant variance 415
cross‐national differences 411–13, 416–17
cultural specificity impact 413
description of 401
explanations for 414–15
future research 416–17
genetic factors 414
interviews 405–6, 409
job knowledge tests 404
Latinos/Hispanics and Whites 407–11
measurement role 415, 417
methods 401, 404–7, 409–11
national culture groups 411–13, 416–17
personality assessments 403–4, 408–9
racial‐ethnic groups 400–21
simulations 406–7, 410
situational judgement tests 407, 410
social and cultural factors 414–15
Spearman hypothesis 414
Whites

and African‐Americans 401–7
and Latinos/Hispanics 407–11

obsessive passion (OP) 83
OCB see organizational citizenship behaviour
Offerman, L.R. 428
off‐limits guarantee, headhunting 101
offshoring 40–1
Oh, I. 160, 166, 167, 322

O’Leary, M.B. 337
O’Leary, R.S. 247–70
Oliveira, J. 400–21
on‐boarding programmes 479–82
Ones, D.S. 159, 160, 165, 167
online recruitment 40, 102–6 see also social 

network‐based recruitment/selection
online testing 271–92 see also gamification; 

serious games
advantages of 273
applicant attraction 273
applicant reactions 286
background 271–4
biases 275
challenges 272–4, 285
cheating 276–80, 286–7
construct equivalence 275
costs 273
credit score data 64, 287
cross‐cultural validity 284–5
differential item functioning analyses 276
equivalence levels 275–6, 283–4, 286
ethical guidelines 280
faking 276–80, 286–7
false‐positive rates 277
forced‐choice items 272, 278
future research 285–7
gender differences 382
globalization impact 274–6
global testing 273, 282–3
honesty contracts 280
ipsative items 278
item banking 277
item‐response theory 272, 278
legal guidelines 280
linear on‐the‐fly testing 279
maximum versus typical performance 

measures 276–7
measurement unit equivalence 275
mobile devices 284
multi‐group factor analysis 284
non‐traditional testing 285, 287
privacy concerns 63–4
professional guidelines 280
remote proctoring 277
research questions 285–7
score equivalence 275–6
security 276–80, 286–7
technology 271–4
testing with different devices 283–4
translations 282–3
unproctored internet testing 272–4, 276, 

277, 281–2, 286
validity 280–5, 286, 287
verification testing 277



558 Index

onshoring (reshoring) 41
OP see obsessive passion
openness (personality trait) 85
O’Reilly, C.A. 379
organizational attraction 71–90 see also 

applicant attraction
attraction‐selection‐attrition theory 72–3
brand marketing 71–2
future research 86
instrumental‐symbolic framework 73–4
measurement of 73–6
meta‐analyses 74–6
public versus private sector 79–81
recruitment maximization 75
RIASEC model 80, 81
selection process 76–8
socialization 72
symbolic image dimensions 73–4
values 80–1
websites 72–3, 76
what applicants want 73–6

organizational citizenship behaviour (OCB)  
130–2

organizational climate 494–512
climate strength 505–7
definition 495
diversity climate perceptions 503
employee retention/turnover 459, 482–3, 

501–4, 507–8
ethical climate perceptions 503–4
focused climate 495, 502–4
future research 504–8
molar climate 495, 501–2, 504
organizational culture comparison 496
organizational culture integration 505

organizational culture 494–512
attraction‐selection‐attrition cycle 498
culture bypass 506
culture fit 498–9
definition 495
employee turnover 496–501, 507–8
future research 504–8
gender 384–6, 391
levels of culture 495
organizational climate comparison 496
organizational climate integration 505
socialization 500
success misattribution 506

organizational identification 482–3
organizational justice theory see justice theory
organizational values 386
organization–person fit 22, 455–6, 460, 483, 

498–9
Orvis, K.L. 341
Osburn, H.G. 230

Ostroff, C. 339
Oswald, F.L. 210
outcome favourability, applicant reactions 60–1
Outtz, J.L. 424, 425

paid leave 520, 525, 526–7
Paik, Y. 36
Pais, L. 91–112
Palaiou, K. 71–90
Palmer, D.K. 195, 196
panel interviews 187, 189, 190–1
Papalexandris, N. 79
parental leave 520, 525, 526–7
part‐time working 524, 526
passion 82–3
Passmore, J. 3–11, 91–112
Patterson, F. 92, 93
Paunonen, S.V. 156, 161
pay see also rewards

employee retention 478–9
gender differences 377, 388–9

PCs (personal computers) 304
Pedersen, D.E. 520
peer assessments 187, 219
Peltokorpi, V. 452
Peneno, G.M. 183, 184
perceived control 81–2
Peretti, J.M. 103
performance

expectations/evaluations, gender differences  
387–8

general mental ability 126–30
personality assessments 156–68
specific cognitive abilities 132–4

performance management 480–1
Perlow, L.A. 532
Perry, J.L. 79
personal computers (PCs) 304
personality assessments 151–81

additional selection methods 172
administration of 171–2, 282
agreeableness trait 161, 166
Big Five personality traits 155, 157–8, 159, 

161, 162, 166
broad factors 160–2
candidate reactions 171
conscientiousness trait 157–8, 161, 162, 

165, 166, 168
‘dark triad’ traits 171–2
definitions of personality 152–3
emotional stability 161, 166
ethnic group score differences 403–4, 408–9
extraversion 154, 161, 163, 165, 166
faking 164, 173, 279
five‐factor model 155–6



 Index 559 

forced‐choice measures 165
future research 173–5
gender differences 171, 382
graphology 204–5
group performance 174
handwriting analysis 204–5
HEXACO model 156
how to use 169–3
immigrant/native‐born score differences 413
interviews 185–6
ipsative measures 165, 166, 168
‘Jingle Jangle Fallacy’ 152
job analysis 162–4, 168
leader development 365, 366
lexical hypothesis 154–5
method choice 169–71
models of personality 154–6, 173
multiple traits 158–9
narrow facets 160–2, 168, 175
national culture groups, score 

differences 413
neuroticism trait 158, 161
observed score differences 403–4, 408–9
paper/online test comparison 283
personality–descriptor scales 155
personality inventories 164
post‐selection data use 172–3
predictive validity 156–68

broad factors versus narrow facets 160–2
incremental predictive validity 159–60
job analysis 162–4
meta‐analyses 157–8
relevant traits 162–4
response distortions 164–8

racial‐ethnic group score differences 403–4, 
408–9

relevance of personality 153
relevant traits 162–4
response distortions 164–8, 174

solutions to 165
selection paradigm 170
self‐ratings/other ratings 167, 168, 173–5
situational variables 154
stakeholders 152
teams 174, 314–16
test publishers 152
trait identification 154–6
trait interactions 174
translations 282
typologies of personality 154
when to use 169–3

personality–descriptor scales 155
personality domains 84–5
personality profiles 61
personality traits

dark personality traits 171–2, 319–20
employee turnover 447
teams 318, 319, 342–3

person–culture fit 498–9
person–group (P–G) fit 322–3
person–organization fit 22, 455–6, 460, 483, 

498–9
Pervin, L. 152
Peterson, S.L. 461
Petrova, M. 93
P–G see person–group fit
Phillips, J.M. 29–52
photographs/pictures 20, 211
pilots, evaluation of 300
Ployhart, R.E. 56–7, 58–9, 284, 369, 403
PMA see primary mental abilities model
Point, S. 40
Poland 390
police officer candidates 62
political skills, teams 316
Poortinga, Y.H. 275
Postlethwaite, B.E. 131
Powell, G.N. 380, 383
Praslova, L. 435
predictability, teaming and open (PTO) 

communication 532
predictive bias, cognitive ability tests 138–9
predictors/test scores see observed score 

differences
preferential treatment 435
Prewett, M.S. 334–52
Price, J.L. 446–7, 448
primary mental abilities (PMA) model 119
Principles for the Validation and Use of Personnel 

Selection Procedures (SIOP) 427
privacy issues 63–4, 106
private sector, applicant attraction 79–81
procedural justice see justice theory
proctors, online testing 277
professional development 481, 482
professional guidelines/standards 280, 426–8
promotion

gender differences 389
internal candidates for 65–6

protected classes 434–5, 437
Protestant work ethic (PWE) 82
Prusha, C. 191
PSM see public service motivation
PTO see predictability, teaming and open 

communication
public sector, applicant attraction 79–81
public service motivation (PSM) 79
Pulakos, E.D. 3–11
Purkiss, S.L.S. 193
PWE see Protestant work ethic



560 Index

questionnaires, personality see personality 
assessments

quotas, employment 435

race see also ethnicity
discrimination 425
observed score differences 400–21
teams 318

RAM see Realistic Accuracy Model
Ramesh, A. 452
Rasters, G. 336
rational decision model, employee turnover  

446–7, 458
rational keying, biodata 206, 207
Raver, J.L. 319
Realistic Accuracy Model (RAM) 188
Realistic, Investigative, Artistic, Social, 

Enterprising, and Conventional 
(RIASEC) model 80, 81

realistic job previews (RJPs) 19, 38, 258, 480
recommendation intentions, applicant 

reactions 62
recommendation, letters of 212–16
recruitment 3–112

applicant attraction 71–90
applicant reactions 53–70
assessment data 202–25
biodata 204–11
curricula vitae 211–12
ethics 91–112
gender differences 378–81, 391
global recruitment 29–52
job analysis 12–28
observation data 204
recruitment message 18–24
résumés 211–12
self‐report data 203
simulations 258–9
social network‐based recruitment 102–6
targeting of individuals 16–18, 23
variables interaction 24
websites 21–3

Ree, M.J. 133
Reeve, C.L. 77
referees 212, 213, 215
references 204, 212–16, 218

evolutionary perspective 215–16
‘hidden agendas’ 214
negative/positive comments 214
practicality of 218
reciprocal altruism 215–16
reliability of 212–13
structured versus unstructured 212
validity of 213–15, 216

referrals, employee 16–17

regulations, global recruitment 43
Rehabilitation Act 1973 424
Reiche, B.S. 34
relocation of employees/jobs 16, 40–1
repatriation process 44
reshoring 41
Results Only Work Environment (ROWE) 528
résumés 203, 211–12, 379
retail sector, employee turnover 502, 504, 506
retention 445–543 see also turnover

bonuses 478
emotional support 461
employee persistence model 461
employer branding 475–6
financial rewards 478–9
future research 461–4
gender differences 384–91
international employees 453–4
leadership 460, 477–8
management style 460
mentors 480
multinational organizations 453–4
non‐financial benefits 479
on‐boarding programmes 479–82
organizational attractiveness 476
organizational climate 459, 482–3
organizational responses 459–61
pay 478–9
person–organization fit 22, 455–6, 460, 

483, 498–9
priorities 476
realistic job previews 480
strategies 445–72, 474–7
supportive management 460
talent engagement 476–7
talent management 473–93
work–life balance 513–43

formal support policies 521–7
informal support policies 531–2

return on investment (ROI), expatriate 
assignments 32

rewards 14, 386, 388–9, 478–9 see also pay
RIASEC (Realistic, Investigative, Artistic, 

Social, Enterprising, and Conventional) 
model 80, 81

Ricci v. DeStefano (2009) 436–7
Richman‐Hirsch, W.L. 227
RightNow Technologies 17
RJPs see realistic job previews
Roberts, B.W. 153
Robin, D. 91
Rockstuhl, T. 242
ROI see return on investment
role‐play 249, 300
role segmentation 528



 Index 561 

Rosen, B. 346
Rosow, J. 3
Roth, P.L. 135, 138, 402, 405, 407, 408
Rothstein, M.G. 160
Rotolo, C.T. 354, 356, 357, 365, 369
Rouline, N. 194
ROWE see Results Only Work Environment
Rupp, D.E. 357
Russia 435
Ryan, A.M. 56–7, 369
Rynes, S.L. 16, 196, 258

Saad, S. 382
Sackett, P. 58, 382, 432, 434, 435, 437, 438
Salgado, J.F. 115–52, 165, 283
Sambhi, H. 103
Santos, N. Rebelo dos 91–112
Sawitzky, A.C. 505
Scandinavia 136, 137, 390, 412
scarcity effects 19
Schein, E.H. 384, 495, 505
Scherbaum, C.A. 116, 400–22
Schleicher, D.J. 255
Schmidt, F.L. 159, 251, 252, 346
Schmidt, J.A. 321
Schmitt, N. 117–18, 126, 131, 135, 141, 

208, 216
Schneider, B. 3, 4, 72, 495, 498, 505
Schuler, H. 57–8
score differences see observed score differences
Scullion, H. 32, 36, 40, 42
security

gamification 306
online tests 276–80, 286–7
social network‐based recruitment/

selection 106
SED see standard error of difference
segmentation of roles 528
selection 115–441

ability tests 115–52
applicant attraction 76–8
applicant perceptions 77
applicant preferences 60
applicant reactions 59–61
assessment data 202–25
biodata 204–11
case law 423–6
cognitive ability tests 115–52
curricula vitae 211–12
definition 151
employment legislation and case law 423–6
ethics 91–112
ethnicity, test score differences 400–21
expatriates 32
fairness perceptions 77, 78

gamification 293–309
gender differences 381–3, 391
interviewing 182–201
invalid methods 204–5
leader development assessment 353–75
legal issues 422–41
letters of recommendation 212–16
observation data 204, 212–16
observed score differences, race and national 

culture groups 400–21
online tests 271–92
organizational attraction 76–8
personality assessments 151–81
references 204, 212–16
résumés 211–12
self‐assessments 66
self‐report data 203
serious games 293–309
simulations 247–70
situational judgement tests 226–46
social network‐based selection 102–6
subjective selection methods 382–3
teams 310–33, 334–52
testimonials 204
test score/predictor differences, race and 

national culture groups 400–21
trust 76
virtual teams 334–52

selective attention 24
self‐assessments 66, 167, 168, 173–5
self‐deception 203
self‐efficacy 63
self‐initiated expatriates (SIEs) 34–5
self‐insight 17, 24, 203
self‐report data 203
Semedo, C. 3–11, 445–72
serious games 293–309

3D animation 300–1
computer generated animation 300–2
definition 294
development/implementation for 

selection 297–306
branding 303
candidate in‐game feedback 295, 303
criterion‐related approach 297–8, 306
design 298–303
duration of game 299
feedback in‐game 295, 303
genres 299–300
legal issues 305
length of game 299
linear versus non‐linear game play 302–3
localization 304–5
measurement model 298
mobile devices 304



562 Index

multimedia style 300–2
objectives 297–8
outcome‐based scoring 302
path‐based scoring 302
scoring 302, 306
security 306
single versus repeated play 305
target audience 298–9
utilization 304–6

‘dustbowl empiricism’ 306
elements of 295
future research 306
knowledge, skills, abilities and other 

characteristics 299, 304, 305
rationale for using in selection 293, 296–7
stealth assessment 297
uses of 294–6
validity 306

Sertoglu, C. 463
sex structuring theory 380
sexuality 193–4, 437
Sheridan, J.E. 496
Shi, J. 316
Shim, M. 497
Shin, S.J. 323
Shipp, A.J. 463
Shippmann, J.S. 359
Shockley, K.M. 513–43
shocks, employee turnover 449, 454, 457, 460–1
short‐term assignments, global recruitment 33
SIEs see self‐initiated expatriates
Silzer, R.O.B. 357
similarity–attraction relationship 16
Simon, H. 446, 456, 461
simulations 247–70 see also situational 

judgement tests
3D media 262
adverse impact 252–3
applicant attraction 259
applicant prior knowledge 261
applicant reactions 255–6, 264
bandwidth 261
branding 259
construct measurement 253–4
construct validity 264
contextualized selection procedures 227
costs 261, 263–4
criterion‐related validity 257
cross‐cultural applications 256–7, 264
fidelity 249–51, 255–6, 261, 263–4
future of 262–4
games 296–7, 300
generalizability 262
history 247–8

international use of 248
job acceptance 259
justice theory 255
leadership development 356–7, 366, 368
learning agility assessment 254
legal defensibility 252–3
maximum versus typical performance 260–1
multimedia use 255–6
observed score differences 406–7, 410
origin of 247–8
physical fidelity 249–50
premise of 247
proctored/unproctored environments 282
psychological fidelity 249–50
psychometric characteristics 251–3
racial‐ethnic group score differences 253, 

406–7, 410
realistic job previews 258
recruitment 258–9
response fidelity 250
specificity 262
stimuli fidelity 250
subgroup mean differences 252–3
technology use 262
types of 248–9
typical versus maximum performance 260–1
use of 248
validity 250–2, 257, 260–1, 264
videos 256, 258
virtual team selection 345–6

Singapore 130
SIOP see Society for Industrial‐Organizational 

Psychology
situational interview questions 184
situational judgement tests (SJTs) 226–46, 

248–9 see also simulations
3D animation 234
advanced‐level selection 241
agreeableness trait 237
applicant reactions 255
Big Five personality traits 231–2
contextualized SJTs 227–35

applicant reactions 232–3
coaching effects 233
construct‐related validity 231–2
criterion‐related validity 230–1
developmental stages 227–9
example 229
faking effects 233
future research 240–2
implications of 234–5
incremental validity 230–1
rationale and theory 227
reliability 230
research 230–3

serious games (cont’d)



 Index 563 

retest effects 233
subgroup differences 232
trends 234–5
validity 230–2

cross‐cultural applications 242, 256, 257
entry‐level selection 241
ethnic group score differences 232, 239, 

407, 410
fidelity 250, 251
future research 240–2
gender differences 232, 239
general domain knowledge SJTs 235–42

applicant reactions 239
coaching effects 239
construct‐related validity 238–9
criterion‐related validity 238
developmental stages 236–7
example 237
faking effects 239
future research 240–2
implications 239–40
implicit trait policies 235
incremental validity 238
rationale and theory 235–6
reliability 238
research 237–9
retest effects 239
subgroup differences 239
trends 239–40
validity 238–9

item stems 228, 236
leadership development 366, 368
motion‐capture techniques 234
observed score differences 407, 410
racial‐ethnic group score differences 232, 

239, 407, 410
research 230–3, 237–9, 240–2
response fidelity 234
response formats 228, 236
response instructions 228, 236
response options 228, 236
scoring keys 228–9, 237
subject matter experts 227
team assessment 324
training applications 241
virtual team selection 343–4
webcams 234

skilled migrants 36–7
skills see knowledge, skills, abilities and other 

characteristics
small and medium‐sized enterprises (SMSEs), 

talent management 485
SMART (Specific, Measurable, Assignable, 

Realistic, Time‐related) goals 480–1
SMEs see subject matter experts

Smith, C.R. 513–43
Smith, P.C. 191
Smither, J.W. 356
SMSEs see small and medium‐sized enterprises
SNSs (social networking sites) see social 

network‐based recruitment/selection
social isolation, telecommuting 529
socialization 72, 384–5, 481–2, 500
social network‐based recruitment/selection

advantages of 104
applicant reactions 64–5
benefits to applicants 103
discrimination 105
ethical issues 102–6
privacy concerns 64, 106
security concerns 106
talent sourcing 37

social validity theory, applicant reactions 57–8
Society for Industrial‐Organizational 

Psychology (SIOP) 427
Sonntag, K. 517
Sosik, J.J. 338
South Africa

cognitive ability tests 137
employee turnover 452
general mental ability 128–9, 131

South‐East Asian immigrants 412
South Pacific countries 131
Sowinski, D.R. 506
Sparrow, P.R. 30, 37, 42
Spearman, C. 118–19, 414
specific cognitive abilities 133
Specific, Measurable, Assignable, Realistic, 

Time‐related (SMART) goals 480–1
Spector, P.E. 517
Spors, K.R. 17
Stahl, G.K 324
standard error of difference (SED) 431
Standards for Educational and Psychological 

Testing (APA) 427
stealth assessment 297
Steel, R.P. 454
Steiner, I.D. 317
stereotypes 379–80, 382
Sternberg, R.J. 229, 417
Stern, W. 116
Stevens, C.D. 19
Stewart, J. 473–93
Stokes, G.S. 206
Stone, A.J. 377
Strachan, E.J. 128, 137
strategy games 300
Straus, S.G. 344
structured interviews 184–6, 189, 219–20

leadership development 367, 368



564 Index

students, biodata 210
Sturman, M.C. 452
subject matter experts (SMEs) 227, 228, 305
succession planning 484
Such, M.J. 257
Supreme Court decisions, United States  

423–6, 436
Susi, T. 294
Sweden, cognitive ability tests, immigrant/

native‐born score differences  
136, 137, 412

Swider, B.W. 85
symbolic image, organizational attraction 73–4
synthetic validity, tests 433
Szumal, J. 496, 506

tablets, gamification 304
Taiwan 211, 435
talent analytics 483–4
talent engagement 476–7
talent management 473–93

analytics 483–4
career development 481
conceptualization of talent 475
definitions 474
future of 483–5
goal‐setting 480–1
indoctrination process 480
leadership style 477–8
learning and development 482
management style 477–8
mathematical modelling 483–4
on‐boarding programmes 479–2
organizational identification 482–3
performance management 480–1
professional development 481
realistic job previews 480
retention strategies 474–7
small and medium‐sized enterprises 485
SMART goals 480–1
socialization 481–2
talent analytics 483–4
talent attraction priorities 476
workforce planning 484

Talent Shortage Survey (Manpower) 30
talent sourcing, global recruitment 37–8
Taras, V. 313, 317, 321
targeting for recruitment 16–18, 23, 24
Tasa, K. 322
team role test (TRT) 324–5
teams 310–33 see also virtual teams

age diversity 318
agreeableness trait 319
bio‐demographic diversity 323
bureaucratic practices 313

cohesion of 319
collective efficacy 320
composition of 319–20, 326
computer‐mediated groups 314
conformity 313
conscientiousness trait 319
contextual factors 312–14
core self‐evaluations 316, 320
cultural diversity 318, 323–4
cultural values 321
dark personality traits 319–20
dispositional traits 314–16, 319–20, 342–3
diversity 318, 323–4, 326
efficacy of 320
emotional intelligence 316, 318, 320, 325
environmental contextual influences  

313–14
ethnic diversity 318
future research 325–6
general mental ability 320
individualism 313
individual‐level KSAOs 314–17, 315,  

321–2
job‐relevant diversity 323
knowledge, skills, abilities and other 

characteristics 312, 314–24, 325
knowledge of who knows what 316
leader–member exchange 315
meta‐analyses 318–9
multicultural teams 321
Multiphase Analysis of Performance 

method 339
nature of 311–14
organizational contextual influences 313
personality assessments 174
personality traits 314–16, 319–20, 342–3
person–group fit 322–3
political skills 316
proactive personality role 315–16
psychological needs of team members 321
racial diversity 318
recruitment message 24
relationship conflict 319
self‐efficacy 320
self‐evaluations 316
situational judgement tests 324
social cohesion 319
task analysis 311–12, 325–6
task cohesion 319
team average conscientiousness 319
team knowledge 320
team role test 324–5
top management teams 319
types of 311
values 317, 321



 Index 565 

team task analysis (TTA) 311–12, 325–6
technology see also gamification

online testing 271–4
simulations 262
virtual teams 336

telecommuting
employee turnover 523–4, 526, 529
social isolation 529
work–life balance 390, 519, 528, 529

telephone/conference interviews 187, 189, 
344, 345

Terborg, J.R. 385, 502
Terpstra, D.E. 253
testimonials 204
testing see also assessment data; biodata; 

cognitive ability tests; interviewing; job 
knowledge tests; online testing; peer 
assessments; personality assessments; 
references; situational judgement tests; 
work sample and performance tests

generalization of validity evidence 432–3
job component validity 433
post‐validation considerations 433–4
professional standards 426–8
psychometric properties 431–4
reliability 431–2
score differences, race and national culture 

groups 400–21
standard error of difference 431
synthetic validity 433
validity of tests 63, 432

test publishers 274
test scores/predictors see observed score 

differences
Tett, R.P. 162, 163
Tharenou, P. 35
Thomas, J.N. 369
Thomas, L. 529
Thompson, C.A. 530
Thomson, G.H. 124
Thornton, G.C. 357, 358
Thurstone, L. 119, 142
Tickoo, S. 475, 476
TIE see Typical Intellectual Engagement scale
Tiggemann, M. 387
Tippins, N.T. 262, 271–92
TMTs see top management teams
TNCs see transnational corporations
tokenism, women in the workplace 385
Tonidandel, S. 133–4
top management teams (TMTs) 319
top talent 100
Towers Perrin 484
Townsend, R.J. 186
training

general mental ability, predictive validity  
126–30

situational judgement tests 241
virtual teams 346

transformational leadership 360, 478
transgender rights 437
translations

online tests 282–3
serious games 305

transnational corporations (TNCs), global 
recruitment 30 see also multinational 
enterprises

Tran, T. 186
TRT see team role test
trust 76
Truxillo, D.M. 53–70, 96
TTA see team task analysis
Turkey 74, 516
turnover see also retention

affective events theory 457
antecedents 454, 455
attitude theory 448
automotive service stores 502–3
boomerang employees 463
candidate personality assessments 185
childcare support policies 520, 525
child welfare settings 497, 505
cognitive states of withdrawal 457–8
compressed work week 524, 526
control model 450–1
cross‐cultural research 451–4, 463, 483
decisional control model 450–1
decision to stay or leave 458
dependent care policies 524–5, 526
destinations 463
dynamic models of 454–9
employee affect and attitudes 457
employee sacrifice 450
expanded turnover models 447–8
fit 455–6
flexible work policies 521–8
focused climate 502–4
formal work–life support policies 521–7
future research 461–4, 504–8
healthcare sector 477, 496–7, 502, 505, 507
hindrance stressors 449
hospitality industry 500
individual decision modelling 462
international perspective 451–4, 463
job embeddedness model 449–50
job satisfaction 456
leadership 460
leader–member exchange 482–3
leavers/stayers 451, 462
life‐stage and 461–2



566 Index

literature evaluation 454
models of 446–51, 454–9
molar climate 501–2, 504
national culture 451–4, 463, 483
negative feelings 457
newcomers 462
organizational climate 501–4, 507–8
organizational culture 496–501, 507–8
organization–person fit 455–6, 460, 483, 

498–9
parental leave policies 525, 526–7
part‐time working 524, 526
pathways to 456–7
personality traits 447
person–culture fit 498–9
person–organization fit 455–6, 460, 483, 

498–9
rational decision model 446–7, 458
retail sector 502, 504, 506
retention strategies 445–72
shocks 449, 454, 457, 460–1
stayers/leavers 451, 462
telecommuting 523–4, 526, 529
triggering events 456–7
turnover cultures 499–501
turnover destinations 463
turnover intentions 497, 499, 503, 522–5
unfolding model 448–9, 456–7
withdrawal behaviours/states 447, 457–8
work–family conflict 515
work–life enrichment 516

Typical Intellectual Engagement (TIE) 
scale 83–4

Uggerslev, K.L. 74–6
UIT see unproctored internet testing
Ulrich, L. 185
unfolding model of turnover 448–9, 456–7
Uniform Guidelines on Employee Selection 

Procedures (EEOC) 426–7, 429–30, 
432–3

United Kingdom (UK)
Civil Service Selection Board 213
cognitive ability tests 117, 127
executive search surveys 101–2
health sector 93–4

United Nations conference on trade and 
development 30

United States (US)
adverse impact 436
African‐Americans, observed score differences 

with Whites 401–7
case law 423–6

civil rights legislation 423, 425, 426, 428
cognitive ability tests

applicant perceptions 140
ethnic group differences 134–5, 138–9
performance prediction validity 127, 

128, 129
use of 116

dependent care policies 519
employment legislation and case law 423–6
flexible work policies 519, 527
interviewing 193, 195
Latinos/Hispanics, observed score 

differences with Whites 407–11, 416
serious games use 294–6
Supreme Court decisions 423–6, 436
work–family support policies 518

Universal Test Battery 272
university selection 77, 78
unproctored internet testing (UIT) 272–4, 

276, 277, 281–2, 286
unstructured interviews 183–6, 189
US Army

leadership model 361
recruitment targeting 17–18
serious games use 294–6

US Department of Defense (DoD) 272

Valentin Kvist, A. 412
Vallerand, R.J. 82, 83
values

gender differences 385
healthcare sector 93–4
organizational values 386
recruitment/selection criterion 93–4
research 80–1
team effectiveness 317, 321

Vassend, O. 162
Verbal, Perceptual, Image Rotation (VPR) 

model of intelligence 123, 125
verification testing, online tests 277
Vernon, P.E. 120–1, 122
Verquer, M.L. 499
video‐conference interviews 187, 344, 345
video games 294–6
videos, simulations 256, 258
Vijver, F. van de 412, 416
Virtual Team Competency Inventory 

(VTCI) 342
virtual teams 322, 334–52

advantages of 334
asynchronous communication 341–2
command‐and‐control teams 343
communication 336, 341–2
competences 340–1, 342, 346–7

turnover see also retention (cont’d)



 Index 567 

contextual factors 335–9
criteria 338–9
cultural boundaries 337
definitions 335
degree of virtuality 336
diversity 324
experience evaluations 346
future research 346–7
generic competences 341
geographic boundaries 337
information value 336
integrity tests 343
interviews 344–5
job analysis 339–6
knowledge, skills, abilities and other 

characteristics 339–6
assessment of 342–6
validity of 341–2

leadership 338–9, 343
lifespan of team 337
Multiphase Analysis of Performance 

method 339
non‐cognitive tests 342–3
personality traits 342–3
prior team experiences 346
selection of 339–6
self‐management KSAOs 340
simulation use 345–6
situational judgement tests 343–4
synchronicity of communication 336
tasks, nature of 337–8
teamwork‐related KSAOs 341
technology 336
tele‐cooperation KSAOs 341
telephone/conference interviews 344, 345
temporal boundaries 337
training 346
video‐conference interviews 344, 345
work‐related KSAOs 341
work sample and performance tests 345–6

Viswesvaran, C. 61, 438
Vogel, J.J. 294
Von Walter, B. 76
Voskuijl, O. 13
VPR see Verbal, Perceptual, Image Rotation 

model of intelligence
VTCI see Virtual Team Competency Inventory

wage rates see also rewards
employee retention 478–9
gender differences 377, 388–9

Wagner, R.K. 229
Walker, H.J. 22–3
Wallace, J.C. 95

Wallace, L. 376–99
Wanberg, C.R. 172
Wang, G. 478
Wang, P. 517
Wards Cove Packing Company v. Antonio 

(1989) 425–6
webcams 234
Weber, A. 383
Weber, M. 82
websites

design of 21–3
ethical issues 98
international recruitment 40
job analysis 21–3
organizational attraction 72–3, 76

Weekley, J.A. 229, 234, 235
Weinberg, N. 16
Weinstein, D. 211
WEIP see Workgroup Emotional Intelligence 

Profile
Wernimont, P.F. 247
Whetzel, D.L. 232, 253, 254, 261, 262
Whites, observed score differences

with African‐Americans 401–7
with Latinos/Hispanics 407–11

Whitney, K. 96
Williams, K.Y. 379
Williams, N.J. 497
Wilson, M.A. 13
Wilson, N.A.B. 213
women in the workplace 376–99 see also 

gender
CEOs 391
childcare 389, 391
conflict resolution 385–6
discrimination against 378, 383
employment sectors 377–8, 391
flexible working 389–90
historical background 377–8
housework 391
job perception 385
leadership 386–7
and male‐dominated workplaces 386
occupation types 377–8, 391
pay 377, 388–9
performance expectations/evaluations  

387–8
recruitment 378–81
retention 384–91
selection 381–3
telecommuting 390, 519, 526, 528, 529
tokenism 385
working mothers 390
work–life balance 389–91



568 Index

Woolley, A.W. 125
word‐of‐mouth information, recruitment 

message 23–4
‘workaholism’ 83
work ethic 82
work–family conflict 514–18, 530
work–family culture 530
workforce planning 484
Workgroup Emotional Intelligence Profile 

(WEIP) 325
work–life balance 389–91, 513–43

childcare support 520, 525
communication 532
compressed work week 524, 526
contextual factors 516–18, 527–9
cultural values 517, 532
definitions 513–15
dependent care policies 519–20, 524–5, 526
elder care programmes 520
employee turnover 515–16
family centrality 517–18
flexible work policies 519, 521–6
future research 532
gender 516
leave entitlement 520, 525, 526–7
management support 530–2
moderators 516–18, 527–9
national cultures 517
organizational work–life support policies  

518–32
contextual factors 527–9
formal policies 518–27
informal policies 529–30
key components 531
measurement of 521
moderators 527–9
studies 522–5

parental leave 520, 525, 526–7
part‐time working 524, 526
positive spillover 514
predictability, teaming and open 

communication 532
Results Only Work Environment 528
role segmentation versus integration 528
segmentation preferences 528
supervisor support 530–2
telecommuting 519, 523–4, 526, 528, 529
work–family culture 530
work–family supportiveness 517

work–life enrichment 514, 516–18, 520
work passion 82–3
workplace composition, gender 386
work sample and performance tests 249, 345–6
Work Values Questionnaire (WVQ) 80
Wynn Casino and Resort, Las Vegas 186

Yamamoto, H. 526
Yanadori, Y. 526–7
Yavas, U. 516
Yukl, G. 361
Yu, K.Y. 21, 259
Yusko, K.P. 422–41

Zaccaro, S.J. 326, 341, 361
Zall, M. 103
Zedeck, S. 427
Zeidner, R. 106
Zhang, C. 473–93
Zhao, P. 139
Ziguras, C. 37
Zimmerman, E. 16
Zimmerman, R.D. 460
Zohar, D. 505
Zulehner, C. 383


