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~dex 783 Preface 

This book is designed as a text for an undergraduate course in signals and systems. 
While such courses are frequently found in electrical engineering curricula, the 
concepts and techniques that form the core of the subject are of fundamental impor- 
tance in all engineering disciplines. In fact the scope of potential and actual applica- 
tions of the methods of signal and system analysis continues to expand as engineers 
are confronted with new challenges involving the synthesis or analysis of complex 
processes. For these reasons we feel that a course in signals and systems not only is an 
essential element in an engineering program but also can be one of the most rewarding, 
exciting, and useful courses that engineering students take during their undergraduate 
education. 

Our treatment of the subject of signals and systems is based on lecture notes that 
were developed in teaching a first course on this topic in the Department of Electrical 
Engineering and Computer Science at  M.I.T. Our overall approach to the topic has 
been guided by the fact that with the recent and anticipated developments in tech- 
nologies for signal and system design and implementation, the importance of having 
equal familiarity with techniques suitable for analyzing and synthesizing both con- 
tinuous-time and discrete-time systems has increased dramatically. To  achieve this 
goal we have chosen to develop in parallel the methods of analysis for continuous-time 
and discrete-time signals and systems. This approach also offers a distinct and 
extremely important pedagogical advantage. Specifically, we are able LO draw on the 
similarities between continuous- and discrete-time methods in order to share insights 
and intuition developed in each domain. Similarly, we can exploit the differences 
between them to sharpen an understanding of the distinct  ropert ties of each. 

In organizing the material, we have also considered it essential to introduce the 
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student to some of the important uscs of the basic methods that are developed in the 
book. Not only does this provide the student with an appreciation for the range of 
applications of the techniques being learned and for directions of further study, but 
it a lso  helps to deepen understanding of the subject. T o  achieve this goal we have 
included introductory treatments on the subjects of filtering, modulation, sampling, 
discrete-time processing of continuous-time signals, and feedback. In addition, we 
have included a bibliography a t  the end of the book in order to assist the student who 
is interested in pursuing additional and more advanced studies of the methods and 
applications of signal and system analysis. 

The book's organization also reflects our conviction that full mastery of a subject 
of this nature cannot be accornplishcd without a signilicnnt amount of practice in 
using and applying the basic tools that are developcil. Conscqueritly, we have included 
a collection of more than 350 end-of-chapter homework problerns of several types. 
Many, of course, provide drill on the basic methods developed in the chapter. There 
a re  also numerous problems that require the student to apply these methods to 
problems of practical importance. Others require the student t o  delve into extensions 
of the concepts developed in the text. This variety and quantity will hopefully provide 
instructors with considerable flexibility in putting together homework sets that are 
tailored to the specific needs of their students. Solutions to the problems are available 
to  instructors through the publisher. In  addition, a self-study course consisting of a 
set of video-tape lectures and a study guide will be available to  accompany this text. 

Students using this book are assumed to have n basic bilckground in calculus 
a s  well as some experience in manipulating complex numbers and some exposure to 
differential equations. With this background, the book is self-contained. In particular, 
n o  prior experience with system analysis, convolution, Fourier analysis, or  Laplace 
a n d  z-transforms is assumed. Prior to learning the subject of signals and systems 
most students will have had a course such as basic circuit theory for electrical 
engineers or fundamentals of dynamics for mechanical engineers. Such subjects touch 
on some of the basic ideas that are developed more fully in this text. This background 
can  clearly be of great value to students in providing additional perspective as they 
proceed through the book. 

A brief introductory chapter provides motivation and perspective for the subject 
of signals and systems in general and our treatment of it in particular. We begin Chap- 
ter 2 by introducing some of the elementary ideas related to the mathematical repre- 
sentation of signals and systems. In particular we discuss transformations (such as 
t ime shifts and scaling) of the independent variable of a signal. We also introduce some 
of the most important and basic continuous-time and discrete-tirne signals, namely real 
a n d  complex exponentials and the continuous-time and discrete-tirne unit step and unit 
impulse. Chapter 2 also introduces block diagram representations of interconnections 
of systems and discusses several basic system properties ranging from causality to 
lineqrity and time-invariance. In Chapter 3 we build on these last two properties, 
together with the sifting property of unit impulses to develop the convolution sum 
representation for discrete-time linear, time-invariant (LTI) systems and the convolu- 
t ion integral representation for continuous-time LTI systems. In this treatment we 
use the intuition gained from our development of the discrete-time ease as an aid in 
deriving and understanding its continuous-time counterpart. We then turn to a dis- , 

cussion of systems characterized by linear constant-coefficient differential and differ- 
ence equations. In this introductory discussion we review the basic ideas involved in 
solving linear differential equations (to which most students will have had some 
previous exposure), and we also provide a discussion of analogous methods for linear 
difference equations. However, the primary focus of our development in Chapter 3 
is not on methods of solution, since more convenient approaches are developed later 
using transform methods. Instead, in this first look, our intent is t o  provide the student 
with some appreciation for these extremely important classes of systems, w:lich will 
be encountered often in subsequent chapters. Included in this discussion is the 
introduction of block diagram representations of LTI systems described by difference 
equations and differential equations using adders, coefficient multip!iers, and delay 
elements (discrete-time) or  integrators (continuous-time). In later chapters we return 
to this theme in developing cascade and parallel structures with the aid of transform 
methods. The inclusion of these representations provides the student not only with a 
way in which to  visualize these systems but also with a concrete example of the 
implications (in terms of suggesting alternative and distinctly different structures for 
implementation) of some of the mathematical properties of LTI systems. Finally, 
Chapter 3 concludes with a brief discussion of singularity functions-steps, impulses, 
doublets, and so  forth-in the context of their role in the description and analysis of 
continuous-time LTI systems. In particular, we stress the interpretation of these 
signals in terms of how they are defined under convolution-for example, in terms of 
the responses of LTI systems to these idealized signals. 

Chapter 4 contains a thorough and self-contained development of Fourier analy- 
sis for continuous-time signals and systems, while Chapter 5 deals in a parallel fashion 
with the discrete-time case. We have included some historical information about the 
development of Fourier analysis a t  the beginning of Chapters 4 and 5, and a t  several 
points in their development to provide the student with a feel for the range of dis- 
ciplines in which these tools have been used and to provide perspective on some of 
the mathematics of Fourier analysis. We begin the technical discussions in both 
chapters by emphasizing and illustrating the two fundamental reasons for the impor- 
tant role Fourier analysis plays in the study of signals and systems: (1) extremely 
broad classes of signals can be represented as weighted sums or  integrals of complex 
exponentials; and (2) the response of a n  LTI system to a complex exponential input is 
simply the same exponential multiplied by a complex number characteristic of the sys- 
tem. Following this, in each chapter we first develop the Fourier series representation 
of periodic signals and then derive the Fourier transform representation of aperiodic 
signals as the limit of the Fourier series for a signal whose period becomes arbitrarily 
large. This perspective emphasizes the close relationship between Fourier series and 
transforms, which we develop further in subsequent sections. In both chapters we have 
included a discussion of the many important properties of Fourier transforms and 
series, with special emphasis placed on the convolution and modulation properties. 
These two specific ~roper t ies ,  of course, form the basis for filtering, modulation, and 
sampling, topics that are developed in detail in later chapters. The last two sections in 
Chapters 4 and 5 deal with the use of transform methods t o  analyze LTI systems 
characterized by differential and difference equations. T o  supplement these discussions 
(and later treatments of Laplace and z-transforms) we have included an Appendix 
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a t  the end of the book that contains a description of the method of partial fraction 
expansion. We usc this method in scvcral examples in Chaptcrs 4 and 5 to illustrate 
h o w  the response of LTI systems described by differential and difference equations 
c a n  be calculated with relative ease. We also introduce the cascade and parallel-form 
realizations of such systems and use this as a natural lead-in to an  examination of the 
basic building blocks for these systems-namely, first- and second-order systems. 

Our treatment of Fourier analysis in these two chapters is characteristic of the 
nature of the parallel treatment we have developed. Specifically, in our discussion in 
Chapter 5, we are able to build on much of the insight developed in Chapter 4 for the 
continuous-time case, and toward the end of Chapter 5, we emphasize the complete 
duality in continuous-time and discrete-time Fourier representations. In  addition,, 
w e  bring the special nature of each domain into sharper focus by contrasting the differ- 
ences between continuous- and discrete-time Fourier analysis. 

Chapters 6 ,  7, and 8 deal with the topics of filtering, modulation, and sampling, 
respectively. The treatments of these sub-jects are intended not only to introduce the 
student to some of the important uses of the techniques of Fourier analysis but also 
t o  help reinforce the understanding of and intuition about frequency domain methods. 
In Chapter 6 we present an  introduction to filtering in both continuous-time and 
discrete-time. Included in this chapter are a discussion of ideal frequency-selective 
filters, examples of filters described by differential and difference equations, and an 
introduction, through exan~ples such as an automobile suspension system and the 
class of Butterworth filters, to a number of the qualitativc and quantitative issues and 
trndeoffs that arise in filter design. Numerous other aspects of filtering are explored 
in the problems at  the end of the chapter. 

Our treatment of modulation in Chapter 7 includes an in-depth discussion of 
continuous-time sinusoidal amplitude modulation (AM), which begins with the most 
straightforward application of the modulation property to describe the effect of 
modulation in the frequency domain and to suggest how the original modulating 
signal can be recovered. Following this, we develop a number of additional issues and 
applications based on the modulation property such as:  synchronous and asynchro- 
nous demodulation, implementation of frequency-selective filters with variable center 
frequencies, frequency-division multiplexing, and single-sideband modulation. Many 
other examples and applications are described in the problems. Three additional 
topics are covered in Chapter 7. The first of these is pulse-amplitude modulation and 
time-division multiplexing, which forms a natural bridge to the topic of sampling in 
Chapter 8. The second topic, discrete-time amplitude modulation, is readily developed 
based on our previous treatment of the continuous-time case. A variety of other dis- 
crete-time applications of modulation are developcd in the problems. The third and 
linal topic, frequency modulation (FM), provides the reader with a look a t  a non- 
linear modulation problem. Although the analysis of F M  systems is not as straight- 
forward as for the AM case, our introductory treatment indicates how frequency 
domain methods can be used to gain a significant amount of insight into the charac- 
teristics of F M  signals and systems. 

Our treatment of  sampling in Chapter 8 is concerned primarily with the sampling 
theorem and its implications. However, to place this subject in perspective we begin 
by discussing the general concepts of representing a continuous-time signal in terms 
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of its samples and the reconstruction of signals using interpolation. After having used 
frequency domain methods to derive the sampling theorem, we use both the frequency 
and tlme domains to provide intuition concerning the phenomenon of aliasing 
resulting from undersampling. One of the very important uses of sampling is in the 
discrete-time processing of continuous-time signals, a topic that we explore a t  some 
length in this chapter. We  conclude our discussion of continuous-time sampling with 
the dual problem of sampling in the frequency domain. Following this, we turn to  the 
sampling of discrete-time signals. The basic result underlying discrete-time sampling 
is developed in a manner that exactly parallels that used in continuous time, and the 
application of this result to problems of decimation, interpolation, and transmodula- 
tion are described. Again a variety of other applications, in both continuous- and 
discrete-time, are addressed in the problems. 

Chapters 9 and 10 treat the Laplace and z-transforms, respectively. For the most 
part, we focus on the bilateral versions of these transforms, although we briefly discuss 
unilateral transforms and their use in solving differential and difference equations 
with nonzero initial conditions. Both chapters include discussions on: the close rela- 
tionship between these transforms and Fourier transforms; the class of rational trans- 
forms and the notion of poles and zeroes; the region of convergence of a Lap!ace o r  
z-transform and its relationship to properties of the signal with which it is associated; 
inverse transforms using partial fraction expansion; the geometric e v a l ~ a t i o . ~  of system 
functions and frequency responses from pole-zero plots; and basic transform prop- 
erties. In addition, in each chapter we examine the properties and uses of system 
functions for LTI systems. Included in these discussions are the determination of sys- 
tem functions for systems characterized by differential and difference equations, and 
the use of system function algebra for interconnections of LTI systems. Finally, 
Chapter 10 uses the techniques of Laplace and z-transforms to discuss transformations 
for mapping continuous-time systems with rational system functions into discrete- 
time systems with rational system functions. Three important examples of such trans- 
formations are described and their utility and properties are investigated. 

The tools of Laplace and z-transforms form the basis for our examination of 
linear feedback systems in Chapter 1 I .  We begin rn this chapter by describing a number 
of the important uses and properties of feedback systems, including stabilizing unstable 
systems, designing tracking systems, and reducing system sensitivity. In subsequent 
sections we use the tools that we have developed in previous chapters to examine three 
topics that are of importance for both continuous-time and discrete-time feedback 
systems. These are root locus analysis, Nyquist plots and the Nyquist criterion, and 
log magnitudclphase plots and the concepts of phase and gain margins for stable 
feedback systems. 

The subject of signals and systcms is an  extraordinarily rich one, and a variety 
of approaches can be taken in designing a n  introductory course. We have written 
this book in order to provide instructors with a great deal of flexibility in structuring 
their presentations of the subject. T o  obtain this flexibility and to maximize the use- 
fulness of this book for instructors, we have chosen t o  present thorough, in-depth 
treatments of a cohesive set of topics that forms the core of most introductory courses 
or1 signals and systems. In achieving this depth we have of necessity omitted the intro- 
ductions to topics such as descriptions of random signals and state space models that 
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are sometimes included in first courses on signals and systems. Traditionally, a t  many 
schools, including M.I.T., such topics are not included in introductory courses but 
rather are developed in far more depth in courses explicitly devoted to their investiga- 
tion. For example, thorough treatments of state space methods are usually carried out 
in the  more general context of multi-inputlmulti-output and time-varying systems, 
and this generality is often best treated after a firm foundation is developed in the 
topics in this book. However, whereas we have not included an  introduction to state 
space in the book, instructors of introductory courses can easily incorporate it into the 
treatments of differential and difference equations in Chapte:~ 2-5. 

A typical one-semester course a t  the sophomore-junior level using this book 
would cover Chapters 2, 3,4 ,  and 5 in reasonable depth (although various topics in 
each chapter can be omitted a t  the discretion of the instructor) with selected topics 
chosen from the remaining chapters. For example, one possibility is to present several 
of t he  basic topics in Chapters 6, 7, and 8 together with a treatment of Laplace and 
z-transforms and perhaps a brief introduction to the use of system function concepts 
to analyze feedback systems. A variety of alternate formats are possible, including one 
that incorporates an  introduction to  state space o r  one in which more focus is 
placed on continuous-time systems (by deemphasizing Chapters 5 and 10 and the 
discrete-time topics in Chapters 6, 7, 8, and 11). We have also found it useful to intro- 
ducesome of theapplications described in Chapters 6,7, and 8 during our development 
of the  basic material on Fouriei analysis. This can be of great value in helping to  
build the student's intuition and appreciation for the subject a t  an  earlier stage of the 
course. 

In addition to these course formats this book can be used as the basic text for a 
thorough, two-semester sequence on linear systems. Alternatively, the portions of the 
book not used in a first course on signals and systems, together with other sources 
can form the basis for a senior elective course. For example, much of the material in 
this book forms a direct bridge to the subject of dig~tnl ugnal processing as treated in 
the book by Oppenheinl and Schafer.t Consequently, a senior course can be con- 
structed that uses the advanced material on discrete-time systems a s  a lead-in to a 
course on digital signal processing. In addition to or  in place of such a focus is one 
that leads into state space methods for describing and analyzing linear systems. 

As we developed the material that comprises this book, we have been fortunate 
to have received assistance, suggestions, and support from numerous colleagues, 
students, and friends. The ideas and perspectives that form the heart of this book 
were formulated and developed over a period of ten years while teaching our M.I.T. 
course on signals arid systems, and the many colleagues and students who taught the 
course with us had a significant influence on the evolution of the course notes on which 
this book is based. We also wish to thank Jon Delatizky and Thomas Slezak for their 
help in generating many of the figure sketches, Hamid Nawab and Naveed Malik for 
preparing the problem solutions that accompany the text, and Carey Bunks and David 
Rossi for helping us to assemble the bibliography included at  the end >f the book. 
In addition the assistance of the many students who devoted a significant number of  

tA. V. Oppenheinl and K. W. Schafer, Dib.it~I Signal Processing (Englewood ClitTs, N.J. 
I'rentke-tlall, Inc.. 1975). 
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hours to  the reading and checking of the galley and page proofs is gratefully 
acknowledged. 

We wish to thank M.I.T. for providing support and an  invigorating environment 
in which we could develop our ideas. I n  addition, some of the original course notes 
and subsequent drafts of parts of this book were written by A.V.O. while holding a 
chair provided to M.I.T. by Cecil H. Green; by A.S.W. first a t  Imperial College of 

i Science and Technology under a Senior Visiting Fellowship from the United 
Kingdom's Science Research Council and subsequently a t  Le Laboratoire des Sig- 
naux et Systtmes, Gif-sur-Yvette, France, and L'UniversitC de Paris-Sud; and by 
I.T.Y. a t  the Technical University Delft, The Netherlands under fellowships from the 
Cornelius Geldermanfonds and the Nederlandse organisatie voor zuiver-wetenschap- 
pelijk onderzoek (Z.W.O.). We would like to  express our thanks to Ms. Monica Edel- 

! man Dove, Ms. Fifa Monserrate, Ms. Nina Lyall, Ms. Margaret Flaherty, Ms. 
1 Susanna Natti, and Ms. Helene George for typing various drafts of the book and to  
I 

Mr. Arthur Giordani for drafting numerous versions of the figures for our course 
notes and the book. The encouragement, patience, technical support, and enthusiasm 
provided by Prentice-Hall, and in particular by Hank Kennedy and Bernard Goodwin, 
have been important in bringing this project t o  fruition. 

SUPPLEMENTARY MATERIALS: 

The following supplementary materials were developed to accompany Signals and Sys- 
tems. Further information about them can be obtained by filling in and mailing the card 
included at the back of this book. 

Videocourse-A set of 26 videocassettes closely integrated with the Signals and Sys- 
tems text 2nd including a large number of demonstrations is available. The videotapes 
were produced by MIT in a professional studio on high quality video masters, and are 
available in all standard videotape formats. A videocourse manual and workbook accom- 
pany the tapes. 

Workbook-A workbook with over 250 problems and solutions is available either for 
use with the videocourse or separately as an independent study aid. The workbook 
includes both recommended and optional problems. 
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