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Preface

My purpose in this monograph is to present an essentially self-contained
account of the mathematical theory of Galerkin finite element methods as
applied to parabolic partial differential equations. The emphases and selection
of topics reflects my own involvement in the field over the past 25 years,
and my ambition has been to stress ideas and methods of analysis rather
than to describe the most general and farreaching results possible. Since the
formulation and analysis of Galerkin finite element methods for parabolic
problems are generally based on ideas and results from the corresponding
theory for stationary elliptic problems, such material is often included in the
presentation.

The basis of this work is my earlier text entitled Galerkin Finite Element
Methods for Parabolic Problems, Springer Lecture Notes in Mathematics,
No. 1054, from 1984. This has been out of print for several years, and I
have felt a need and been encouraged by colleagues and friends to publish an
updated version. In doing so I have included most of the contents of the 14
chapters of the earlier work in an updated and revised form, and added four
new chapters, on semigroup methods, on multistep schemes, on incomplete
iterative solution of the linear algebraic systems at the time levels, and on
semilinear equations. The old chapters on fully discrete methods have been
reworked by first treating the time discretization of an abstract differential
equation in a Hilbert space setting, and the chapter on the discontinuous
Galerkin method has been completely rewritten.

The following is an outline of the contents of the book:

In the introductory Chapter 1 we begin with a review of standard material
on the finite element method for Dirichlet’s problem for Poisson’s equation
in a bounded domain, and consider then the simplest Galerkin finite element
methods for the corresponding initial-boundary value problem for the linear
heat equation. The discrete methods are based on associated weak, or vari-
ational, formulations of the problems and employ first piecewise linear and
then more general approximating functions which vanish on the boundary
of the domain. For these model problems we demonstrate the basic error
estimates in energy and mean square norms, in the parabolic case first for
the semidiscrete problem resulting from discretization in the spatial vari-
ables only, and then also for the most commonly used fully discrete schemes
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obtained by discretization in both space and time, such as the backward FEuler
and Crank-Nicolson methods.

In the following five chapters we study several extensions and generaliza-
tions of the results obtained in the introduction in the case of the spatially
semidiscrete approximation, and show error estimates in a variety of norms.
First, in Chapter 2, we formulate the semidiscrete problem in terms of a more
general approximate solution operator for the elliptic problem in a manner
which does not require the approximating functions to satisfy the homoge-
neous boundary conditions. As an example of such a method we discuss a
method of Nitsche based on a nonstandard weak formulation. In Chapter 3
more precise results are shown in the case of the homogeneous heat equation.
These results are expressed in terms of certain function spaces H*®(£2) which
are characterized by both smoothness and boundary behavior of its elements,
and which will be used repeatedly in the rest of the book. We also demon-
strate that the smoothing property for positive time of the solution operator
of the initial value problem has an analogue in the semidiscrete situation, and
use this to show that the finite element solution converges to full order even
when the initial data are nonsmooth. The results of Chapters 2 and 3 are
extended to more general linear parabolic equations in Chapter 4. Chapter
5 is devoted to the derivation of stability and error bounds with respect to
the maximum-norm for our plane model problem, and in Chapter 6 negative
norm error estimates of higher order are derived, together with related results
concerning superconvergence.

In the next six chapters we consider fully discrete methods obtained by
discretization in time of the spatially semidiscrete problem. First, in Chapter
7, we study the homogeneous heat equation and give analogues of our pre-
vious results both for smooth and for nonsmooth data. The methods used
for time discretization are of one-step type and rely on rational approxima-
tions of the exponential, allowing the standard Euler and Crank-Nicolson
procedures as special cases. Our approach here is to first discretize a par-
abolic equation in an abstract Hilbert space framework with respect to time,
and then to apply the results obtained to the spatially semidiscrete problem.
The analysis uses eigenfunction expansions related to the elliptic operator
occurring in the parabolic equation, which we assume positive definite. In
Chapter 8 we generalize the above abstract considerations to a Banach space
setting and allow a more general parabolic equation, which we now analyze
using the Dunford-Taylor spectral representation. The time discretization is
interpreted as a rational approximation of the semigroup generated by the
elliptic operator, i.e., the solution operator of the initial-value problem for
the homogeneous equation. Application to maximum-norm estimates is dis-
cussed. In Chapter 9 we study fully discrete one-step methods for the inho-
mogeneous heat equation in which the forcing term is evaluated at a fixed
finite number of points per time stepping interval. In Chapter 10 we apply
Galerkin’s method also for the time discretization and seek discrete solutions
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as piecewise polynomials in the time variable which may be discontinuous
at the now not necessarily equidistant nodes. In this discontinuous Galerkin
procedure the forcing term enters in integrated form rather than at a finite
number of points. In Chapter 11 we consider multistep backward difference
methods. We first study such methods with constant time steps of order at
most 6, and show stability as well as smooth and nonsmooth data error es-
timates, and then discuss the second order backward difference method with
variable time steps. In Chapter 12 we study the incomplete iterative solution
of the finite dimensional linear systems of algebraic equations which need to
be solved at each level of the time stepping procedure, and exemplify by the
use of a V-cycle multigrid algorithm.

The next two chapters are devoted to nonlinear problems. In Chapter 13
we discuss the application of the standard Galerkin method to a model non-
linear parabolic equation. We show error estimates for the spatially semidis-
crete problem as well as the fully discrete backward Euler and Crank-Nicolson
methods, using piecewise linear finite elements, and then pay special atten-
tion to the formulation and analysis of time stepping procedures based on
these, which are linear in the unknown functions. In Chapter 14 we derive
various results in the case of semilinear equations, in particular concerning
the extension of the analysis for nonsmooth initial data from the case of linear
homogenous equations.

In the last four chapters we consider various modifications of the stan-
dard Galerkin finite element method. In Chapter 15 we analyze the so called
lumped mass method for which in certain cases a maximum-principle is valid.
In Chapter 16 we discuss the H' and H~! methods. In the first of these, the
Galerkin method is based on a weak formulation with respect to an inner
product in H' and for the second, the method uses trial and test functions
from different finite dimensional spaces. In Chapter 17, the approximation
scheme is based on a mixed formulation of the initial boundary value problem
in which the solution and its gradient are sought independently in different
spaces. In the final Chapter 18 we consider a singular problem obtained by
introducing polar coordinates in a spherically symmetric problem in a ball in
R3 and discuss Galerkin methods based on two different weak formulations
defined by two different inner products.

References to the literature where the reader may find more complete
treatments of the different topics, and some historical comments, are given
at the end of each chapter.

A desirable mathematical background for reading the text includes stan-
dard basic partial differential equations and functional analysis, including
Sobolev spaces; for the convenience of the reader we often give references to
the literature concerning such matters.

The work presented, first in the Lecture Notes and now in this monograph,
has grown from courses, lecture series, summer-schools, and written material
that I have been involved in over a long period of time. I wish to thank my
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students and colleagues in these various contexts for the inspiration and sup-
port they have provided, and for the help they have given me as discussion
partners and critics. As regards this new version of my work I particularly
address my thanks to Georgios Akrivis, Stig Larsson, and Per-Gunnar Mar-
tinsson, who have read the manuscript in various degrees of detail and are
responsible for many improvements. I also want to express my special grat-
itude to Yumi Karlsson who typed a first version of the text from the old
lecture notes, and to Gunnar Ekolin who generously furnished me with expert
help with the intricacies of TEX.

Goteborg Vidar Thomée
July 1997



Preface to the Second Edition

I am pleased to have been given the opportunity to prepare a second edition
of this book. In doing so, I have kept most of the text essentially unchanged,
but after correcting a number or typographical errors and other minor inad-
equacies, I have also taken advantage of this possibility to include some new
material representing work that I have been involved in since the time when
the original version appeared about eight years ago.

This concerns in particular progress in the application of semigroup theory
to stability and error analysis. Using the theory of analytic semigroups it is
convenient to reformulate the stability and smoothing properties as estimates
for the resolvent of the associated elliptic operator and its discrete analogue.
This is particularly useful in deriving maximum-norm estimates, and has led
to improvements for both spatially semidiscrete and fully discrete problems.
For this reason a somewhat expanded review of analytic semigroups is given
in the present Chapter 6, on maximum-norm estimates for the semidiscrete
problem, where now resolvent estimates for piecewise linear finite elements
are discussed in some detail. These changes have affected the chapter on
single step time stepping methods, expressed as rational approximation of
semigroups, now placed as Chapter 9. The new emphasis has led to certain
modifications and additions also in other chapters, particularly in Chapter
10 on multistep methods and Chapter 15 on the lumped mass method.

I have also added two chapter at the end of the book on other topics
of recent interest to me. The first of these, Chapter 19, concern problems
in which the spatial domain is polygonal, with particular attention given to
noncovex such domains. rather than with smooth boundary, as in most of the
rest of the book. In this case the corners generate singularites in the exact
solution, and we study the effect of these on the convergence of the finite
element solution.

The second new chapter, Chapter 20, considers an alternative to time
stepping as a method for discretization in time, which is based on representing
the solution as an integral involving the resolvent of the elliptic operator
along a smooth curve extending into the right half of the complex plane,
and then applying an accurate quadrature rule to this integral. This reduces
the parabolic problem to a finite set of elliptic problems that may be solved
in parallel. The method is then combined with finite element discretization
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in the spatial variable. When applicable, this method gives very accurate
approximations of the exact solution in an efficient way.

I would like to take this opportunity to express my warm gratitude to
Georgios Akrivis for his generous help and support. He has critically read
through the new material and made many valuable suggestions.

Goteborg Vidar Thomée
March 2006
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1. The Standard Galerkin Method

In this introductory chapter we shall study the standard Galerkin finite
element method for the approximate solution of the model initial-boundary
value problem for the heat equation,

(1.1) u—Au=f in {2, fort>0,
u=0 ond, fort>0, withu(-,0)=v in £,

where (2 is a domain in R? with smooth boundary 9f2, and where u = u(x, 1),
u¢ denotes Ju/0t, and A = Z?zl 02/ 833? the Laplacian.

Before we start to discuss this problem we shall briefly review some ba-
sic relevant material about the finite element method for the corresponding
stationary problem, the Dirichlet problem for Poisson’s equation,

(1.2) —Au=f in {2, withu=0 on 0.

Using a variational formulation of this problem, we shall define an approxi-
mation of the solution u of (1.2) as a function up which belongs to a finite-
dimensional linear space S} of functions of z with certain properties. This
function, in the simplest case a continuous, piecewise linear function on some
partition of {2, will be a solution of a finite system of linear algebraic equa-
tions. We show basic error estimates for this approximate solution in energy
and least square norms.

We shall then turn to the parabolic problem (1.1) which we first write in
a weak form. We then proceed to discretize this problem, first in the spatial
variable x, which results in an approximate solution wu(-,¢) in the finite
element space Sy, for t > 0, as a solution of an initial value problem for a
finite-dimensional system of ordinary differential equations. We then define
the fully discrete approximation by application of some finite difference time
stepping method to this finite dimensional initial value problem. This yields
an approximate solution U = U, of (1.1) which belongs to S, at discrete
time levels. Error estimates will be derived for both the spatially and fully
discrete solutions.

For a general £2 C R? we denote below by | - || the norm in Ly = Ly(£2)
and by | - || that in the Sobolev space H" = H"(§2) = WJ(2), so that for
real-valued functions v,
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) 1/2
foll = ol = ( [ 0?dx) ™,
2

and, for r a positive integer,

/2
(1.3) ol = ollar = (3 10?) ",

la|<r

where, with o = (aq,...,aq), D* = (9/0x1)* - - - (0/024)** denotes an
arbitrary derivative with respect to = of order |o| = Z?Zl o, so that the
sum in (1.3) contains all such derivatives of order at most r. We recall that
for functions in H = H}(2), i.e., the functions v with Vo = grad v in Lo
and which vanish on 9£2, |[Vv|| and |[v||; are equivalent norms (Friedrichs’
lemma, see, e.g., [42] or [51]), and that

(1.4) cvly < [|[Vol| < |lvlli, Vv € HY,  with ¢ > 0.

Throughout this book ¢ and C' will denote positive constants, not necessarily
the same at different occurrences, which are independent of the parameters
and functions involved.

We shall begin by recalling some basic facts concerning the Dirichlet prob-
lem (1.2). We first write this problem in a weak, or variational, form: We
multiply the elliptic equation by a smooth function ¢ which vanishes on 0f2
(it suffices to require p € H), integrate over {2, and apply Green’s formula
on the left-hand side, to obtain

(1.5) (Vu, Vo) = (f.0), Ve e Hy,

where we have used the Ly inner products,

(1.6) (v,w):/ vwdz, (Vv,Vw) /Z%g%
j 0T;j

A function u € H{ which satisfies (1.5) is called a variational solution of (1.2).
It is an easy consequence of the Riesz representation theorem that a unique
such solution exists if f € H~1, the dual space of H}. In this case (f, )
denotes the value of the functional f at ¢. Further, since we have assumed
the boundary 02 to be smooth, the solution u is smoother by two derivatives
in Lo than the right hand side f, which may be expressed in the form of the
elliptic regularity inequality

(1.7) [ullmie < ClAullm = Cllfllm, for any m > —1.

In particular, using also Sobolev’s embeddning theorem, this shows that the
solution u belongs to C* if f belongs to C*°. We refer to, e.g., Evans [96]
for such material.
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We remark for later reference that, for m = —1,0, (1.7) holds also in the
case of a convex polygonal domain {2, but that this is not true for nonconvex
polygonal domains.

As a preparation for the definition of the finite element solution of (1.2),
we consider briefly the approximation of smooth functions in {2 which vanish
on 0f2. For concreteness, we shall exemplify by piecewise linear functions in
a convex plane domain.

Let thus {2 be a convex domain in the plane with smooth boundary 042,
and let 7, denote a partition of {2 into disjoint triangles 7 such that no
vertex of any triangle lies on the interior of a side of another triangle and
such that the union of the triangles determine a polygonal domain 25, C {2
with boundary vertices on 0f2.

Let h denote the maximal length of the sides of the triangulation 7. Thus
h is a parameter which decreases as the triangulation is made finer. We shall
assume that the angles of the triangulations are bounded below by a positive
constant, independently of h, and sometimes also that the triangulations are
quasiuniform in the sense that the triangles of 7, are of essentially the same
size, which we express by demanding that the area of 7 € 7} is bounded
below by ch?, with ¢ > 0, independent of h.

Let now S, denote the continuous functions on the closure 2 of 2 which
are linear in each triangle of 75, and which vanish outside (2),. Let {P; };V:hl
be the interior vertices of 7;,. A function in Sy is then uniquely determined
by its values at the points P; and thus depends on Nj, parameters. Let &; be
the pyramid function in S}, which takes the value 1 at P; but vanishes at the
other vertices. Then {&; };V:hl forms a basis for Sy, and every x in Sj, admits
a unique representation

Np
X(x) =Y a;®;(x), with a; = x(P)).
i=1

A given smooth function v on {2 which vanishes on 92 may now be
approximated by, for instance, its interpolant Ipv in Sy, which we define as
the function in S, which agrees with v at the interior vertices of 7y, i.e.,

Np,

(1.8) Ivo(x) =Y v(P;)®;(x).

j=1

Using this notation in our plane domain (2, the following error estimates for
the interpolant defined in (1.8) are well known (see, e.g., [42] or [51]), namely,
for v e H?> N HY,

(1.9) Hpv — v < C’h2||v||2 and |V(Inv —v)| < Chlv]2.

They may be derived by showing the corresponding estimate for each 7 € 7},
and then taking squares and adding. For an individual 7 € 7}, the proof is
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achieved by means of the Bramble-Hilbert lemma (cf. [42] or [51]), noting
that Iv — v vanishes on 7 for v linear.

We shall now return to the general case of a domain £2 in R? and assume
that we are given a family {S}} of finite-dimensional subspaces of H{ such
that, for some integer r > 2 and small h,

(1.10) inf {llv—xll+ AV =20l} < Ch°|lv]s, forl<s<r,
XEOh

when v € H* N H}. The number r is referred to as the order of accuracy of
the family {Sy}. The above example of piecewise linear functions in a plane
domain corresponds to d = r = 2. In the case r > 2,5, often consists of
piecewise polynomials of degree at most r — 1 on a triangulation 7, as above.
For instance, r = 4 in the case of piecewise cubic polynomial subspaces. Also,
in the general situation estimates such as (1.10) may often be obtained by
exhibiting an interpolation operator I, : H" N H — S, such that

(1.11) Tnv —v|| + h||V(ITpo — v)|| < Ch®||vlls, for1<s<r.

When 0f? is curved and r > 2 there are difficulties in the construction and
analysis of such operators near the boundary, but this may be accomplished,
in principle, by mapping a curved triangle onto a straight-edged one (isopara-
metric elements). We shall not dwell on this here, but return in Chapter 2 to
this problem.

We remark for later reference that if the family {55} is based on a family
of quasiuniform triangulations 7, and S, consists of piecewise polynomials
of degree at most r — 1, then one may show the inverse inequality

(1.12) VXl < Ch7HIxll, Vx € S

This follows by taking squares and adding from the corresponding inequality
for each triangle 7 € 75, which in turn is obtained by a transformation
to a fixed reference triangle, and using the fact that all norms on a finite
dimensional space are equivalent, see, e.g., [51].

The optimal orders to which functions and their gradients may be approx-
imated under our assumption (1.10) are O(h"™) and O(h"~1), respectively, and
we shall now construct approximations to these orders of the solution of the
Dirichlet problem (1.2) by the finite element method. The approximate prob-
lem is then to find a function wy, € Sy, such that, cf., (1.5),

(1'13) (VU}L,VX) = (fv X)’ VX € Sh.

This way of defining an approximate solution in terms of the variational

formulation of the problem is referred to as Galerkin’s method, after the

Russian applied mathematician Boris Grigorievich Galerkin (1871-1945).
Note that, as a result of (1.5) and (1.13),

(1.14) (V(up, —u),Vx) =0, VyxE€ Sy,
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that is, the error in the discrete solution is orthogonal to S;, with respect to
the Dirichlet inner product (Vov, Vw).

In terms of a basis {@j}le”' for the finite element space S, our dis-
crete problem may also be formulated: Find the coefficients o in up(z) =

Z;V:hl a;P;(x) such that

Np,
> (VP V) = (f.P), fork=1,... Ny
j=1

In matrix notation this may be expressed as
Aa = f,

where A = (a;i) is the stiffness matric with elements aj;, = (V®;, VPy),
f: (fx) the vector with entries fr, = (f, ®x), and « the vector of unknowns
aj. The dimensions of all of these arrays then equal IV, the dimension of S,
(which equals the number of interior vertices in our plane example above).
The stiffness matrix A is a Gram matrix and thus in particular positive
definite and invertible so that our discrete problem has a unique solution. To
see that A = (a;i) is positive definite, we note that

d d
> angitn = IV (D &) I = 0.
j=1

J,k=1

Here equality holds only if V(Z?Zl £P;) = 0, so that Z?Zl &P; =0 by
(1.4), and hence {; =0, j=1,...,Np.

When S}, consists of piecewise polynomial functions, the elements of the
matrix A may be calculated exactly. However, unless f has a particularly sim-
ple form, the elements (f,®;) of f have to be computed by some quadrature
formula.

We shall prove the following estimate for the error between the solutions
of the discrete and continuous problems. Note that these estimates are of
optimal order as defined by our assumption (1.10). Here, as will always be
the case in the sequel, the statements of the inequalities assume that u is
sufficiently regular for the norms on the right to be finite.

We remark that since we require 0f2 to be smooth, according to the
elliptic regularity estimate (1.7), the solution of (1.2) can be guaranteed to
have any degree of smoothness required by assuming the right hand side f
to be sufficiently smooth. In particular, u € H" N H} if f € H™=2, and the
solution u belongs to C*° if 02 € C*° and f € C*°.

Theorem 1.1 Assume that (1.10) holds, and let up and u be the solutions
of (1.13) and (1.2), respectively. Then, for 1 < s <r,

lup, —ul]| < CR||ulls and ||Vup, — Vu| < C’hs_1||u||s.
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Proof. We start with the estimate for the error in the gradient. Since by (1.14)
uy, is the orthogonal projection of u onto Sy, with respect to the Dirichlet inner
product, we have by (1.10)

(1.15) IV (un = w)|| < inf [[V(x —w)|| < Ch*Hull,.
XESh

For the error bound in Ly—norm we proceed by a duality argument. Let
¢ be arbitrary in Lo, take ¢ € H?> N H} as the solution of

(1.16) —AYp=¢ in {2, withy =0 on 02,

and recall the fact that by (1.7) the solution ¢ of (1.16) is smoother by two
derivatives in Ly than the right hand side ¢, so that

(1.17) [¥ll2 < CllAY| = Cllell-
For any 9, € Sj, we have
(un = u, ) = —(un — u, A) = (V(up — u), Vi)
= (V(un = u), V(¢ = ¢n)) < [V (un = ) [ V(¢ = vn)ll,
and hence, using (1.15) together with (1.10) with s = 2 and (1.7) with m = 0,

(1.18)

(un —u, @) < Ch*~Hulls Allgll2 < C|lulls ] ll-
Choosing ¢ = uj, —u completes the proof. O

After these preparations we now turn to the initial-boundary value prob-
lem (1.1) for the heat equation. As in the elliptic case we begin by writing the
problem in weak form: We multiply the heat equation by a smooth function
¢ which vanishes on 92 (or ¢ € H}), integrate over {2, and apply Green’s
formula to the second term, to obtain, with (v, w) and (Vv, Vw) as in (1.6),

(1.19) (ut, 0) + (Vu, Vo) = (f,¢), Vo€ Hj, t>0.

We say that a function u = u(z, t) is a weak solution of (1.1) on [0, ¢] if (1.19)
holds with u € L(0,%; H}) and u; € L2(0,#; H™1), and if u(-,0) = v. Again,
since the boundary 02 is smooth, such a solution is smooth provided the
data are smooth functions, and in this case also satisfy certain compatibility
conditions at ¢ = 0. Similarly to (1.7) this may be expressed by a parabolic
reqularity estimate such as, cf. [96], with u() = (9/0t)’u and C = C,,, z,

m—+1

t m t
(1200 30 [ 1 gyeadt < (Il + 3 [ 17D B pat).
=0 =0

for m > 0. The compatibility conditions required express that the different
conditions imposed in (1.1) at 92 are consistent with each other. The first
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such condition, required for m = 0, is that since u(t) = 0 on 92 for ¢ > 0,
then «(0) = v also has to vanish on 92. Next, for m = 1, since u;(t) = 0 on
01?2 for t > 0, smoothness requires that u;(0) = g := Av + f(0) = 0 on 942,
and similarly for «(™ (0) with m > 2. Again we refer to, e.g., Evans [96] for
details.

As indicated above it is convenient to proceed in two steps with the deriva-
tion and analysis of the approximate solution of (1.1). In the first step we
approximate u(z,t) by means of a function wuy(x,t) which, for each fixed ¢,
belongs to a finite-dimensional linear space Sp, of functions of x of the type
considered above. This function will be a solution of an h-dependent finite sys-
tem of ordinary differential equations in time and is referred to as a spatially
discrete, or semidiscrete, solution. As in the elliptic case just considered, the
spatially discrete problem is based on a weak formulation of (1.1). We then
proceed to discretize this system in the time variable to obtain produce a fully
discrete approximation of the solution of (1.1) by a time stepping method. In
our basic schemes this discretization in time will be accomplished by a finite
difference approximation of the time derivative.

We thus first pose the spatially semidiscrete problem, based on the weak
formulation (1.19), to find wu(t) = un(:,t), belonging to S, for ¢t > 0, such
that

(121) (uh,taX) + (vuh,VX) = (fa X)a v X € Sha t> 07 with Uh(()) = Vh,

where vj, is some approximation of v in Sj,.
In terms of the basis {®;}" for S}, our semidiscrete problem may be

stated: Find the coefficients «;(t) in up(z,t) = Zj\/:hl o, (t)®;(x) such that

Np, Np,
Za;(t)(¢j7¢k) + Zaj(t)(qu)ja V@k) = (f»gjk)a k= L. Nha
Jj=1 Jj=1

and, with ~; the components of the given initial approximation vy, a;(0) = ;
for j =1,..., Ni. In matrix notation this may be expressed as

Bo!(t) + Aa(t) = f(t), fort >0, with a(0)=~,

where B = (bji) is the mass matriz with elements b, = (@5, Py), A = (a;)
the stiffness matrix with a;;, = (V&;, VPy), f = (fx) the vector with entries
fr = (f,Pr), a(t) the vector of unknowns a;(t), and v = (7). The dimension
of all these items equals Ny, the dimension of Sj,.

Since, like the stiffness matrix A, the mass matrix B is a Gram matrix,
and thus in particular positive definite and invertible, the above system of

ordinary differential equations may be written
o (t) + B T Aa(t) = B-1f(t), fort>0, with a(0) =1,

and hence obviously has a unique solution for ¢ positive.
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Our first aim is to prove the following estimate in Lo for the error between
the solutions of the semidiscrete and continuous problems.

Theorem 1.2 Let uy, and u be the solutions of (1.21) and (1.1), and assume
v =0 on 0Y2. Then

t
lun (t) = u(®)]] < llvw = vll + CR" (|lo]l. +/ uell- ds),  fort > 0.
0

Here as earlier we require that the solution of the continuous problem has
the regularity implicitly assumed by the presence of the norms on the right.
Note also that if (1.11) holds and vy, = Ijv, then the first term on the right
is dominated by the second. This also holds if v, = Pjv, where P}, denotes
the orthogonal projection of v onto S, with respect to the inner product in
Lo, since this choice is the best approximation of v in S}, with respect to the
Lo norm, and thus at least as good as I,v.

Another such optimal order choice for vy, is the so-called elliptic or Ritz
projection Ry onto Sj, which we define as the orthogonal projection with
respect to the inner product (Vov, Vw), so that

(1.22) (VRyv,Vx) = (Vu,Vx), Vx€Sy forveH).

In view of (1.14), this definition may be expressed by saying that Rpv is
the finite element approximation of the solution of the corresponding elliptic
problem with exact solution v. A pervading strategy throughout the error
analysis in the rest of this book is to write the error in the parabolic problem
as a sum of two terms,

(1.23)  up(t) —u(t) =0(t) + p(t), where 0 =up — Rpu, p= Rpu—u,

which are then bounded separately. The second term, p(t), is thus the error
in an elliptic problem and may be handled as such, whereas the first term
0(t) will be the main object of the analysis.

It follows at once from setting x = Rpv in (1.22) that the Ritz projection
is stable in H{, or

(1.24) [VRpo|| < ||Vol|, Y wve H].

As an immediate consequence of Theorem 1.1 we have the following error
estimate for Ryv.

Lemma 1.1 Assume that (1.10) holds. Then, with Ry, defined by (1.22) we
have

| Riv — || + h||V(Rpv —v)|| < Ch¥||v|ls, forve HSNHy, 1<s<r.

Proof of Theorem 1.2. We write the error according to (1.23) and obtain eas-
ily by Lemma 1.1 and obvious estimates
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t
(1.25) lo@)] < Ch™lu®)]l» < CR"([|v]), +/0 e - ds).

In order to bound 6, we note that by our definitions
(0, x) + (V0,Vx)
(1.26) = (unt; X) + (Vun, Vx) — (Rpus, x) — (VRpu, V)
= (f7 X) - (Rhuth) - (vu7 VX) = (ut - Rhut?X)?
or

(1.27) (O, x) +(VO,VX) = —(pt;x), VX € Sh, t>0,

where we have used the easily established fact that the operator R;, commutes
with time differentiation. Since 6 belongs to Sy, we may choose xy = 6 in (1.27)
and conclude

(1.28) (0:,0) + |IVO||* = —(ps,60), for t > 0.

Here the second is nonnegative, and we obtain thus

1 d

d
L20002 = [10] =|10]| < 0
L2161 = 61 1611 < llel 61

and hence, after cancellation of one factor ||0|| (the case that ||6(¢)|| = 0 for
some ¢ may easily be handled), and integration,

(1.29) 16()]| < 6(0)] + / ol ds.

Here, using Lemma 1.1, we find
1600)]| = [lon = Ruoll < llon = vl[ + [[Rhv — o] < [[on —vl[ + Ch"|[v]l,

and since
lpell = 1 Rpue — wel| < CA"[|ully,
the desired bound for ||0(t)|| now follows. O
In the above proof we have made use in (1.28) of the fact that ||[V6|?
is nonnegative, and simply discarded this term. By using it in a somewhat
more careful way, one may demonstrate that the effect of the initial data

upon the error tends to zero exponentially as ¢ tends to co. In fact, with Ay
the smallest eigenvalue of —A, with Dirichlet boundary data, we have

(1.30) Vol > M ||v)|?, Vv e Hg,

and hence (1.28) yields
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l£||9H2 + 21017 < llpell 0]
th 1 = Pt .
It follows as above that
L0l + Al < o
dt 1 = |[Ptl]s

and hence

t
()] < e~ (16 (0)] +/ e Moy (s)] ds
(1.31) 0 ,
< e Mo = ol + O (ol + [ e (o) ds).

0
Using the first part of (1.25) we conclude that with v, appropriately chosen

t
Jun(®) = w(®)l) < Ch (e oll, + lu(t) + / ey (5) ds ).

We shall not pursue the error analysis for large ¢ below.

We shall now briefly look at another way of expressing the argument in
the proof of Theorem 1.2, which consists in working with the equation for
in operator form. We first recall that by Duhamel’s principle, the solution of
(1.1) may be written

(1.32) u(t) = E(t)v + /0 E(t—s)f(s)ds.

Here E(t) is the solution operator of the homogeneous equation, the case
f = 0 of (1.1), i.e., the operator which takes the initial values u(0) = v
into the solution u(t) at time ¢. This operator may also be thought of as the
semigroup et on Lo generated by the Laplacian, considered as defined in
D(A) = H? N H}. We now introduce a discrete Laplacian Ay, : Sy, — Sp, by

(133) (Ahqva) = 7(V1/}5 VX)’ vd}a X € Sh;

this analogue of Green’s formula clearly defines Apy = Z;v:hl d;®; by

Np,

> di(B, ) = —(V,VPy), fork=1,...,Np,
j=1

since the matrix of this system is the positive definite mass matrix encoun-
tered above. The operator —A,, is easily seen to be selfadjoint and positive
definite in Sp with respect to (-,-). Note that A is related to our other
operators by
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(1.34) ARy = Py A.
For, by our definitions,
(ApRpv,x) = —(VRpv,VX) = —(Vv,VX) = (Av, x) = (P,Av, X), YX € Sh.
With this notation the semidiscrete equation takes the form

(unt, X) = (Anun, x) = (Puf,x), VX €Sh, t>0,
and thus, since the factors on the left are all in Sy, (1.21) may be written as
(1.35) up — Apup, = P f, fort >0, with up(0) = v.
Using (1.34) we hence obtain for 0

0y — Apf = (up — Apup) — (Rpue — ApRpu)
= Pnf+ (Ph — Rn)ue — Pr(ur — Au) = Py(I = Rp)ue = —Prpy,

or
(1.36) 0y — A0 = —Pupy, fort >0, with6(0)=wv, — Rpv.

We now denote by E},(t) the discrete analogue of the operator E(t) intro-
duced above, the solution operator of the homogeneous semidiscrete problem
(1.35). The analogue of (1.32), together with (1.36), then shows

(1.37) o0 = 000 - [ " En(t — 5)Paps(s) ds.

We now note that Ej,(t) is stable in Lo, or, more precisely, as in the proof
of (1.31),

(1.38) | En(t)vn]l < e 2 |op|l < |lonll, for vy € Sp, t > 0.

Since obviously Pp has unit norm in L, (1.37) implies (1.29), from which
Theorem 1.2 follows as above. The desired estimate for 6 is thus a consequence
of the stability estimate for E}(¢) combined with the error estimate for the
elliptic problem applied to p; = (R, — I)uy.

In a similar way we may prove the following estimate for the error in the
gradient.

Theorem 1.3 Under the assumptions of Theorem 1.2 we have

[Vun(t) = Vu(@)|| < C[Vop, — V|

t
+ = (Jlell + )l + ( / lul2y ds)"*), jort=o.
0
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Proof. As before we write the error in the form (1.23). Here, by Lemma 1.1,
V)]l = [V (Ruu(t) —u(®)[| < Ch"™Hu(®)]];-

In order to estimate V6, we use again (1.27), now with y = 6;. We obtain
d
16:]1* + %@IIVQII2 = —(pe,0:) < 31> + 316:]1%,

so that (d/dt)||VO||> < ||p¢]|? or

IV < IV6O) + / loe? ds
(1.39) 0

< (IV(n = )| + IV (Rro = 0)]))* +/ lpell? ds.
0

Hence, in view of Lemma 1.1,
t
(140) VO < 2V (on — o)+ (ol + [ el ds),
0

which completes the proof. a

Note that if v, = I,v or v, = Rpv, then, by Lemma 1.1 or (1.11), respec-
tively, the first term on the right hand side in Theorem 1.3 is again bounded
by the second.

In the case of a quasiuniform family of triangulations 7, of a plane domain,
or, more generally, when the inverse estimate (1.12) holds, an estimate for
the error in the gradient may also be obtained directly from the result of
Theorem 1.2. In fact, we obtain then, for x arbitrary in Sy,

[Vun(t) = Vu@)|| < [[V(un(t) — ) + VX = Vu(t)]
(1.41) < Ch™Hlun(t) = x|l + [Vx = Vu(®)]
< Ch™Hun(t) = u(@®)|| + ChH(lIx — w(®)]| + R VX = Vu(t)]).
Here, by our approximation assumption (1.10), we have, with suitable y € S},
Ix = uw(@®)[| + 2l Vx = Vu(t)]| < CR"||lu(t)]]:,

and hence, bounding the first term on the right in (1.41) by Theorem 1.2, for
the appropriate choice of ¥,

IVun(®) = Zu®)] < crr = (|l + / Jue(s) | ds ).

We make the following observation concerning the gradient of the term
0 = up — Rpu in (1.23): Assume that we have chosen v, = Rpv so that
6(0) = 0. Then, in addition to (1.40), we have from (1.39)



1. The Standard Galerkin Method 13

t 1/2 t 1/2
avenn <o [nlas) <o ( [ ulza) "

Hence VO(t) is of order O(h"), whereas the gradient of the total error can only
be O(h"=1). Thus Vuy, is a better approximation to VRju than is possible
to Vu. This is an example of a phenomenon which is sometimes referred to
as superconvergence .

Because the formulation of Galerkin’s method is posed in terms of Lo
inner products, the most natural error estimates are expressed in Ls-based
norms. Error analyses in other norms have also been pursued in the literature,
and for later reference we quote the following mazimum-norm error estimate,
for piecewise linear approximating functions in a plane domain {2, see, e.g.,
[42]. Here we write Lo, = Loo(£2) and WI, = W7 (£2), with

[0ll2o = sup [u(z)], [[v]lwy, = max [|D%]|L,.
TEN la|<r
We note first that the error in the interpolant introduced above is second
order also in maximum-norm, so that (cf. (1.9))

(1.43) ([ Tpv — v, < Ch2||“||W§oa for v € W2 N Hy.

The error estimate for the elliptic finite element problem is then the following.

Theorem 1.4 Let 2 C R? and assume that S}, consists of piecewise linear
finite element functions, and that the family 7y is quasiuniform. Let up and
u be the solutions of (1.13) and (1.2), respectively. Then

(1.44) llup, —ullz., < Ch2£h||u||wozo, where £p, = max(1,log(1/h))

We note that, in view of (1.43), this error estimate is nonoptimal, but it
has been shown, see Haverkamp [116], that the logarithmic factor in (1.44)
cannot be removed. Note that although ¢} is unbounded for small A, it is of
moderate size for realistic values of h.

Recall the definition (1.22) of the Ritz projection Ry : H} — Sy, and
its stability in H}. When the family of triangulations is quasiuniform, this
projection is known to have the almost maximum-norm stability property

(1.45) |Rrv|Lo < Clypllv] .. -

The proof of this is relatively difficult, and will not be included here. We
remark that in contrast to (1.24) and (1.45), R is not bounded in Ls. The
error bound of Theorem 1.4 is now an easy consequence of this stability result
and the interpolation error estimate of (1.43), since

[Rhv = vllLo. < [|Ra(v = Inv)|lLe + (11 — vl < Ch2 s lv]lwe -
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As a simple example of an application of the superconvergent order esti-
mate (1.42), we shall indicate briefly how it may be used to show an essentially
optimal order error bound for the parabolic problem in the maximum-norm.
Consider thus the concrete situation described in the beginning of this chap-
ter with {2 a plane smooth convex domain and Sj consisting of piecewise
linear functions (d = r = 2) on quasiuniform triangulations of {2. Then, by
Theorem 1.4,

(1.46) e Lo = [ Rru(t) — u(®)l|r., < Ch2]lu(®)]lwe,-

In two dimensions, Sobolev’s inequality almost bounds the maximum-norm
by the norm in H!, and it may be shown (cf. Lemma 6.4 below) that for
functions in the subspace Sy,

Ixll.. < COP Vx|, Vx € Sh.

Applied to 6 this shows, by (1.42) (with r = 2), that

5 1/2 t ) 1/2
o)., < ([ ulfds)
0
and we may thus conclude for the error in the parabolic problem that

lun () = u®)llze < oo + 10O L < Ot u)h?En.

We now turn our attention to some simple schemes for discretization
also with respect to the time variable. We introduce a time step k& and the
time levels t = t, = nk, where n is a nonnegative integer, and denote by
U™ = U]} € S}, the approximation of u(t,) to be determined.

We begin by the backward Fuler Galerkin method, which is defined by
replacing the time derivative in (1.21) by a backward difference quotient, or,

if QU™ = (U™ — U™ 1Y) /k,
(1.47)  (OU™,x) + (VU™ Vx) = (f(tn),x), YX € Sn, n>1, U® =y
For U™~! given this defines U™ implicitly from the equation

(U™ x) +k(VU",Vx) = (U + kf(ta), x), VX € S,

which is the finite element formulation of an elliptic equation of the form
(I — kA)u = g. With matrix notation as in the semidiscrete situation, this
may be written _

(B+kA)a" = Ba™ ' + kf(t,),

where B + kA is positive definite and hence, in particular, invertible.
We shall prove the following error estimate.
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Theorem 1.5 With U™ and u the solutions of (1.47) and (1.1), respectively,
we have, if |lvp, — || < Ch"||v||, and v =0 on 012,

tn 2%
o~ ue)l < (ol + [ urllds) + & [ ullds. forn o
0 0

Proof. In analogy with (1.23) we write
U™ —u(tn) = (U™ = Rpu(tn)) + (Rau(tn) — u(tn)) = 0" + p",

and here p™ = p(t,) is bounded as claimed in (1.25). This time, a calculation
corresponding to (1.26) yields

(1.48) (00™,x) + (VO",Vx) = —(w",X), VX €ESp, n>1,
where
w" = Rpou(ty) — ug(ty) = (R, — Dou(ty) + (u(ty) — u(tn)) = wi + wb.
Choosing x = 6™ in (1.48), we have (96™,0™) < ||w™| ||6™|, or
16712 = (6", 6™) < Kllw" [l |6,

so that
(1.49) 6™ 11 < 110"l + Ellw™ I,
and, by repeated application,
(1.50) 167 < 16°1 + &> Nl || < [16°11 + & D il + & D [l -
j=1 j=1 j=1
Here, as before, §° = 6(0) is bounded as desired. We write
. tj tj
(1.51) w] = (R, — I)k:—l/ uy ds = k‘l/ (Rp, — Iuy ds,
tj—1 tj—1
and obtain

n n t; tn
EY ol < Z/ Ch |y | ds = cm/ uell ds.
j=1 j=1"ti-1 0

Further,

tj
(152)  kwd = u(t;) — u(ty_1) — kus(t;) = —/ (5 — t;_1)use(s) ds,
tj—1
so that
n n t; tn
B el <30 / (5 — t;_1)un(s) ds]| < k / el ds.
j=1 j=1 Jti-1 0

Together our estimates complete the proof of the theorem. a
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In order to show an estimate for VO™ we may choose instead x = 0™ in
(1.48) to obtain 9||Ve"|* < [|w™]|?, or, if VO° =0,

n tn tn
(153) (VO <D P < On [ a2+ O [
0 0

j=1
for 1 < s < r. Together with the standard estimate for Vp this shows, with
s=r—11in (1.53),
V(U™ = uta))|| < Clu) (W™ + k).

If one uses Theorem 1.5 together with the inverse inequality (1.12) one now
obtains the weaker estimate ||V(U™ —u(t,))|| < C(u)(h™! +kh™1). We also
note that with s = r in (1.53) one may conclude the maximum-norm estimate

10" = u(tn)l Lo < C(u)ln(h” +F).

Note that because of the nonsymmetric choice of the discretization in
time, the backward Euler Galerkin method is only first order in k. We
therefore now turn to the Crank-Nicolson Galerkin method. Here the semi-
discrete equation is discretized in a symmetric fashion around the point
b1 = (n — %)k, which will produce a second order accurate method in

time. More precisely, we set Ur = %(U" + U™ 1) and define U™ € S, by

(154) (U™, x) + (VU",Vx) = (f(tn_1),X); VX € Sh, forn>1,

with U° = vj,. Here the equation for U™ may be written in matrix form as
(B + kA" = (B— tkA)a" ' +kf(t, ).

with a positive definite matrix B + %kA. Now the error estimate reads as

follows.

Theorem 1.6 Let U™ and u be the solutions of (1.54) and (1.1), respec-
tively, and let ||vp, —v|| < Ch7||v|, and v = 0 on 0f2. Then we have, for
n >0,
tn tn
o~ ue)l < Ch (ol + [ el ds) + CF [ (sl + Al ds.
0 0
Proof. With p™ bounded as above, we only need to consider 8. We have

(155) (5071’)() + (Vé\navX) = 7(wnaX)7 for X € Sh7 n = 13
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where now

(1.56) w" =(Rp, — Iou(ty) + (Qu(ty) —ur(t 1))

L1
2
+ A(U(tn_l) — 3(u(ty) + u(ty—1))) = Wl + w§ + wi.
2
Choosing this time y = 0™ in (1.55), we find
(90™,0™) < Sl lI(llo™ ] + 116",

or

167117 = (16" =1 < Ellw"[[(™ | + 19" =1),

so that, after cancellation of a common factor,
™1 < 16"~ + Kllw™|l, forn >1.

After repeated application this yields

1671 < 16°0 + & D (lef Il + o | + I3 ).
j=1

17

With 6° and w{ estimated as before, it remains to bound the terms in wg and

wg. We have
Ellwdll = llu(ts) — u(tj—1) — ku(t;_)l

i1 tj
%H / : (s— tj,1)2um(s) ds + / (s — tj)zum(s) dsH
t; t

—1

tj
S Clﬂz/ HumH dS,

tj71

and similarly,

tj
kllwgll = kIl A(u(t;—1) = 5 (ulty) +u(tj-1)))]| < Ck?/ || Auye|| ds.

ti—1

Altogether,

n

) . tn
(1.57) kY (lwsll + llwill) < CkQ/O (luteell + | Auge ) ds,

Jj=1

which completes the proof.
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Another way to attain second order accuracy in the discretization in time
is to approximate the time derivative in the differential equation by a second
order backward difference quotient. Setting

DU™ = 0U™ + $kd°U™ = (3U™ —2U0™ ' 4+ LU ) [k,
we have at once by Taylor expansion, for a smooth function wu,
Du(t,) = us(ty) + O(k*), ask — 0.
We therefore pose the discrete problem
(1.58) (DU™, x) + (VU™,VX) = (f(tn),x), VX € Sh, n>2.

Note that for n fixed this equation employs three time levels rather than the
two of our previous methods. We therefore have to restrict its use to n > 2,
because we do not want to use U™ with n negative. With U® = v}, given, we
then also need to define U in some way, and we choose to do so by employing
one step of the backward Euler method, i.e., we set

(1.59) (OU', x) + (VU', Vx) = (f(t1),x), Vx € Sh.
We note that in our earlier matrix notation, (1.58) may be written as
(3B + kA)a™ = 2Ba""t — 1Ba""2 4 kf(t,), forn>2,

with the matrix coefficient of o™ again positive definite.
We have this time the following O(h" + k?) error estimate.

Theorem 1.7 Let U™ and u be the solutions of (1.58) and (1.1), with U° =
vy, and UL defined by (1.59). Then, if |[vy, —v|| < Ch"||v||, and v = 0 on 992,

we have

tn
o = wtell < Ch (ol + [l ds)
0
k t’!l
+ Ck/ ||uttH ds + Ck2/ Huttt” dS, fO’I" n > 0.
0 0

Proof. Writing again U™ — u(t,,) = 6™ + p™ we only need to bound 6", which

now satisfies
(1.60) (DO™,X) + (V6",Vx) = —(w",X), forn>2,
(00", %) + (VO',Vx) = —(w', x),

where
w" = DRyu™ —u} = (R, — I)Du™ + (Du™ — u}) = w} +wl, n>2,
wh = (R — Nou* + (Ou' —u}) = wi + wi.
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We shall show the inequality

n
(1.61) 167 < 116°1] + 2k ) llo’|| + Sklw!l, forn > 1.
=2
Assuming this for a moment, we need to bound the errors w] and w}. Using
Taylor expansions with the appropriate remainder terms in integral form we
find easily, for j > 2,

. o tj . t;
el < CHkIDwl, < O [ s, bl < 8 [ el ds.
tj72 tj72

As for the backward Euler method we have

k k
qu+w¢usmf/nmmw+k/nmmw,
0 0

and we hence conclude
n ) tn k [2%
kz lw’]l < ChT/ [[wellr ds + k/ ([ueell ds + Ck2/ [use| ds.
= 0 0 0

Together with our earlier estimate for 6°, this completes the proof of the
estimate for " and thus of the theorem.

It remains to show (1.61). Introducing the difference operators §,0" =
" —6"!for | = 1,2, we may write kD" = 2519”—%629". Since 2(6;0™,0™) =
51110™]1% + ||6:0™]]?, we therefore have

k(D™ 0") = 610" |* — £62(10™1* + [10:6"[|* — £[1626" ], for n > 2.

Replacing n by j and then summing from 2 to n, we have
n
D (Gulle7N? = 18206711%) = Fl16™ (1> — Fl1em > = F16M]1* + F16°1%,
j=2

and further, since 620" = §,6™ + §:0™ 1, we obtain

n

D U601 = £1162671%) = >~ (1152671 = 5118167 [| + 116167~ (1)%)
j=2

Jj=2
> 5> (181671 ~ 116167~ 11%) = 3 (1166”1 — [1:6"%).

=2

Hence,
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k(00',0") + kY (D67,07)
j=2
(1.62) > (10712 = 116°(1* + [16:16"(1*) + 5 (l5:6™[1> — [16:6*1%)
+ (310717 = 20 = SO + £16°)1)
> 3167117 — 16m 12 = 216t — 2116°)1%.

But by (1.60) with x = 6™ we have

k(001,0") + kY (D67,07) + k> (VO V') = —k Y (w,67),
j=1

Jj=2 Jj=1

and by (1.62) this yields
16717 < 5 (167 11Z + 1617 + 16°11%) + 38D Nl [167]]-
j=1
Suppose m is chosen so that [|§™| = maxo<j< [|6?]]. Then
o112 < 3 (1611 + 16" 11 + 16°11 + 4k > llw? ) 6™,
j=1

whence .
6™ < o™ < (161 + 16°1) + 2k [l ]l
j=1
Since, as follows from above, ||01|| < [6°|] + k||w!]|, this completes the proof
of (1.61) and thus of the theorem. O

In the above time discretization schemes we have used a constant time step
k. We shall close this introductory discussion of fully discrete methods with
an example of a variable time step version of the backward Euler method.

Let thus 0 =ty <t; < --- <t, < --- be a partition of the positive time
axis and set k, = t, —t,_1. We may then consider the approximation U" of
u(ty) defined by

(163) (5nUna X) + (VUnv VX) = (f(tn)7X)7 Vx € Sp, n 21,

with U® = vy, where 9,U™ = (U™ — U""1)/k,,. We have the following error
estimate which reduces to that of Theorem 1.5 for constant time steps.

Theorem 1.8 Let U™ and u be the solutions of (1.63) and (1.1), with U° =
vp, such that ||vp, —v|| < Ch"||v||, and v =0 on 952. Then we have for n >0

tji—1

tn n t;
0 e < O (Rll o+ [ o) 43k [ s
7j=1
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Proof. This time we have for 6™,
(08", x) + (VO", V) = —(w",X), VX E S, n>1,
where now
W' = (Ry, — NOpu™ + (Opu” — ul}) = wi + wh.

Referring to the proof of Theorem 1.5, (1.49) will be replaced by ||6"] <
107" + kn|jw™]|, and hence (1.50) by

6™ < 16°0 + D k(i Il + [l ).
j=1

Now

n

n ] n t]- t
NAEIEDS / CH |fug)|, ds = Ch” / e ds,
j=1 j=1"ti-1 0

and, since (1.52) still holds, with & replaced by k;,

n ) n tj n tj
Sohldl <3| [ st dsf| < Yok [ e ds.
j=1 j=1 “Jti-1 j=1

tj71

Together with the standard estimates for p” and 6°, this completes the proof
of the theorem. O

We note that the form of the error bound in Theorem 1.8 suggests using
shorter time steps when |Juy|| is larger. We shall return to such considerations
in later chapters.

We complete this introductory chapter with some short remarks about
other initial boundary value problems for the heat equation than (1.1), and
consider first a simple situation with Neumann rather than Dirichlet bound-
ary conditions. Consider thus instead of (1.1) the initial boundary value prob-
lem

(1.64) u — Au+u=jf in §2, for t > 0,

0

20 on 0, fort>0, wu(,0)=v in 2,

on
where Ou/On denotes the derivative in the direction of the exterior normal
to 012. The corresponding stationary problem is then

0
(1.65) —Au+u=f in {2, with a—u =0 on 9f2.
n
In order to formulate this in variational form, we now multiply by ¢ € H*,
thus without requiring ¢ = 0 on 942, integrate over {2, and use Green’s
formula to obtain



22 1. The Standard Galerkin Method

(VU,VSO)‘F(U#P):(JCMP), W?GHl-

We note that if « is smooth, this in turn shows

0
(—Au+u,<p)+/ —ucpdSZ(f,gp), Vo € HY,
o0 On

from which (1.65) follows since ¢ is arbitrary. In particular, the boundary
condition is now a consequence of the variational formulation, in contrast to
our earlier discussion when the boundary condition was enforced by looking
for a solution in H¢. We therefore say that du/dn = 0 is a natural boundary
condition, whereas the Dirichlet boundary condition is referred to as an es-
sential boundary condition. The lower order term in the differential equation
was included to make (1.65) uniquely solvable; note that A = 0 is an eigen-
value of —A under Neumann boundary conditions since Al = 0, whereas
—A + [ is positive definite.

From the above variational formulation it is natural to assume now that
the approximating space Sj, is a subspace of H', without requiring its el-
ements to vanish on 042, and safisfies (1.10) when v € H?®. The discrete
stationary problem is then

(vuhva) + (uth) = (f? X)v VX € Sha

and this may be analyzed as in Theorem 1.1. The corresponding spatially
discrete version of (1.64) is

(uh,t7X) + (V’U/h,VX) + (uh>X) = (f7 X)7 VX € Sh> t> 07 uh(o) = Vh,
and the analysis of this method, and also of corresponding fully discrete ones,
follow the same lines as in the case of Dirichlet boundary conditions.

We also mention the time periodic boundary value problem
(1.66) uy — Au=f in §2, for 0 <t < w,
u=0 ondf2, for0<t<w, u(,0)=u(,w) in i,

where w > 0 is the period. Setting u(0) = v we have by Duhamel’s principle
for a possible solution

v=u(w) = E(w)v+ /Ow E(w—s)f(s)ds,

and since ||E(w)|] < 1 by (1.38), this equation has a unique solution v. Once v
is known, (1.66) may be solved as an initial value problem. Spatially semidis-
crete and fully discrete versions of the problem may be formulated in obvious
ways and analyzed by the techniques developed here.

The finite element method originated in the engineering literature in the
1950s, when structural engineers combined the well established framework
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analysis with variational methods in continuum mechanics into a discretiza-
tion method in which a structure is thought of as consisting of elements
with locally defined strains or stresses; a standard reference from the engi-
neering literature is Zienkiewicz [249]. In the mid 1960s, a number of papers
appeared independently in the numerical analysis literature which were con-
cerned with the construction and analysis of finite difference schemes for
elliptic problems by wariational principles, e.g., Céa [45], Demjanovic [68],
Feng [98], Friedrichs and Keller [101], and Oganesjan and Ruchovets [187].
By considering approximating functions as defined at all points rather than
at meshpoints, the mathematical theory of finite elements then became es-
tablished through contributions such as Birkhoff, Schultz and Varga [27],
where the theory of splines was brought to bear on the development, and
Zlamal [250], with the first stringent error analysis of more complicated el-
ements. The duality argument for the Ly error estimate quoted in Theorem
1.1 was developed independently by Aubin [7], Nitsche [179] and Oganesjan
and Ruchovets [188], and later maximum-norm error estimates such as (1.44)
were shown by Scott [214], Natterer [175], and Nitsche [182], see Schatz and
Wahlbin [208]. The sharpness of this estimate, with the logarithmic factor,
was shown in Haverkamp [116].

General treatments of the mathematics of the finite element method for
elliptic problems can be found in textbooks such as, e.g., Babuska and Aziz
[11], Strang and Fix [221], Ciarlet [51] and Brenner and Scott [42], and we
shall sometimes quote these for background material.

The development of the theory of finite elements for parabolic problems
started around 1970. At this time finite difference analysis for such problems
had reached a high level of refinement after the fundamental 1928 paper by
Courant, Friedrichs and Lewy [52], and became the background and starting
point for the finite element analysis of such problems. Names of particular
distinction in the development of finite differences in the 50s and 60s are,
e.g., F. John, D. G. Aronson, H. O. Kreiss, O. B. Widlund, J. Douglas, Jr.,
and collaborators, Russian researchers such as Samarskii, etc. (cf. the survey
paper Thomée [230]).

The material presented in this introductary chapter is standard; some
early references are Douglas and Dupont [74], Price and Varga [196] and Fix
and Nassif [99]. An important step in the development was the introduction
and exploitation by Wheeler [246] of the Ritz projection, which made it pos-
sible to improve earlier suboptimal Lo-norm error estimates to optimal order
ones. The nucleus of the present survey is Thomée [229]. Several of the topics
that have been touched upon only lightly in this chapter will be developed in
more detail in the rest of the book where we will consider both more general
equations and wider classes of discretization methods, as well as more de-
tailed investigations of the dependence of the error bounds on the regularity
of the exact solutions of our problems. Concerning the discretization of the
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time-periodic problem mentioned at the end, see Carasso [44], Bernardi [26],
and Hansbo [114].

For standard material concerning the mathematical treatment of elliptic
and parabolic differential equations we refer to Evans [96], cf. also Lions and
Magenes [156] and, for parabolic equations, Friedman [100].



2. Methods Based on More General
Approximations of the Elliptic Problem

In our above discussion of finite element approximation of the parabolic
problem, the discretization in space was based on using a family of finite-
dimensional spaces S, C Hi = HZ(£2), such that, for some r > 2, the
approximation property (1.10) holds. The most natural example of such a
family in a plane domain (2 is to take for S} the continuous functions which
reduce to polynomials of degree at most » — 1 on the triangles 7 of a triangu-
lation 7}, of 2 of the type described in the beginning of Chapter 1, and which
vanish on 9f2. However, for r > 2 and in the case of a domain with smooth
boundary, it is not possible, in general, to satisfy the homogeneous boundary
conditions exactly for this choice. This difficulty occurs, of course, already for
the elliptic problem, and several methods have been suggested to deal with it.
In this chapter we shall consider, as a typical example, a method which was
proposed by Nitsche for this purpose. This will serve as background for our
subsequent discussion of the discretization of the parabolic problem. Another
example, a so called mixed method, will be considered in Chapter 17 below.

Consider thus, with {2 a plane domain with smooth boundary, the Dirich-
let problem

(2.1) —Au=f in {2, withu=0 on 0.

Let now the 7;, = {Tj};w:hl belong to a family of quasiuniform triangulations
of 2, with max; diam(r;) < h, where the boundary triangles are allowed
to have one curved edge along 9f2, and let .S;, denote the finite-dimensional
linear space of continuous functions on 2 which reduce to polynomials of
degree < r—1 on each triangle 7;, without any boundary conditions imposed

at 02, i.e.,
(22) Sh = {X S C(Q), X|~rj c Hrfl},

where IT; denotes the set of polynomials of degree at most s.
In addition to the inner product in L = Lo(f2) we set

<SD71/}> = /a_Q Sowds, and |S0| = <S07gp>1/2 = ||§0||L2(3(Z)7

and introduce the bilinear form
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(2:3)  Nylp¥) = (Yo, V) — (52.4) — (g, 92 + 9~ (g, ),

where 7y is a positive constant to be fixed later and d/9n denotes differenti-
ation in the direction of the exterior normal to 0f2.

Now let u be a solution of our Dirichlet problem (2.1). Then, using Green’s
formula, we have, since u vanishes on 942,

N1, X) = (V0,950 (0% 3) — 2% 9=, x)

:7(AU7X):(faX)7 fOI‘XGSh.

With this in mind we define Nitsche’s method for (2.1) to find u, € S,
satisfying the variational equation

(2.5) Ny (un, x) = (f,x), Vx € Sh.

(2.4)

We shall demonstrate below that if v is appropriately chosen, then this prob-
lem admits a unique solution for which optimal order error estimates hold.
For our analysis we introduce, for ¢ appropriately smooth, the norm

_ 2 %2 —1y, 42\1/2
llell = (Il + | Zo |+ A1)

We first note the following inverse property.

Lemma 2.1 There is a constant C independent of h such that
XNl < Ch=Hxll,  Vx € Sh.

Proof. Because of the quasiuniformity of the family of triangulations 73, Vx
is estimated by (1.12). Further,

(2.6) ‘8—"‘2<0h—1v 2 vyes
. on >~ Lo || XHa X € Oh.

This follows easily by using for each boundary triangle 7; a linear transforma-
tion to map it onto a unit size reference triangle 7; with vertices (0, 0), (1,0),
and (0, 1), say, with the curved edge between (0,1) and (1, 0), and noting that
here |[n] L, 07,) < CllnllL, () for n = Ox/0x;, since the right hand side is a
norm on I1,_o. Using the inverse of the linear transformation to map 7; back
to 7, we obtain Hax/axi||%2(8Tj) < Ch—1||ax/8$iH2L2(Tj), and (2.6) follows by
summation over the boundary triangles. Using also (1.12) this bounds dx/dn
in the desired way. Finally, in the same way, |x|* < Coh™!||x||* for x € Sp.
Together these estimates show the lemma. a

We now show that the bilinear form N, (-, -) defined in (2.3) is continuous
in terms of ||| - ||| and positive definite when restricted to S.
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Lemma 2.2 We have, for v fixed and for o, appropriately smooth,
[NL (0, 9)] < Clllelll Cll ]|
and, with Sy, defined in (2.2), there exist positive numbers vy and ¢ such that
(2.7) Ny (X, x) 2 ellixlll®, ¥x € Sy for v = 7.

Proof. The first part of the lemma is obvious from our definitions. For the
second part we use (2.6) to obtain

Ix _
Ny (x,x) = [VxI1? ~ 2<87Lax> +vh 7 Hx|?
9x _
> [V = 2| 5|1 + A
n
h 6X 2 400 y
Y 2—7’7 _ 2o 2 02
> IVXIP = 401 an I+ I
1 h 10x|? | 7 —4Cy
> = 2 7’7’ T30 )2
2SIV + 5l T X
>cllIxll?, iy =70 > 4Co. 0

We shall now show an approximation property of our subspaces S}, with
respect to ||| - [|].

Lemma 2.3 With S;, defined in (2.2), we have
(2.8) inSf llv— x| < ChR¥Hw|ls, for2<s<r veH.
XESh
Proof. Because the functions in S;, do not belong to H?({2), even though
they are in H?(7;) for each j, we shall use the trianglewise defined norm
My,

1/2
lellzn = (X lelEe,)
j=1

and show that, for appropriately smooth ¢,
(2.9) llell < Ch™ (el + hllell + h2ll@ll2,n)-

Since it is easy to find a local interpolation operator I, into S;, (using, e.g.,
Lagrange interpolation) such that

| Ihv — v|| + h|[Inv — v|l1 + B3| Ihv — v|2n < ChS|v|ls, for2<s <,

this will complete the proof of (2.8).
To show (2.9), we begin by bounding the term |¢|. Let 7; be a boundary
triangle of 7, and (042); the corresponding part of 92. Mapping 7; onto the
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unit size reference triangle 7;, we note that for ¢ defined in 7; we have the
trace inequality (see., e.g., [42])

(2.10) 18117, 0%;) < Cl@N Lo 191l a3 -
Transforming back to 7; we find that for any ¢ € H(7;),

(211) ||90||%2((8Q)]) < C||(p||L2(T])(HV<p||L2(T]) + h_lll(pHLz(T_;’))'

Hence
h71\|<PH%2((aQ)j < C(h72||</9||%2(7j) + ||<P||%11(Tj))a

and after summation this shows
hHel? < C(h2lell” + llellD)-

Similarly, considering now first ¢ € H?(7;), we have

Oy |2 2 2 2
- < .
h’@n‘ < Clelly +r7ell3,5)

Since [|[V|| is obviously bounded as desired, (2.9) follows, and the proof is
complete. a

We assume from now on that v is chosen so that the second estimate
of Lemma 2.2 holds. Then, in particular, N,(-,-) is positive definite on Sj
and, consequently, our discrete Dirichlet problem has a unique solution. By
subtraction we obtain at once from (2.5) and (2.4) the error equation

(2.12) N, (up —u,x) =0, Vyxe& S,
which we shall use to prove the following error estimate.

Theorem 2.1 Let Sy, be defined in (2.2). Then, with u, and u the solutions
of (2.5) and (2.1), respectively, we have

llun = ulll < Ch*Hulls,  for2<s<r.
In particular, |V (up — )| < Ch™ul|,.
Proof. We have, for any x € Sp,
([fn = wlll < fllw = Xl + [[1x = unlll
Now, by Lemma 2.2 and (2.12),

X = unll® < CNoy(x = un, x = u) = CN,(x = u, X — un)

< Clllx = ulll {llx = wunlll
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Hence |||x — unl|| < CJ||x — ul||, and so, by Lemma 2.3,

s~ wlll < (1L +C) inf [l —ull < Ch*ull,, for2<s<r,
XESh

which proves the theorem. a

We note that although the discrete solution uy does not satisfy the bound-
ary condition up = 0 on 92, it is small on the boundary because, as a result
of Theorem 2.1, we have

lunl = Jun —ul < B2|lup, —ull| < CH™ 12 |lu]l,.

We also have the following Ls-norm estimate.

Theorem 2.2 Under the assumptions of Theorem 2.1, we have
lup, —u|| < Ch%||ulls, for 2<s<r.
Proof. We shall use the standard duality argument. Define v by
(2.13) —AYp=¢ inf2, withy¢ =0 on 91,
and recall the elliptic regularity estimate (1.17). We have, for e = uj, — u,

oy

(6,50) = —(6, Aw) = (Ve,vw) - <ea %> = N’Y(eaw)‘

Now for 1, the approximate solution of our auxiliary problem (2.13) we have,
using (2.12), Lemma 2.2, Theorem 2.1 with s = 2, and (1.17)

(e, ) = [Ny (e, ¢ = )| < Cllel[[ [+ — ¢bnlll

< Ch¥ll2 lllelll < Ch il [lle]]l

Hence applying Theorem 2.1 once more to bound |||e]|| we obtain
(e, )| < Ch*|lullsllell, for 2 <s <,
which shows the theorem. O
We now resume our discussion of the parabolic problem
(2.14) ug — Au=f in £2, for t > 0,
u=0 ondR, fort>0, withu(,0)=v in .

We shall present an alternative derivation of our previous Ls-norm error
estimate which will be general enough to cover situations when S, ¢ Hg, as,
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for instance, in the case of Nitsche’s method described above. We now allow
2 c R? with d > 2.

For motivation let us first recall the standard Galerkin method for the
elliptic problem (2.1) with S, C H{, namely

(215) (VUh,VX) = (f> X)a VX € Sha

and define the linear operator T}, : Ly — Sy, by T}, f = up, so that up, =T f €
Sp is the approximate solution of (2.1). Letting u = T'f be the solution of
this problem, so that 7' : Ly — H{} denotes the exact solution operator of
(2.1), we have

(2.16) Ty = RuT,

where Ry, is the elliptic projection operator defined in (1.22). In fact, by our
definitions we have

(VTnf,Vx) = (f,x) = (VTf,Vx) = (VR,Tf,Vx), VxE€ S,

which shows (2.16).
Recalling that

| Rnu — ul| + ||V (Ryu — u)|| < Ch¥|ulls, forue HSNHS, 1<s<r,

we obtain
IThf —=Tf|l = [[(Rn — DTf]| < CRP|Tfs.

By the elliptic regularity estimate, we have
lulls < C||Aul|s—2, ifu=0o0n a2, fors>2
or |[Tflls < C| flls—2, so that thus
|Thf —Tf|| < CRh®||f]ls—2, for2<s<r iffeH 2
We also note that T}, is selfadjoint, positive semidefinite on Ls:
(fsThg) = (VI f,VThg) = (Tnf.9), Vf.g€ La.
In particular,
(2.17) (Tuf, f) = VT fII? = 0.

In fact, T} is positive definite on Sy, considered as an inner product space
with respect to the Lo inner product. For assume f;, € S} is such that
(Thfh, fh) = 0. Then Thfh =0 by (217) and hence

I full?> = (fr, f1) = (VT fn, Vfn) = 0.
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Recalling the definition (1.33) of the discrete Laplacian Ay, : Sy, — Sp, we
have T}, = (—Ap)~! on Sj. For

(frsx) = (V(Thfn), VX) = —(An(Thfn), x), for x € Sh,

so that —Ap(Th fr) = fn for fr, € Sp. Note also that T}, P, = T}, since

(2.18) (V(ThPr)f,Vx) = (Puf,x) = (f,x) = (VT f,VX), Yx € Sh.
We now recall the semidiscrete problem

(2.19) up — Apup = Ppf, fort >0, with uy(0) = vp,.

In view of the above definition of the discrete solution operator T}, this may
equivalently be written

Thupe +up = ThwPrf =Tnf, fort >0, with uh(()) = Up.
Similarly, for the continuous problem, we have
Tuy+u=Tf, fort>0, withu(0)=uwv.

For the same reason as for T}, the operator T is selfadjoint and, in fact,
positive definite on Lq. For (f, ) = (V(Tf), V) for p € H} shows (f,Tf) =
IVT£||> > 0, and clearly Tf = 0 implies f = —A(Tf) = 0.

From now on, instead of defining the approximate solution of the elliptic
problem by (2.15), we shall assume only that we are given an approximate
solution operator T}, with the properties:

(i) T} is selfadjoint, positive semidefinite on Lo, and positive definite on Sp,.

(ii) There is a positive integer r > 2 such that

I(Tn = T)f| < Ch*|[flls—2, for2<s<r, feH>

We may then pose the semidiscrete problem to find up(t) € Sy for t > 0
such that

(2.20) Thupe +up =Tpf, fort >0, with uy(0)=ovs,

which may be solved uniquely for ¢ > 0 since 1} ! exists on S by (i). Since
T}, is positive definite on Sp,, we may define A, = —Th_1 . S; — Sp, and note
that (2.20) may then also be written in the form (2.19).

As an example, we may consider Nitsche’s method for the elliptic problem
and define T}, by

(221) N’Y(Thfa X) = (fv X)a VX € Shv f S L2~
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Property (i) follows then essentially as for the standard Galerkin method,
and property (ii) is the Lo error estimate for Nitsche’s method (Theorem
2.2). In this case Ay, : Sy, — Sj, may be defined by

—(An, x) = Ny(¥,X), Vo, x € Sh.
Since (2.20) is equivalent to the variational formulation
Ny (Thunt, x) + Ny(un, xX) = Ny(Thf,x), Vx € Sh,
equation (2.21) shows that the semidiscrete problem is now equivalent to
(Un,t, X) + Ny(un, x) = (f,x), Yx € Sp, t >0, with up(0) = vy,

Note that this time we make no explicit assumption about the approxi-
mation properties of {S}, which are now instead implicitly contained in (ii).
In fact, it follows from (ii) that

inf v —x| < [jv—=Ti(=A0)[| = (T = T») Av||
(2.22) XESn
< Che||Avlls—2 < Ch||v||s, for 2 <s<r.
In particular, for Pj, the orthogonal Ls-projection, we have

lv — Ppo|| < Ch®||v||ls, for2<s<r,

and if we now introduce the elliptic projection Ry, = Ty, (—A) : H*NH} — Sy,
(2.22) shows

(2.23) lv = Rpvl] < Ch®|v||s, for2<s<r.

For the standard Galerkin method the present projection coincides with
the old elliptic projection, and for Nitsche’s method we have by our definitions

N,(Rp —I)v,x) =0, Vxe€Sp.
We note that by (i), we have
(2.24) TPy = T
In fact, since T}, is selfadjoint,
(TwPrf,9) = (Pnf,Thg) = (f,Thg) = (Tnf,9), Vf.g€ Lo,

from which (2.24) follows.

Under our new general assumptions we shall now prove an error estimate
of the same form as in the special case of the standard Galerkin method
shown earlier (Theorem 1.2).



2. More General Elliptic Approximations 33

Theorem 2.3 Assume that Ty, satisfies (i) and (ii) and let up, and u be the
solutions of (2.20) and (2.14), respectively. Then

t
lun(t) = u(®)]| < lon = vll + CA" (o]l +/ luell-ds),  fort>0.
0

Proof. We have for the error e = uj, — u,

Ther +e = (Thupe +up) — (Thu + u)
=Thf — (Tus +u) + (T — Th)uy = (T — T)(us — f) = (T = Th) Au,

that is, using also (2.16),
(2.25) Ther +e=p, where p=—(T, —T)Au= (R, — Iu.

We multiply by 2e; and integrate over (2 to find

d d
2ATher, ) + Zlel = 2p,e0) = 25-(,) = 2pr. ),

and hence, after integration with respect to t,
t
le@1I* < lle()]I* +2[l @) el + 2[p(0)]| lle(0)]] + 2/0 locll llell ds
t
< sup e(s) | (1e(0)] + 4sup lo(e)] +2 | lpeds).
s<t s<t 0

Applying this with 7 such that [le(7)|| = sup,<, [le(s)]|, we have

le@ < lle(n)]l < lle(0)]| + 4sup [|p(s)]| + 2/ el ds
(2.26) o=t 0

< 1)+ (o1 + [ Tl ds).

Here e(0) = v, — v, and
[p(0) || = I(Th — T)Av|| < CR" || Av|l,—2 < CB" 0],

and, similarly, ||p:]| = |(Th — T)Au|| < Ch"||utl|-, which completes the
proof. a

Note from our discussion preceding Theorem 2.3 that if v, is chosen as
vp, = Ppo or vy, = Rpv, then the first term on the right in the error estimate
is bounded by the second.

We remark for later reference that the essence of the proof is the following.
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Lemma 2.4 Let Tye; +e = p fort > 0 where Ty, is nonnegative ((Ty f, f) >
0) with respect to the (semi-)inner product (-,-). Then for the corresponding
(semi-)norm || - || = (-,-)/2,

le(®)ll < lle)ll + (o0 + / il ds).

For the standard Galerkin method we saw that optimal order error es-
timates for the gradient could be derived from the weak formulation of the
parabolic problem; a similar argument would give estimates for the gradient
also when the semidiscrete parabolic problems is based on Nitsche’s method.
We also saw that such estimates could be derived using an inverse property,
and this still applies under our present more general assumptions:

Theorem 2.4 Assume that (i), (ii) hold together with the inverse property
(1.12) and the approzimation property

(2.27) inf {[lv — x[| + V(v = x)[[} < ChT[[v]].
XESh

Let up, and u be the solutions of (2.20) and (2.14), with vy chosen so that
|lon, — v|| < Ch"||v]|,. Then we have

IV (un(t) = u(@®)l < Chr_l(Hvllr +/0 ||Ut||rd8)7 fort=0.

Proof. This follows exactly as in Chapter 1 from (1.41), (1.12), and
(2.27). 0

We shall end this chapter with an estimate of the error using the mean
square norm also in time. Note that the error bound does not contain the
time derivative of the solution.

Theorem 2.5 Assume that T}, satisfies (i) and (ii) and let up, and u be the
solutions of (2.20) and (2.14), with vy, = Ppv. Then

t 1/2 t 1/2
(/ | — ul|? ds) < ChT(/ [|u]|? ds) , fort>0.
0 0

Proof. We take the Lo-inner product of the error equation (2.25) by e and
observe that since T, is selfadjoint, 2(They, €) = < (The, €). Hence

d
7 (These) +2[ell* = (p,e) < llell® + lloll*.

After integration this shows

(The(t) / lell? ds < (The(0) / loll? ds.
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We now note that Tje(0) = 0 for v, = Ppv. For
(2.28) (The(0),w) = (Ppv — v, Thw) =0, Yw € Lo,

since Tpw € Sp,. Hence

t t
(2.29) / lell? ds < / oIl ds,
0 0

and the result claimed now follows by (2.23). |

The above type of error analysis of finite element methods for parabolic
problems based on operators T}, generalizing the standard Galerkin solution
operator of the elliptic problem was initiated in Bramble, Schatz, Thomée,
and Wahlbin [37] for homogeneous parabolic equations and followed up in
Thomée [228] for inhomogeneous equations. The method used here as a par-
ticular example was introduced in Nitsche [180]. Other examples include
Babusgka’s method with Lagrangian multipliers [10], the method of inter-
polated boundary conditions by Berger, Scott, and Strang [24], [213], an
alternative method of Nitsche [181] which uses the bilinear form (2.3) with
v = 0 under an additional assumption ensuring that the functions in S} are
small on 942, and also a so called mixed method which we shall consider in
Chapter 17.

Another way of dealing with the problem of a curved boundary was con-
sidered in Bramble, Dupont, and Thomée [32] and Dupont [83] where the
finite element method is based on an approximating polygonal domain with
a correction built into the boundary values.

Problems with vanishing initial data but with inhomogeneous and non-
smooth boundary data are considered in Lasiecka [151].






3. Nonsmooth Data Error Estimates

In this chapter we shall first discuss a smoothing property of the solution op-
erator of a homogeneous parabolic equation which shows that the solution is
regular for positive time even if the initial data are not. We shall then demon-
strate that an analogous behavior for the finite element solution implies that
optimal order convergence takes place for positive time even for nonsmooth
initial data. We also show some other results which elucidate the relation
between the convergence of the finite element solution and the regularity of
the exact solution.

We begin by introducing some function spaces which are convenient in
describing the regularity of the solution of the initial boundary value problem
for a homogeneous parabolic equation. Consider thus

(3.1 uy=Au in 2, fort >0,
u=0 ondf2, fort>0, withu(,0)=v in (2,

where (2 is a bounded domain in R? with smooth boundary 2. We associate
with it the eigenvalue problem

(3.2) —Ap=Ap in 2, with o =0 on 912

As is well-known, this eigenvalue problem admits a nondecreasing sequence

{Am}5°_; of positive eigenvalues, which tend to oo with m, and a cor-

responding sequence {@.,,}5°_; of eigenfunctions which form an orthonor-

mal basis in Ly = Lo(£2), so that each v € Lo admits the representation
e} , .

v=">"_1(v,0m)¢Pm, and Parseval’s relation,

(U7 w) = Z (U7 @m)(w’ @m)a

m=1

holds.
For s > 0, let H® = H*(£2) be the subspace of Ly defined by

lv|s = ( i )\fn(v,gom)2)l/2 < 00.
m=1
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If we formally introduce nonnegative powers of the operator —A by
(3:3) (=40 = A(v.@m)pm, fors>0,
m=1

we may alternatively express the definition of | - |5 as
[ols = (=2)*20]| = ((—4)*v,v)"/2.

Note that by (3.2), (3.3) agrees with the standard definition of (—A)® for s
integer when v is a finite linear combination of eigenfunctions.

We have the following characterization which makes this latter definition
precise for s integer. Recall that for {2 an appropriately regular domain in
R? we define H® = H*({2), for s a nonnegative integer, by the norm

o 1/2
lolls = llolles = (Y 1D%0l?) ", where || - || = |- ||,

lee|<s
Lemma 3.1 For s a nonnegative integer we have
H® ={ve H* Alv=0 on 92, for j<s/2},

where the boundary conditions are interpreted in the sense of traces in

Ly(092), and the norms |- |s = || - ||gs and || - ||s = || - ||#s are equivalent
m Hs, with
o] AP, if s =2p,
vls =
IV(aPo)|l,  if s=2p+1.

Proof. We first show that if v € H', with v = 0 on 942, then v € H' and
[v]1 < ||v|l1. In fact, for v € C§°(£2) we have

A (Vs 9m) = (U, Ampm) = —(v, Apm) = —(Av, om),

and hence, using Parseval’s relation,

loff = Z (v, pm)? = — Z(%‘Pm)(Avv@m)
m=1 m=1

= —(v, Av) = || Vo||* < [lo]fy.

Since C§°(£2) is dense in {v € H'; v =0 on 02}, this shows the result.
For v € H?"*! with AJv = 0 on 942 for j < p we have hence

o0 o0
2 o 2 +1 2
|U|2p+1 = E )‘77:5) U ‘Pm E /\m U /\%QOM)
m=1 m=1
o0

Am((=A)Pv,0m)? = [V (APV)|* < Cllvll3p44-

m=1
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Similarly, if v € H?P with Ay = 0 on 042 for j < p, we have

‘Ulgp = Z )‘%(U’(pm)Q = (’U,/\%gom)z

m=1 m=1
= (=)0, 0m)* = |APv]]* < C|oll3,.
m=1

We have thus shown that if v € H* and A/v = 0 on 912 for j < s/2, then
ve H* and |v|, < C|v]s.

We now turn to the opposite inclusion. Let s = 2p and let v be any
linear combination of finitely many of the eigenfunctions ,,. Then, by the
above computation, ||APy|| = [v],. On the other hand, by the well-known
regularity estimate for the elliptic operator AP (cf., e.g., Lions and Magenes
[156]), we have in view of the boundary conditions A% = 0 on 942 for j < p,
that ||0]]2p < C||APD|| = C|D]ap. Since the ¥ are dense in H?P, we conclude
that v € H?? implies v € H? and |jv||a, < C|v|a, for v € H?". By a trace
inequality (cf. [156]),

1A70],00) < ClA 0|l < Cllv]l2p, — for j < p,

and since the A% vanish on 042, we conclude that this holds for AJv as well.
The proof for s odd is similar; for s = 1 one uses Friedrichs’ inequality
(1.4) which shows ||7]j; < C|| VY| = C|v)s. O

We emphasize that the boundary conditions in H" are quite restrictive in
applications. For instance, in the one-dimensional situation with 2 = (0, 1),
the very regular function v(z) = (1 — z), which vanishes at z = 0, 1, belongs
to H2, but not to H?3, because Av = v” = —2 does not vanish at z = 0, 1.

The solution of our initial boundary value problem (3.1) may now be
represented, with E(t) the associated solution operator, as

u(z,t) = (E(t))(@) = Y e (0, 0m)om(@).

Setting Dy = 0/0t, we note that a solution u(t) = E(t)v of (3.1) which is in
C%°(£2 x [0,00)) satisfies AJu(t) = Dju(t) = 0 on 912 for t > 0, and hence
the initial data also satisfy A7v = 0 on 912 for any j > 0, so that v € H* for
any s > 0. Even when the initial function v is less regular it is still the case
that w(t) € H?* for any ¢t > 0 and any s > 0, as follows from the following
regularity result. We remark that this is related to the fact that E(t) is an
analytic semigroup on Lo, which is a topic we will discuss in more detail in
Chapter 5 below.

Lemma 3.2 Ifv € Ly then the solution u(t) = E(t)v of (3.1) belongs to H*
forany s >0, ift >0. If0<s<qgandl >0, and ifv € H*, we have

|DLE(t)v|, < Ct=9==)/2= |, fort > 0.
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Proof. We have with C = sup, (197 5+2le=27)

IDLE()ol; = [(=A) B(t)ol; = Y A e (v, p1n)?

m=1
<Ot @72 NN (v, 00)7 = Ot 07072 g2, O
m=1

We now return to the discussion of the spatially semidiscrete approxima-
tion of our initial value problem within the framework introduced in Chapter
2. We assume thus again that {53} is a family of finite dimensional subspaces
of Lo, and {T}} a family of operators T, : Ly — Sp, approximating the exact
solution operator T' of the Dirichlet problem

—Au=f in 2, withu=0 on 02,
such that
(i) T} is selfadjoint, positive semidefinite on Lo, and positive definite on Sp,.
(ii) There is a positive integer r > 2 such that
(T, — T) f|| < Ch¥||f]ls—2, for2<s<wr, feH™2

The semidiscrete analogue of (3.1) is then defined as
(3.4) Thupt +up =0, fort >0, with up(0) = vp.
or, if we set A;, = —Th_1 : S — S,

upt — Apup, =0, fort >0, with up(0) = vp.

The error estimate proved earlier in Theorem 2.3 for the inhomogeneous
equation shows for the homogeneous equation that if v; is chosen so that
|vn, — v|| < B||v]l,, e.g., for vy = Pyv or v, = Ryv, then, if v € H™t¢ with
€ > 0, we have, for ¢t bounded,

(3.5) l[un(t) = u(t)]| < Ch"|v] e
In fact, in this case, by Lemma 3.2,
[ur(s)]lr = [Au(s)]lr < Cllu(s)[lrra < Clu(s)lrpa < Cs™ D o],

so that
t t
/ [[uellr ds < C\v|r+€/ s71=¢/D ds = 2015/ ye.
0 0

Since ||v||» < C|v]y4e, Theorem 2.3 therefore shows (3.5).
We shall prove the following slightly sharper smooth data error estimate:
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Theorem 3.1 Assume that (i) and (ii) hold, that v € H", and that
(3.6) lon — o]l < ChJol,.
Then we have for the error in the semidiscrete parabolic problem (3.4)
[lun(t) — u(t)|] < Ch"|v]|,., fort>0.
The proof of this result will depend on the following;:

Lemma 3.3 Assume that T}, is positive semidefinite on Lo and that
(3.7 The +e=p, fort>0, with Tre(0) = 0.
Then
1 [t

el < Il + 7 [ (ol? + 21l ds). - for >0

Proof. Taking inner products of (3.7) by 2e, we find
d 2
2Ther,er) + 3 llell> = 2(p, 1),

or, since T}, is positive semidefinite,

d d
@IIeIF <2(p,e) = 2&(% e) = 2(pt; €).

Multiplying by ¢, we obtain

Ltlel?) < 22 (t(p, ) — 2t(pur ) + lell® — 2pre)

dt = dt P, Pt P, )
so that, after integration,

t
Wd0W§2WMMWdOW+AGMF+%MM%+QﬂmMMD%,
or
1 t

(3.38) HdeSC@MMF+;AUMF+WW+§MN%@)

We now recall from (2.29) that

t t
/H%%BS/HMW&
0 0

Together with (3.8), this completes the proof. O

As an immediate consequence we have:
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Lemma 3.4 Under the assumptions of Lemma 3.3, we have

le@®)] < Cigg(SHpt(S)ll +[lp(s)l),  fort > 0.

We also note for later use that the coefficient of the first term on the right
can be made small:

Lemma 3.5 Under the assumptions of Lemma 3.3 we have, for € > 0 arbi-
trary,

lle®)]l < €Sg§(S||ﬂt(8)\|) +C- sup lo(s)ll,  fort = 0.

Proof. Tt follows by an obvious modification of the proof of Lemma 3.3 that

52
HdﬂWSA;A ol ds + C- (lo®)* + /|mww

and hence the result. O
Proof of Theorem 3.1. We first note that it is sufficient to consider the case
vp, = Pyu; using (3.6) this follows at once from

1ER(#)(Prv = on)l| < [[Pav — vnll < [[Pho = ]| + [lv = val| < Ch vl

where Fj(t) denotes the solution operator of the semidiscrete problem.
Recall from (2.25) that the error e = uj — u satisfies the equation

(3.9) Trhet +e=p, where p=—(Ty, —T)Au = —(Ty, — T)uy,

and from (2.28) that Tre(0) = 0 for v, = Ppv. We are thus in a position to
apply Lemma 3.4. Using (ii) and Lemma 3.4, we have, for s > 0,

lo(s)ll < CR [Jue(s)l[r—2 < Ch"[Ju(s)]|» < Ch"[vly,
and similarly,
slloe()ll < CHsllug(s)llr < CH7sllu(s) 12 < C o],
These estimates complete the proof of the theorem. a

Note that in the proof of this theorem, the estimate of assumption (ii) is
used only for f € H"~2 and not for general f € H"~2. Similar remarks apply
to Theorems 3.2 and 3.3 below.

We now turn to the situation when v is not regular enough to belong to
H". We shall show that, nevertheless, we have optimal order convergence for
t positive.

We shall first consider the case of the standard Galerkin method when
Sp C H} and satisfies (1.10), and when T}, in (3.4) is defined by

(3.10) (VTnf,Vx) = (f,x), VX € Sh.

Recall that in this case, with Rjpu € S}, defined by (1.22) we have R, = — T A,
and hence ||Rpu — ul| < Ch|lu|l;. We then have the following:
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Theorem 3.2 With T, defined by the standard Galerkin method, i.e., by
(1.10) and (3.10), and with vy, = Pyv, we have for the error in the semidis-
crete parabolic problem (3.4)

(3.11) un(t) — u(®)|| < CRt2||v||, for t > 0.
Proof. We first prove, as usual with e = up — u, that
(3.12) le()Il < Cht=/2]u]],

and then show the theorem from this by an iteration argument.

We shall apply Lemma 3.3. This time (3.9) holds with p = Rpu — u, and
hence, using the estimate for the elliptic projection of Lemma 1.1 and the
regularity estimate of Lemma 3.2 for the exact solution,

lo@)Il = |Rnu(t) — u()ll < Chlju(t)lly < Cht=/?|lv].

Recalling the definition of the norm in H' we also have

/ ol ds < O / Jull? ds < Ch? / S),om)? ds

< C’hQ/ Z Ame 228 (v, 0,) 2 ds < Ch? Z (v, 0m)? = Ch2||v||*.

m=1

Finally, in the same way,
t t t
/ %[ pe]|? ds < c;ﬂ/ s2|ug||3 ds < Ch2/ s%||u||3 ds
0 0 0

< Ch2/ > X (v, om)?s%e P ds < Ch? Y (v, m)? = Ch2 v,

m=1 m=1

By Lemma 3.3 these estimates show (3.12).
Introducing now the error operator Fj(t) by

e(t) = Fy(t)v = En(t)Prv — E(t)v = up(t) — u(t),
with Ej(t) the solution operator of (3.4), (3.11) may be stated as
(3.13) | F(t)v]| < CR /2o,  for t > 0.

Since clearly Fj,(t) is bounded in Lo, it is no restriction to assume ht=/2 < 1.
We have the identity

Fi(t) = Fu(t/2)E(t/2) + E(t/2)Fp(t/2) + Fi(t/2)*.

In fact, using our definitions and the semigroup property E(t+s) = E(t)E(s),
and similarly for Ej,(t), the right-hand side equals
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(En(t/2)Pn — E(t/2))E(t/2) + E(t/2)(En(t/2)Pn — E(t/2))
+ (Bn(t/2) P, — E(t/2))* = E(t/2)* P, — E(t/2)* = Fj,(t).
We have, using Theorem 3.1 and Lemma 3.2,
1En(t/2)E(t/2)0]| < CRTIE(t/2)v], < Ch"t™"/?|u].

Noting that Fj,(¢t/2) and E(t/2) are selfadjoint, we see that the product
E(t/2)Fp,(t/2) is the adjoint of F}(t/2)E(t/2) and thus has the same norm,
considered as an operator on Lo, so that

1E(t/2) Fa(t/2)0] < CRt"2Ju]].

Also, by (3.12),
1Fn(t/2)%0]l < Cht= 2| Fy (t/2)0]),

so that, altogether,
1En (o]l < Ch™E=" 2] + Cht =12 Fy(t/2)u]|
By repeated application we have, since ht=1/2 < 1,
1Ew(t)oll < Ch™¢ 2 o] + C(ht ™) | F(t/2°)o]l.

Choosing s = r and noting that || F},(¢/2")v|| < 2||v|| completes the proof of
(3.13), and thus of the theorem. O

We note in passing that since u, and w are bounded, ¢ may be replaced
by t + h? in the bound in (3.11).

We shall now turn to the more general situation when we only know that
(i) and (ii) hold. We have the following:

Theorem 3.3 Assume that (i), (ii) hold, and that vy, = Ppv. Then we have
for the error in the semidiscrete parabolic problem (3.4)

lun(8) = u()| < CH"t|Jol|,  for t > 0.

Proof. We shall prove the result for r = 2. The same bootstrapping argument
as in Theorem 3.2 may then be used to complete the proof.

Recalling the error equation (3.9) and setting p(t) = fg p(s)ds, we shall
prove for the error e = up, — u

(3.14) le@®)ll < ct™ ilg{SQHpt(S)ll +sllp(s)ll + lp(s)1}-

Assuming that this has already been accomplished, we have by (ii) and
Lemma 3.2,

sllp(s)ll = sll(Th = T)ue(s)|l < Ch?sllue(s)l| < Ch2|v]
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and
s*[lpe(s) 1| = $*[(Th — T)uw(s)|| < Ch?s*[[ug(s)|| < Ch?|lv].

Since
o)l =i /OS(Th — Tupdo|| = [[(Th — T)(u(s) —v)||
< Ch3(Jlu(s)]| + [[o]]) < Ch?|lv],

we conclude [le(t)|| < Ch?t~|v||, which is the desired estimate for r = 2.
It remains to prove (3.14). For this we set w = te and note that by (3.9)
w satisfies
Thwy +w =1 :=tp+ The.

By Lemma 3.5 we therefore find
lw(®)|| < esglz(SIInt(S)ll) + Cesup l[n(s)ll

Here
In(s)ll < sllp(s)[l + 1 The(s)],

and, using (3.9),

sline(s)ll < s*[lpe()ll + sllo(s)ll + sl| Thee(s)l|
< $llpe(s)ll + 2sllp(s)ll + slle(s) | = s [lpe(s)Il + 25l p(s)] + [lw(s)]].

With € = 1/2, say, we conclude, for all ¢t > 0,

lw(®)] < %iglt) [w(s)]l + Ciglz(SQI\pt(S)ll + sllp(s)l| + 1 The(s)l))-

Choosing 7 = 7(t) such that sup,, ||w(s)|| = ||w(7)|, we have

(3.15) lw®)] < [lw(T)] < CS;g(SQIIPt(S)H +sllp(s) ]| + [[Tne(s))-

We now estimate Tpe. For this purpose we integrate the error equation
(3.9) over (0,t), keeping in mind that Tre(0) = 0, to obtain

t
The+e=Trer+e=p, with et) = / eds.
0

It follows from Lemma 3.4 that

le)ll < Csup(slip(s)ll + 1P()1l) < Csup(sip(s) + lIAs)D,

and hence also
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IThe@Il < E@ll + Pl < Csup(sflol + 1)

Combining this with our previous estimate (3.15), we have

lw(@®) < CSliI;(SQHPt” +sllell + [lplD),

which is (3.14). The proof of the theorem is now complete. O

We shall now show some similar estimates for time derivatives of the error
(or the error in the time derivatives). Recall the notation Dy = 0/0t.

Theorem 3.4 Assume that (i) and (ii) hold, and that v, = Pyv. Then we
have for the error in the semidiscrete parabolic problem (3.4)

1D; (un(8) = u()|| < Ch"¢~ /2 [oll, for ¢t >0, 1> 0.

Proof. The proof will be by induction over [, with the case [ = 0 clear by
Theorem 3.3. Assume thus the result already shown for [ — 1 with [ > 1.
Setting e’ = Dle, etc., we have, by differentiation of (3.9),

Thegl) +e = p®,
Multiplication by ¢"/2*! gives, since Thegl_l) = Tpe®,

Th(tr/2+l6(l))t + tr/2+le(l) — tr/2+lp(l) + (%7‘ + Z)tr/2+l71The(l)
_ tr/2+lp(l) + (%T + l)tr/2+l—1(p(l—1) + 6(1_1)),

and application of Lemma 3.5 yields (note that T3, (t"/2>*e(®(t)) = 0 for t = 0)

£/ 241D (1) < e sup(s”/ > [le® (5)])
s<t

1
+Cesup () s pHD ()| 4 5T/2HH|D (5))).

s<t j=—1

Now since p(? = —(T}, — T)ul?*V) | we have by (ii) and Lemma 3.2, for any
q=0,
s"/2Hp D (s)|| < OR7s™/ 2+l T (8)]r—a < OB 0]

and, using our induction assumption, s"/2+=1|e(!=1(s)|| < Ch"||v||. Hence,
choosing ¢ < 1 above, the result follows in the same way as in the proof of
Theorem 3.3. a

Recall that the convergence rate for the solution uj, of (3.4) is of order
O(h"), uniformly down to ¢t = 0, if the initial v data belong to H". If the order
of regularity of v is lower, only a correspondingly weaker convergence estimate
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may be proved, uniformly for ¢ > 0. We have also seen that even without any
regularity assumption on initial data, the rate of convergence is O(h") for ¢
bounded away from 0, but the bound then depends in a singular way on t as
t tends to 0. The order of this singularity depends on the smoothness of v.
These remarks are put into quantitative form in the following theorem.

Theorem 3.5 Assume that (i), (ii) hold, and that vy, = Pyv. If v € H®
and 0 < s < q < r, then we have for the error in the semidiscrete parabolic
problem (3.4)

(3.16) l|un(t) — u(t)|| < ChU=T=)/2|0|,, for t > 0.
Proof. We first show (3.16) for s = q. We write
v = Z (v, ;)05 + Z (v, 05)p; = v1 + V2.
h2X;<1 h2X;>1
By Theorem 3.1 we have ||Fy(¢)v1]| < Ch"|vy|., where
s = D Nj(w,p)? SRR TN (0, 95)% = RHOTD o,
h2x; <1 j=1
Further, by the stability of the discrete and continuous problems,

IF(t)oa]® < Clloa> =C > (v,0m)?
h2X,>1

< CR*M Y AL (v, om)? = Ch*Ju]2,
m=1

Thus
Jun(t) — u(t)[| = [[Fn(t)(v1 + va2)|| < CRIJv],.

For a general s with 0 < s < ¢, we now write

v= Z (v, om)em + Z (v, om)om = vr +v11.
tAm <1 tAm>1
Using the result for s = ¢ we have

(3.17) [|Fu(t)vr])* < CR*or]Z = CR** > X%, (v, 0m)°
tAm <1

= CRPI7 ™) N (tA) 178, (0, om) < CR2 o2,

tAm <1

We also note that

|Fn()orr|| < CRIE2||ugg).
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This follows at once by stability for h2¢=! > 1, and for h?¢~—! < 1 by Theorem
3.2 since then A"t~ "/2 < ht~%/2. Since

oo
lorrl? = 32 @m)? <683 X0 0m)? = 02,

A >1 m=1
we conclude
(3.18) | Fn(t)orr]| < Chat=@=9)/2y),.
Together (3.17) and (3.18) show our claim. O

We shall now briefly describe an alternative way of deriving the above non-
smooth data error estimates in the case of the standard Galerkin method, in
which the main technical device is the use of a dual backward inhomogeneous
parabolic equation with vanishing final data, and which avoids the use of the
operators Ty, and T'. We begin with an auxiliary error estimate for the initial
boundary value problem

u—Au=f in 2, t>0,
(3.19) u=0 ondR, t>0, w0)=0 in £,

and its semidiscrete analogue
(320) (uh,t7X) + (vuhv VX) = (fv X)a X S Sh7 t > 0» uh(o) = 0.

Lemma 3.6 Let e = up — u, where up, and u are the solutions of (3.20) and
(3.19). Then

t t
/(||et||2+h*2\\eu%)dssc/ IfI2ds, fort>o.
0 0

Proof. We have
(3.21) (e, x)+(Ve,Vx) =0 VxeS, t>0,
and hence writing e = 6 + p in the usual way, since 0 € Sy,
(er,€) + (Ve,Ve) = (er, p) + (Ve, Vp) < lecl[[[o]l + [ Vell[[Voll
< C(R2llecl® + 2 [pll* + 1Vpl?) + 3l Vell*.

By integration and using the standard estimates for p, and since e(0) = 0, it
follows that

t t
/0 le]l2 ds < C2 / (leel® + lul2) ds.

Further, since e; = up — uy,
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t t
/W%W@SC/OMW+MmWM&
0 0

By simple energy arguments we find

t
/OWW+WM
0

Together these estimates complete the proof. a

t
|“WW®¢§CAHN%&

Out next lemma concerns the homogeneous parabolic equation and its
semidiscrete analogue

(3.22) (un,t,x) + (Vup, Vx) =0, Vx € Sp, >0, up(0) = Pyv.
Lemma 3.7 Let e = up — u, where up, and u are the solutions of (3.22) and

(3.1), with vy, = Pyv. Then

t
/ lel|?ds < Ch?||v||?, fort > 0.
0

Proof. We shall show the estimate for a fixed ¢ = ty. For this purpose consider
the backward problem

—z1—Az=¢e in 2, fort <ty,

3.23
(3:23) z=0 ondf2, fort<ty, z2(tp)=0 Iin 2,

and let z, be the solution of the corresponding semidiscrete problem

- (Zh,uX) + (VZ’MVX) = (eaX), VX S Sha t S t07 Zh(to) = 0.

Noting that (3.21) holds also in the present case we use this with x = 2, to
obtain

R P
= —%(e,z) — (ety2zn — 2) — (Ve,V(zp — 2))
d
_a(

e,z) + (et, 2) + (Ve,Vz)

e, zn) + (e, zne — zt) — (Ve,V(zp, — 2)).
The error 0 = zj, — z satisfies
—(x,0) + (Vx,V8) =0, Vxe€S fort<tiy,

and recalling that e = 0 + p, with 8 € S;,, we find

d
lle]|* = _%(ewzh) + (p,0:) — (Vp,V9).
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By integration, noting that zj(to) = e¢(0) = 0,

to to to
/0 lefl? ds < / (162 + h=2(18]12) ds + C. / (Ipl12 + n2[]2) ds.

Using Lemma 3.6 for the backward problem (3.23), we have

to . to
/ (6.2 + B2(6]2) ds < © / le]? ds.
0 0

and if Ce < 1/2 we may conclude

to to to
| elras < [ (lolP + wplR) ds < o0 [ ulds < crlol
0 0 0

which completes the proof. Note that C' is independent of . O

Using this lemma we finally show the estimate (3.12) in the present case.
The bootstrapping argument of the proof of Theorem 3.2 then implies (3.11).

Lemma 3.8 Under the assumptions of Lemma 3.7, we have
le@®)|| < Cht=Y2||v|, fort > 0.

Proof. Since p(t) is bounded as desired by ||p(t)|| < Chllu(t)|: < Cht=/?|v|],
it remains to consider 8§ = u, — Rju, which satisfies

(0, %) + (VO,VX) = —(pt.x), Yx €Sp, fort>0.

Choosing y = 260 we obtain, after multiplication by ¢,
d
@(tH@Hz) + 2| VO||* = [|6]]* - 2t(pr, 6).

Integration yields
t t
He)? < © / 1617 ds + C / ||| ds
0 0

t t
<C [ el ds+c [ (ol + 2ll?) ds < Ch o
0 0

where in the last step we have used Lemma 3.7 and the estimates for p and
p¢ of the proof of Theorem 3.2. This completes the proof. O

The above nonsmooth data results are related to the following smoothing
property of Ej,(t) which is analogous to that of E(t) shown in Lemma 3.2.

Lemma 3.9 Assume that (i) holds. Then for each | > 0 there is a constant
Cy, with Cy = 1, such that, for the solution up(t) = Ep(t)vy of (3.4) with
f=0,

||DiEh(t)vhH < Clt_l||Uh||7 fO?" t > 0.
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Proof. Letting X and ¢, j =1,..., Ny, be the eigenvalues and orthonormal
eigenfunctions of the positive definite operator —A; we may write

Np,
h
Eh(t)’l)h = Z e_)‘jt(v}“ @?)@?7

j=1
from which we conclude
Np, Np,
h
IDLEW(un ]2 = 3 (V22 (v, )2 < O S (o, )
Jj=1 j=1
= Cit=2|up||?, where C; = sup(s?'e™2%). O

s>0

We note that as a consequence of this Lemma 3.9, the time derivatives
of the error caused by choosing other initial data than P,v in Theorems 3.4
and 3.6 may be bounded by

| DLE () (v — Pyo)|| < Ct~Hjop — Pyo.

We shall complete this discussion by using our error estimates for the
homogeneous problem to show that in order to obtain optimal order error
estimates for the inhomogeneous equation, with time bounded away from
zero, stringent regularity assumptions only have to be imposed near the time
at which the error estimate is sought. We consider thus

up — Au=f in £2, t>0,
u=0 ondf2, t>0, u=wv in{2, fort=0,

and the semidiscrete analogue of this problem
(3.24) Thune +up =Tpf, fort >0, with uy(0) = vp.
We shall prove the following:

Theorem 3.6 Assume that (i) and (ii) hold, and that vy, = Ppv. Then for
any l > 0,t > 6 > 0, we have for the error in the semidiscrete parabolic
problem (3.24), fort >4,

1D un(t) = u®)l < (ol + [ s+ 35 [ IDfuts)l, ds).

j<iH17t=

Proof. We shall consider a fixed t = to > 0. Let ¢ € C* be such that ¢(t) =1
for t > —3§/4, p(t) = 0 for t < —4§. Set ¢1(t) = p(t — to). We now write
u = uy + uz + uz, where u; = u @1 and us is the solution of the homogeneous
equation,
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(3.25) ugy — Aug =0, fort >0, with uz(0)=0.
Since
(3.26) e — Aug = f1:= fo1 +uypl, fort >0, withui(0)=0,

it follows that us satisfies
(3.27) ugy — Aug = f3:= f(1 — 1) —up), fort>0, with uz(0)=0.

We notice that f; and f3 vanish for ¢ < tg— 6 and t > ¢ — 36/4, respectively.
Let u;pn, 5 = 1,2,3, be the semidiscrete approximations of problems
(3.26), (3.25), and (3.27) with u1,4,(0) = uzx(0) = 0, u24(0) = Pyv, and
set e; = u;, — u;. Since, by linearity, e = up, —u = Z?Zl ej, it suffices to
estimate e;(to), j = 1,2, 3, by the right-hand side of the estimate claimed.
Consider first the error in uy. It follows by Theorem 2.3 that since Dlu;
satisfies the equation resulting from (3.26) by differentiation and Dlus j its
discrete counterpart, with both these functions vanishing for small ¢,

to to .
1Dges (to)l| < Chr/ 1D | ds < CB" Y 1D ull, ds.
0 j<i17to=0

For us, the solution of the homogeneous equation, we have by Theorem
3.4 above l
r,—T/2— T
ID}ex(to)ll < Ch"t5 "> o] < C(O)R"v]).

For the purpose of dealing with wug, finally, we utilize again the error
operator Fy(t) = Ep(t)P, — E(t), and recall that by above

|DLFy (t)v]| < Ch™|v||, for t > 5/4.
We observe now that by superposition we may write, for t > to — §/2,
¢ to—35/4
alt) = [ Fult=s)fa(syds = [ Bt =) fals) s
0 0
and hence
t0735/4
Diealto) = [ DiFu(to ~ 9)fa(s)ds:
0
Therefore, since ty — s is bounded below,

t0736/4
HM%%MSCH/ 1fs(s)]l ds
0

to to
SCMA<ww+wmwscmmw+A 1] ds).

Here the last step follows by the fact that
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d 2 2
g™ + 20 Vull® = 2(f, w) < 2| f][ flull,

and hence in the standard way

t
()] < floll + / Ifllds. fort> 0.
0

This completes the proof. a

We shall close this chapter by using Lemma 3.9 to show an almost optimal
order error estimate for the inhomogeneous problem (3.4), in which the error
bound does not contain any time derivative of the exact solution. In this we
need to assume the inverse estimate

(3.28) [Anx|l < ChP|Ix|l, for x € S, with 8> 0.

For the standard Galerkin method, with the inverse assumption (1.12), valid
for quasiuniform triangulations, the estimate (3.28) holds with 3 = 2, since,
for x € Sy,

1ARXI? = =(V(Arx), V) < IV A)I VX)) < Ch72(| Apxll 1],
and similarly one obtains for Nitsche’s method, using Lemma 2.1,
[ARXIZ = =N,y(Anx; x) < ClllAnx Il < Ch72(| AnxlIxI-

The estimate (3.28) holds for more general families of triangulations than
quasiuniform ones.

Theorem 3.7 Assume that (i), (i), and (3.28) hold, and let up and u be
the solutions of (2.20) and (2.14), with v, = Ryv := —TyAv. Then

t

Jin(t) = w()]] < Ch” max (1, log 5

) sup ||u(s)||», fort>0.
0<s<t

Proof. As on previous occasions we write
up —u = (up — Rpu) + (Rpu — u) = 0 + p.

From (2.23) we have
@I < CrT[[u®)]]r

and it remains to bound 6 = uj, — Rpu. We obtain by (3.24), since R,T = T},
Tho: + 0 = Thf — (ThRpus + Rpu) = —=Thps = —Th Pupt,
where in the last step we have used (2.24). We therefore have

0y — A0 = —Pypy, fort >0, with6(0)=0,
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and hence by Duhamel’s principle, as in (1.37) for the standard Galerkin
method,

o(t) = — /0 "Bt — $)Pupals) ds.

By integration by parts we obtain

018) = Bult)Prp(0) = Pan(t) = [ B (t = 5)Puns) s,

which shows
t

(3.29) lo) < (IBn (@) +1+ / |E4 ()]l ds) sup lo(s)]
0 0<s<t

In order to estimate the integral, we may bound the integrand for small s
by Ch~=". In fact, applying the inverse assumption (3.28) and Lemma 3.9 we
have

1B, E)onll = | AnBr(t)onll < OB 7| Ep(t)vnll < Ch™7 lu.
Thus,
¢
/ | E; (s)||ds < C. fort < hP.
0

Since by Lemma 3.9 also || B, (t)vs|| < Ct=!|vp||, we have

¢ b ds t
/ | B (s)|lds < C‘/ —‘ =Clog —, fort>h".
hB 8 S hﬂ
Since Ep(t) is bounded, we conclude from (3.29) and (2.23) that
t
1) < Ch" max (1,1og -5) sup_[|u(s)ll,
0<s<t

which completes the proof. a

The smooth data result of Theorem 3.1 is from Bramble, Schatz, Thomée,
and Wahlbin [37]. Results for nonsmooth data for the homogeneous equation
were first discussed by spectral representation in Blair [28], Thomée [225],
Helfrich [117], Fujita and Mizutani [103], and Bramble, Schatz, Thomée, and
Wahlbin [37], and later by the energy method in Luskin and Rannacher [166],
Sammon [205], and Thomée [228]. The use of the backward parabolic problem
in the nonsmooth data estimates was proposed in Luskin and Rannacher
[167]. Theorem 3.6 is a special case of a result in [228].
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In this chapter we shall briefly discuss the generalization of our previous error
analysis to initial-boundary value problems for more general parabolic equa-
tions, in which we allow the elliptic operator to have coefficients depending
on both x and ¢, to contain lower order terms, and to be nonselfadjoint and
nonpositive. In order not to have to account for possible exponential growth
of stability constants and error bounds we restrict our considerations to a
finite interval in time.

We consider thus the initial boundary value problem

(4.1) ug+ A)u=f in 2, for t € J,
u=0 ondR, forted, wu0)=wv inf2

)

where (2 is a domain in R¢ with smooth boundary 92, J = (0,f], and A(t)
denotes the elliptic operator

d

0

—a + a + apu,
;a J" Zﬂa 0

where a;i, a;, and ag are C* functions on {2 x J, a;; = ay;, and

d
Z ajr(z, )€ > colé]?, with ¢g >0, for (z,t) € 2 x J.
7,k=1

Associating with A(t) the bilinear form

d v Ow d v
A(t;v,w :/ ajg=—— + a; —w + agvw) dx,
( ) Q(j;l jk@xk axj ; Jaxj 0 )

we may write the parabolic problem in variational form as

(ue, ) + A(t;u, 0) = (f,9), Vo € Hy = HY(R2), te ],

(4.2) u(0) = v.



56 4. More General Parabolic Equations

This time the bilinear form is not necessarily positive definite, but one easily
shows Garding’s inequality

(4.3) A(t;v,0) > cllv]]f — kllv]|?, Vv € HY, withe>0, k €R.
In fact, we have for v € H

A(t;0,0) + wjo|®

v Ov
_/Q(Mz_lajkaxkaxj Zajva + (ao + K)v?) dz
d
o o RN
_/!2(;1 3 kaxj—k(li—kao 2; x])v)dx

d
Oa.
> cljv]|}, withc¢>0, ifs>sup (%E &—ao);
2xJ j

we shall consider  to be fixed in this manner in the sequel.

One may show, cf. [96], that problem (4.1) admits a unique solution which
belongs to any space H® = H*({2), together with its time derivatives, for
t € J, and that the regularity estimate (1.20) holds, provided f and v are
regular enough and satisfy the appropriate compatibility conditions on 942 for
t = 0. Here we restrict ourselves to showing the following stability estimate
in Ly = Lo(§2), namely

(44) ) < C (Il + [ I1ds). forte

For this we choose ¢ = u in (4.2) to obtain, in view of (4.3),

d
3 llell® + ellull < IFI el + sflull®,

As in the proof of (1.29) this shows

(4.5)

t t
|mmn§mw5Awmm+mAnmm&

from which (4.4) follows by Gronwall’s lemma. Note that in contrast to the
case treated in Chapters 1-3 where the operator A(t) = A was assumed
independent of ¢ and selfadjoint, the method of eigenfunction expansion is
not suitable here.

We now associate with the parabolic problem (4.1) the time-dependent
Dirichlet problem

Ag()u:=At)u+rku=f in 2, withu=0o0n 9, forteJ,
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or, in weak form,
A (tu, @) = A(tu, @) + k(u,0) = (f,0), Vo€ Hy, ted

We denote by T'(t) : Ly — H?N Hg the solution operator of this problem, so
that

(4.6) AT F, ) = (f,0), Vo€ Hy, fortel,

and recall the elliptic regularity estimate, cf. [96],

(4.7) IT@) flls < C||flls—2, fors>2, teJ.
Introducing @ = e~ " as a new dependent variable in (4.1), we have
(4.8) iy + Ag(t)a = f, where f =e " f,

or

(i, ) + Ax(t; i, 0) = (f,0), Vo€ Hy, fortel
or also 3
Tt)u, +a=T()f, forted, witha(0)=w.

For the purpose of defining approximate solutions of (4.1), let {Sp,} be a
family of finite dimensional subspaces of Ly and T} (t) : Ly — Sj, approxima-
tions of T'(t) with certain properties to be stated below. Consider then as an
approximate solution of (4.1) a function up : J — S}, such that

(49) uh(t) = em’Lvl,h(t), where Thﬁh,t + up = Th]E, fort € J, ’dh(O) = Up.

We note that boundedness for positive time of @ and 1y, in (4.8) and (4.9)
correspond to exponential growth of u and u; when x > 0.

For brevity we shall often omit the variable ¢ in the notation below and
simply write A for A(t), A(v,w) for A(t;v,w), Ty, for Th(t), etc.

We now describe the conditions which will be placed upon the operators
T, for the function u; defined by (4.9) to be a good approximation of the
exact solution of (4.1). The first two conditions correspond to those for the
model problem treated earlier with the second one modified to allow for the
variation in time of the coefficients. The third condition will bound the degree
of nonselfadjointness of T, and is automatically satisfied in the selfadjoint
case. We assume thus that for ¢ € J, with C' independent of ¢, and with ’
denoting differentiation with respect to t,

(1) (f;Tnf) =20 for f € L2, and (x,Thx) > 0 for 0 # x € Sh;
(ii) for some integer r > 2 and for 2 < s <,

(T = DI+ (T = Tl < OB flls—2, for f € H?
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(111) |(Thf7g) - (f7 Thg)| < C(f7 Thf)1/2||Thg||7 fOT’ fag € Ls.

As a first example, consider the case that S;, C H} and T}, is associated
with the standard Galerkin method, so that

(4.10) At Th() fox) = (f,x), VX € Sk, tE€J.

Then the semidiscrete equation in (4.9) is equivalent to
(.t X) + Aw(itn, X) = (F,X), VX € Sn, L€,

which in turn, with uy, () = ey, (t), reduces to the standard weak formula-
tion
(un,i; x) + A(un, x) = (f;x), VX € Sn, t € J.

We shall prove that our conditions are valid for this choice of the T},.

Lemma 4.1 Let T, be defined by (4.10), with Sy satisfying (1.10). Then
(7), (i), and (iii) hold.

Proof. We have at once by (4.10) and (4.3)
(£, Tnf) = Au(Tf, Tnf) = e| T f 1} 2 0,

which shows the first part of (i) and also that equality holds only if T}, f = 0.
Assume now that Ty, f = 0 and that f = x € S},. Using (4.10) once more we
have ||x||? = Ax(Thx, x) = 0, so that x = 0, showing the second part of (i).

We now turn to condition (ii). It is well known, and proved in essentially
the same way as for the selfadjoint case, that

(4.11) [(Th = T)fIl + Rl(Th = T) fllx < CR°[|flls—2, for 2<s <,

and it thus remains to prove the corresponding result for the time derivative.
For this purpose, set w = T'f, wy, = T}, f and e = w, —w, so that (T}, —=T1") f =
et. Differentiating the equation A,(e,x) = 0 we obtain, with A’(,-) the
bilinear form obtained from A(-,-) by differentiating the coefficients with
respect to t, noting that Al (-,-) = A'(-, "),

(4.12) Agles,x)+A(e,x) =0, Vx €Sy, teld
Hence, for any x € Sy,

cllec]|? < Awler,er) = Axles, er +x) + Ae, e +x) — A'(e, er).
From this we conclude

leellF < Cllesll + llell) inf [lwe = x|l + Cllell1flecls,
XESh

and hence easily, using (4.11),
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leell < Cllefls + inf fwr —xl) < CRo ([ flls—2 + llwells), 2<s<r

Here ||w|s < Cllw||s, which follows since w; € H{ is the solution of the
Dirichlet problem

An(wta<p) = _A/(w7()0)7 VSO € H&a

and |lw||s < C||f]ls—2 by (4.7) so that |les||1 < h*7||f]|s_2 for 2 < s < 7.
In order to show the Ly-norm bound stated for e, let A% be the adjoint
of A,, and 1 the solution of

AW =¢ in 2, withy =0 on 0.
We then have, again by application of (4.12),
(et7 30) = Am(eta ¢) = Aﬁ(etaw - X) + A/(ea ¢ - X) - A/(eaw)a VX S Sha

whence, using Green’s formula in the last term,

(et, )| < C([leellr + [lell1) inf [lv = xlli + Cllel [[¥]]2
XESh

< C(h(llecllr + llell) + llell) 1 ]12-

By the elliptic regularity estimate ||¢]|2 < C||¢]| this, together with the error
bounds already derived, shows

lecll < C(hllleclls + llell) + llell) < CA*[[flls—2,  for 2<s <,

which completes the proof of (ii).
By our definitions we have with vy, = T}, f, wp = Thg,

(Tnf,9) — (f,Thg) = Ax(Thg, Tnf) — Au(Thf, Trhg)

d
awh avh
= E . _ d
/“Qj_l aj(a.%‘j Uh 81‘j wh) *

s

J

(4.13)

ovy, Oa;
(2a; —wp, + —Lvpwy) dx,
1 J &nj Qa:j

and hence

[(Thf,9) = (£, Thg)l < Cllonllallwnl = ClITwfll [ Trgll
< C(f, T )Ty,

which shows (iii). The proof of the lemma is now complete. O
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Another example of a family of operators T}, (t) satisfying our above con-
ditions (i), (ii), (iii) is provided by the generalization to the present context
of Nitsche’s method described in Chapter 2 where the bilinear form used is
now defined by

Nn,'y (t§ ®, 7!])

Oy o 2 -1
j=1

with 0/0v = Xjpnja;,0/0x), the conormal derivative.

We return to the initial-boundary value problem (4.1), and begin our
error analysis in Ly with the following simple result for the inhomogeneous
equation which generalizes Theorem 2.3. We note that condition (iii) does
not enter in this result.

Theorem 4.1 Assume that (i) and (ii) hold. Then we have for the error in
the semidiscrete parabolic problem (4.9)

t
Jun(t) = u(®)] < Cllon = vl + Ch (ol + [ Nl ds), for €.
0

Proof. With the above notation, set ¢ = 4, — % = e **(up — u). We have
then the error equation

Ther +e=p:= (T, —T)Axt.

Recalling Lemma 2.4, we hence have

Je(ol < @)+ (I + [Nl ds).

Here, by (ii),
(0[] < CR"|Agvlly—2 < CRT[Jv]ly,
and
loell < (T3, = T Al + 1[(Th — T)(A"G + Apie)|
< R (lallr + llaelly) < CR™(lullr + lluellr),

where A’ = A’(t) denotes the operator obtained from A(t) by differentiation
of its coefficients with respect to t. Hence, since .J is bounded,

t t
[ edias < cn (ol + [l as).

which completes the proof. a
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We now turn to the homogeneous equation
(4.14) w4+ AB)u=0 in 2, forteJ,

again with the initial-boundary conditions of (4.1), and its semidiscrete coun-
terpart, to find uy(t) : J — Sy such that y(t) = e "tuy(t) satisfies

(4.15) Thiipe + Up =0, for te€J, with p(0) = vp,.

As an example of a nonsmooth data error estimate of continuous piecewise
linear functions.

Theorem 4.2 Assume that (i), (i) withr = 2, and (iii) hold, and that vy, =
Prv. Then we have for the error in the semidiscrete homogeneous parabolic
problem (4.15)

lun(t) —u(®)| < CR*Holl,  forte J.

Before we give the proof we shall derive some auxiliary technical results,
and begin the proof by showing some bounds for 77 .

Lemma 4.2 Assume that (ii) holds with r = 2. Then, for f € Lo,

(Thf, )l < CUTWE ) + R2IFIP),

and

TR fII < CUTw I+ P2(1)-
Proof. We shall show the continuous counterparts of these estimates, namely
(T'f,HI <C(Tf.f) and |T'f| < C|Tf].

The desired results then easily follow by (ii), as for instance, for the first
inequality,

(Tt DI =T f ) + (T = TV, DL < CUTE )+ R2)
< CU(Tuf. f) + P21 f11?).

For the continuous inequalities, recall definition (4.6) and note that we
may identify the adjoint of T in Ly with the operator T* : Ly — H? N H}
defined by A.(p,T*g) = (p,9), for ¢ € HE, that is, as the solution of the
Dirichlet problem corresponding to the elliptic operator A%. For

(Tfag):AK(Tf7T*g):(f7T*g)7 Vf596L2-
Differentiating (4.6) we have A.(T"f, ) + A'(Tf,¢) = 0, and we find

(T f, ) = |A(T' £, T /)| = |A(TF, T )| < CIITfILIIT* f]lx
< C(f,THYHTf, ))Y? = C(f, T,

which is the first of the desired inequalities.
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Further, with ¢ € Lo, (T'f,¢) = A (T f, T*p) = —A(Tf,T*p), and
using Green’s formula to transfer all derivatives onto the second factor,

(T'f, @)l < CITFIHT¢ll2 < CITF N1,
which shows the second estimate claimed. O
We next show the following analogue of Lemma 3.5.
Lemma 4.3 Assume that (¢), (it) with r = 2, and (iii) hold and that
(4.16) Ther+e=p, for ted, withTre(0)=0.
Then for each € > 0 there is a Ce such that

()]l < esup(sllon(s)1) + Cesup p(s) . for t €.

Proof. As in the proof of Lemma 3.5 we shall show

52
eI < 5 [ Pl as-+ (1o + 5 [ 1ol as)

which immediately implies the desired conclusion. For this purpose we mul-
tiply (4.16) by 2te; and obtain after some manipulation,

2t(Ther, er) + ( lell*) = d( t(p,€)) — 2(p, €) — 2t(pe, €) + [lel,

and hence, after integration and obvious estimates, and using (i),

t t
tle(®)]? §€2/0 sz\lptl\QdS+Ce(t||p(t)|\2+/0 (lpll* =+ llel®) ds).

In order to complete the proof we now show

t t
(4.17) / le|2 ds < c/ Ip|12 ds.
0 0

For this we multiply (4.16) by 2e to obtain

d
%(The, e) + 2||e||2 =2(p,e) + (Tre,e) + ((The, et) — (Thes, e)).

Here, using (iii) and (4.16), we have
|(The, ee) — (Ther, €)] < C(The, €)'/ Thee]| < C(The, )2 (llp]l + llell)
< C(The,e) + Cllpll* + gllell*,

and by Lemma 4.2, for small &, |(T}e,e)| < C(The,e) + 1|le]|*. Hence,
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d
—(Tne,e) + [lell* < Cllpl* + (The, €)).

By Gronwall’s lemma and our assumptions that Tj,e(0) = 0, the time interval
J is bounded, and (Tre,e) > 0 by (i), this yields (4.17) and thus completes
the proof of the lemma. O

We shall also need the following regularity result.

Lemma 4.4 For each j > 0 we have for the solution of (4.14) with u(0) = v
(4.18) IDIu(t)] < Ct ], forte

Proof. We shall only give the proof for j = 1; for j = 0 it follows from the
stability property (4.4) and for other values of j, see [217]. As for (4.4) we
shall use an energy argument. We may assume x = 0; otherwise we transform
the equation as earlier by u(t) = e "‘u(t).

Differentiating and choosing ¢ = 2t?u; in (4.2) (with f = 0) we obtain

d
%(tQHUtHQ) + 267 (Alug, up) + A (u, uy)) = 2t||ug|)?,

and hence by integration and obvious estimates, using (4.3) with x = 0,

t t t
Pl + [ Plultds<C [ s+ [ slulPds
0 0 0

Integrating (4.5) (with f = 0) we find that the first term on the right is
bounded by C|[v|?. To bound the second term we note, cf. (4.13), that

[A(v, w) = A(w, v)| < Cljolaflwl,

and hence
d
%A(u,u) = A(u, ug) + Alug, u) + A (u,u) < 24w, up) + [Jug]]® + C||ul|?.
With ¢ = 2u, in (4.2) (with f = 0) we therefore get
2, d 2
el + = Alu, u) < Cllully,
and hence, after multiplication by ¢ and integration
¢ ¢
[ sl as+ uol < € [l ds < ol

Together these estimates show t2||u;(t)[|?> < C||v||? which is (4.18) for j = 1.
O
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Proof of Theorem 4.2. By our definitions the error e = 4, — it = e~ (uy —u)
satisfies the equation

(4.19) Thet+e=p=—(Th —T)a, for teJ

Note also that with v, = Ppv we have Tpe(0) = 0. For since e(0) = P,v — v
is orthogonal to S, we have by (iii), for any x € Sp,

(The(0), x)| = [(Tne(0), x) — (e(0), Tux)| < C(Tne(0),e(0)/*|Tux|l = 0.
We shall prove now, using Lemma 4.3, that with p(t) = fot pds

(4200 le(®)] < Ot sgr;(SQHptll +sllpll + 1161l + B2 [lell),  for t € J.
Let us first complete the proof under the assumption that this inequality
has already been proved. We have by (ii) and Lemma 4.4
sllp(s)ll = s|(Th — T)ae(s)| < Ch?s|la(s)|| < Ch|lv]],
and
s*lpu(s)ll < (T, = T')iae]| + 8°|[(Th — T
< CR?s?([|a(s)| + llaue(s)]) < Ch?|Jo]|.
Since

7)== [ (0= Tyieds = <[5~ Tyats), + [ (- Tyas

we also have
[8(s)|| < Ch?sup |la(y)|| < Ch?||v]],

y<

and the stability of the solution operators gives at once
lle(s)Il < llan () + lla(s)|| < 2[lv].

Inserted into (4.20) these estimates show |le(t)|| < Ch?t~!||v||, which is the
desired result.
In order to show (4.20), we set w = te. We shall demonstrate

(4.21) lw(®)] < nglg(SQIIptll + slloll + [[Thel),

and thereafter

(4.22) IThe(®)l < Csup(slipll + ol + h2|lell)-

Together these estimates imply (4.20).
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We begin with (4.21), and note that w satisfies
Thwy +w =w =tp+ The.
We observe, using (4.19), Lemma 4.2, and the boundedness of T},
lwell = [ltpe + p + Thee + Trel < Ctlpell + lloll + llell)-
Hence by Lemma 4.3 we have with e suitable, since w(0) = 0, that for ¢t € J,
[w(®)]| < esup(s]lwi(s)]]) + C sup [lw(s)|
s<t s<t
< 3 sup |lw(s)| + Csup(s®||pell + slpll + | Thel)),
s<t s<t
which yields (4.21).
For (4.22) we integrate the error equation (4.16) and obtain for €(t) =
fot eds, taking note of Tre(0) = 0,
t
(4.23) The +e= Th€t+€:ﬁ+/ Tieds.
0
Since €(0) = 0, we may again apply Lemma 4.3 and obtain

[e@)|| < esup(s|lpe]l + sl|Trell) + Ce sup([] + H/ Tredyl),
s<t s<t 0

and hence, using also Lemma 4.2 to estimate Tje,

1)l <esup(sllpll + Csl[Thell + Csh?|le]|) + Ce sup [|p]
s <
+C. [ (il + w2l ds.
0
It follows from (4.23) that
¢
[The®)Il < llell + 11l + ||/0 Theds|
¢
< eCtsup [ The(s)l| + Ce sup(s|lpll + o] + h?|lell) + Ce / [ Thel ds.
s<t s<t 0
Choosing ¢ such that eCt < 1 this gives, for t € J,
¢
IThe®)] < Csup(slpl + 171 + 12l + € [ [Thelds.
s< 0

The desired inequality (4.22) now follows by an application of Gronwall’s
lemma. This completes the proof of the theorem. a
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The material in this chapter is taken from Huang and Thomée [125],
where several examples of approximate solution operators of the elliptic prob-
lem satisfying (i), (ii), and (iii) are given, cf. also Sammon [205], Luskin and
Rannacher [167], and Lasiecka [150]. For a thorough treatment of the semi-
discrete problem in the present generality, see also Fujita and Suzuki [104],
where both the theory of evolution operators due to Sobolevskii [217], Kato
[134], Kato and Tanabe [135], and energy arguments such as those presented
here are used.

The idea of reducing the regularity requirements on the initial data at
the expense of a singularity in the error estimates at ¢ = 0 has been used
also for more complicated problems such as for the Navier-Stokes equations
in Heywood and Rannacher [122], and for Biot’s consolidation problem in
Murad, Thomée, and Loula [173]. In both these cases optimal order error
estimates may be derived for positive time without having to satisfy certain
nonlocal conditions for the initial data, needed for the solution to be smooth
for t > 0.



5. Negative Norm Estimates and
Superconvergence

In this chapter we shall extend our earlier error estimates in Ly and H' to
estimates in norms of negative order. It will turn out that if the accuracy in
Ly of the family of approximating spaces is O(h") with r > 2, then the error
bounds in norms of negative order is of higher order than O(h"). In certain
situations these higher order bounds may be applied to show error estimates
for various quantities of these higher orders, so called superconvergent order
estimates. We shall exemplify this by showing how certain integrals of the
solution of the parabolic problem, and, in one space dimension, the values
of the solution at certain points may be calculated with high accuracy using
the semidiscrete solution.

We shall begin by considering the stationary problem. Let {2 be a domain
in R? with smooth boundary 02 and consider the Dirichlet problem

(5.1) Au=f in {2, withu=0 on 0f2,

with A the elliptic operator defined by

9 A
(52) Au = — Z 7(ajk87:1)k) + apu,

o0x;
dk=1 "7

where the coefficients are smooth functions of « and (a;) is uniformly positive
definite and ay nonnegative in 2. In variational form this problem may be
stated as

Alu, ) = (f,9), Vo€ Hy = Hy(R2),

where now

d
Ou Ov
(5.3) A(u,v) = /Q( Z ajkaizk%j + aguv) da.

jk=1

Here we have chosen the operator A in the above general form rather than the
Laplacian for the purpose of a subsequent application in one space dimension.

Let {S} denote a family of finite dimensional subspaces of H{ satisfying
our standard approximation assumption (1.10) with » > 2. We may then
pose the standard Galerkin finite element problem to find w, € Sj, such that
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(54) A(uhaX) = (fv X)’ Vx € Sh.

(We have assumed S;, C Hg for simplicity only; what follows also carries
over to the general framework with solution operators T and T}, employed in
Chapters 2-4.)

In the same way as for our earlier model problem it follows that the
discrete elliptic problem (5.4) has a unique solution u;, € Sp,, and that, with
u the solutions of (5.1),

(5.5) llun, — u|| + hllup, —ulh < Chu|lq, forl<g<r.

We shall now see that for » > 2, the duality argument used to show the Lo
norm estimate above also yields an error estimate in a negative order norm.
We introduce such negative norms by

(v, )
lells

(5.6) [[v]|—s = sup { ;o€ H®}, for s> 0 integer.

Although this may be used to define a space H™ 5 = H~%({2) D Lo, we shall
only use the negative norm here as a quantitative measure for functions in L.
Note that here we do not require boundary conditions on ¢ in the definition
(5.6) of ||v]|—s, as will be done sometimes in the rest of the book.

Theorem 5.1 Let up and u be the solutions of (5.4) and (5.1). Then
lup, — ul|—s < ChIT*|Jully, for0<s<r—2, 1<qg<r.

Proof. We shall demonstrate that, for e = uy, — u,

(5.7) (e, )| < CRT*|lullqllells, Vo € H?,

which immediately implies the desired estimate. For this purpose, we intro-
duce the solution ¥ = Tp of Ay = ¢ in 2, with v = 0 on 9{2, and recall
that [|¢]]s42 < C|l¢||s, for any s > 0. By the orthogonality of the error to Sj,
with respect to A(-,-) we obtain

(ea@) = (evAw) = A(eﬂl)) = A@ﬂ/’ - X)v VX S Sh,
and hence, for 0 < s <r — 2,

(e, @)l < Cllelly inf v —xllx < ChtHlell ¢ lls2 < CRlella [l lls-

Here, by (5.5), |le|l1 < Ch971|u||, which shows (5.7). O

Note, in particular, the case s = r — 2, ¢ = r, in which the result of
Theorem 5.1 reads

[, = ull— -2y < CA* 2 |Jul].
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Since 2r—2 > r for r > 2 the order of accuracy in this estimate is then higher
than in the standard O(h") error estimate in the Lp-norm.
We remark that the error estimate of Theorem 5.1 may also be expressed
as
I(Ry, — Dul—s < ChI*||ull,, for0<s<r—-21<qg<r,

where Ry, : H} — S), is the Ritz projection defined by
A(Rhu7X) = A(”)X)a VX € Sh-

Further, with T the solution operator of (5.1) and defining the approximate
solution operator T}, : Lo — Sy, of the elliptic problem by

A(Thf>X):(f7X)> VXGS}L,

the properties (i) and (ii) used in Chapters 2 and 3 are valid also in the
present case, with (ii) now extended to negative orders as

Th —T)f||-s < Chq+2+5||f|\q, for0<s,g<r-—2.

The operators T}, and T will be used extensively in our analysis below.
We note in passing that for the Ly-projection of v € H4 N H} onto S), we
have

[(Pr — I)v||-s = sup ((Ph = v, (I = Pr)p)

< Ch* ol 0<s,q<r,
; Tells

so that, in particular ||(P, — I)v||—, < CR*|jv|, if v € H" N H}.

As a very simple application of a negative norm error estimate, assume
we are interested in evaluating the integral

(5.8) F(u) = / wipdr, where ¢ € H™™2,
2
and where u is the solution of (5.1). Then, for the obvious approximation

(5.9) F(uw) = [ wds
o)
where uy, is the solution of (5.4) we find
[F(un) = F(u)] = [(un — u, ¥)| < llun = ull—g—2)[[¢]lr—2
< CR |l 19 ]lr—2,

which is an error estimate of superconvergent order O(h*"~2).

We shall consider one more example of these ideas, which concerns super-
convergent nodal approximation in the two-point boundary value problem
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d du .
(5.10) Au = —@(an%) +apu=f in(0,1), u(0)=wu(l)=0.
We shall now work with the finite-dimensional space defined by the partition

O=xp< 21 << xpy =1, with Tiv1 — T < h, and, with I; = (.%‘i7.%‘i+1),
(5.11)  Sp={x€C([0,1]); x|, € II,—1, 0 <i <M, x(0) = x(1) =0},

where IT,._; denotes the set of polynomials of degree at most r — 1. Clearly
this family satisfies our approximation assumption (1.10).

Let g = g% denote the Green’s function of the two-point boundary value
problem (5.10) with singularity at the partition point Z, which we now con-
sider fixed, so that

(5.12) w(z) = A(w,g), Ywe H} = Hi((0,1)).

Applied to the error e = u;, — w in the discrete solution uy, and using the
orthogonality of e to S;, we find

e(z) = Ale,9) = A(e;9 — X), VX € Sh,
so that

)| < C inf — < Cht . inf — .
le(@)] < Cllellx inf g = xll < el inf flg = xllx

Note now that although ¢® is not a smooth function at z, it may still be
approximated well by a function in S}, since it is smooth except at Z, and the
discontinuity of the derivative at Z can be accommodated in Sj,. In particular,
we have

inf |lg — x|l < CR" " (gl (0,20 + 9l mr((2,1))) < Ch"
XESh

Thus |e(Z)| < Ch*~2||ul|,, that is, superconvergence occurs at the nodes of
the partition.

This latter example is the reason why the more general form of A has
been used in this chapter; for A = —d?/dz?, the Green’s function g% is linear
outside Z and so g* € Sj,. We may then conclude that e(z) = 0, which is a
degenerate case.

For our analysis of the parabolic problem it will be convenient to use
instead of the negative norm introduced above, such a norm defined by

| _s = || T%/%0|| = (T*v,v)*2, for s >0,

where, as before, T = A~! denotes the exact solution operator of the elliptic
problem. Again, this may be used to define a space H™* = H‘S(Q), but we
think of it as a norm on L. With H® = {¢) € H®; AJtp =0, on 912, for j <
s/2} we have the following:
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Lemma 5.1 For s a nonnegative integer, the norm |v|_s is equivalent to

sup{ (v, ¥)/[[¥]ls; ¥ € H°}.

Proof. In fact, with {A;}32; and {¢;}32; the eigenvalues and orthonormal
eigenfunctions of A (with Dirichlet boundary conditions), an equivalent norm
on H? to our standard Sobolev norm ||9)||5 for integer s > 0 is (cf. Lemma 3.1)

(5.13) ] = (A%, )V/? = ZAS )2,

and we have at once, since the eigenvalues of the compact operator T are

{)\j_l}j‘?‘;l, corresponding to the eigenvectors {;}52,

(5.14) lv]_s = (T*v,v)"/? = Z)\ (v, ¢)? 1/2

Since (v,)) = Z;‘;l(v,%)(w,@j), (5.13) and (5.14) easily show

sup { (v,9)/9]s; ¥ € H*} = [v] .

By the equivalence of |i|s and ||¢)||s this shows our claim. |
Since, for integer s > 0,

(v,9) < vll=s I9lls < Cllvll=slls, Y € Hsv

it follows from Lemma 5.1 that |v|_s < Cllv||—s, and Theorem 5.1 therefore
immediately implies the following:

Lemma 5.2 We have, for 0 < s, ¢ <r — 2, with s integer,
(R, — Dv|_s < Ch*F 92| 40, forve HT™? N Hg.

Note, in particular, [(Ry — I)v|_(,—2) < Ch*"~?||v||,, and that in terms
of T}, and T" we have

(i) [(Th = T)fl-s < Ch*TT2||fllg, for0<s, ¢q<r—2, feH.

For the analysis of the parabolic problem we introduce also a discrete
negative seminorm on Lo by

s/2 s
00 = T30 = (T, 0) %

it corresponds to the discrete semi-inner product (v, w)_s = (T}fv, w). Since
Ty, is positive definite on Sy, |v|_s », and (v, w)_s j, define a norm and an inner
product there. The following lemma shows that this discrete negative semi-
norm is equivalent to the corresponding continuous negative norm, modulo
a small error.
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Lemma 5.3 We have, for s a nonnegative integer with 0 < s < r,
0o < C(Iwls + B70l))  and fol-s < C(jol-sn + A [0]).

Proof. We show the first inequality by induction over s. The result is trivial
for s = 0 and also clear for s = 1, since

0121 = (Tho,v) = (Tv,v) + ((Tn = T)v,v) < |v[2y + CR?|Jv]]?,
by (ii). Now let 1 < s <r — 1 and assume that it is proved up to s. We have
v (s+1),0 = Thv|—(s—1),n < [T0]—(s—1),n + |(Th = T)v|—(5-1),h-
By the induction assumption
Tv|—(s-1),n < C(TV| - (s—1y + h*TH|T0]) = C(Jv] - (s41) + h* o] -2).

Using, for instance, our above spectral representations of the norms, we have
easily |v|_o < C(h?|v]| + A=~ D|v|_(411)), so that we may conclude

|Tv|—(s—1),n < C(Jv]—(s41) + R |v])).

Further, by the induction assumption and (ii’) with ¢ = 0 (recall that s —1 <
r—2),

(T = TYol (-1 < C((Tn = Thol o1y + b (T = Tholl) < Ch+ o]

which completes the proof. By interchanging the roles of T' and T},, the second
inequality follows analogously. O

With A and A(-,-) as in (5.2) and (5.3), we now direct our attention to
the parabolic initial-boundary value problem

(5.15) uy+Au=f in 2, fort>0,
u=0 ondf2, fort>0, wu(,0)=v in 2,
and pose the corresponding semidiscrete problem
(5.16) (unt; X) + Alun, x) = (f, x); VX € Sp, t >0, up(0) =vp € Sp.
We shall show the following.

Theorem 5.2 Let 0 < s <r — 2 and assume vy, € S, and v are such that
(5.17) lop, —v|_g + RS |lop, — o] < CRET 0]

Then we have for the solutions of (5.16) and (5.15)

fun () — ()]s < CHF (o]l + / lue@)]l» dy)-
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Proof. We recall from our earlier analysis that e = u, — u satisfies
Ther +e=p, where p=(Rp —I)u,

and also (cf. Lemma 2.4) that if T}, is nonnegative with respect to the semi-
inner product (-, -) then, for the corresponding seminorm || - ||,

lle@1l < lle()]l + C(llp(O)l +/0 pell dy).-

We now note that, since T}fH is positive semidefinite in Lo, we have
(Thv,v)—sn = (T v,v) > 0 so that we may conclude that

618 fe®lan < O g+ C10O -+ [ Il ).

By our assumptions and Lemma 5.3, |e(0)|—sn < Ch*T"||v||,. Further, by
Lemmas 5.3 and 5.2, |p|_s5 < Ch*t"||Jul|, so that, in particular, [p(0)|—s s <
Ch**"||lv||, and similarly |ps|—s < Ch*"|lul|,. Inserted into (5.18) these
estimates show

t
eOl-sn < 0 (ol + [l ).
and hence
t
(O)l-s < Cle®)lupe+ A1) < O+ (ol + [l ).
which completes the proof. a

As a first simple application, consider the approximation of the integral
in (5.8) by that in (5.9), where u and uy, are solutions of (5.15) and (5.16),
and where we now assume ¢ € H" 2. Then, provided (5.17) holds, we have

|F'(un) = F(u)] = [(un = u, ¥)| < Jun — ul—(r—2)[¢)]r—2

t
gChQ’"’Q(Hvllr+/O el dy),

again exhibiting a superconvergent order error bound.

The assumption above for the choice of initial values is satisfied as usual
by, for instance, v, = Pyv and v, = Rpv, if v € H” N Hy. In our application
below we shall need also a negative norm estimate for a time derivative of the
error at positive time, which we now state, for simplicity only for v, = Pjv.
Here and below we often write D; for 9/0t.



74 5. Negative Norm Estimates and Superconvergence

Theorem 5.3 Let 7 >0,0<s<r—2, and § >0, and let vy, = Pyv. Then
we have, for up and u the solutions of (5.16) and (5.15), with v, = Py,

D] (un(t) = u(®)|-s < Csh™* (3 IDku()]l,

=0

t t
+/ ||Di+1u‘|rdy+/ ||ut||s+2dy>, fort>4d>0.
t—o 0

We shall not demonstrate this theorem in detail but only remark that
the proof uses the ideas of the proof of Theorem 3.6. One thus multiplies
the solution by a cut-off function permitting one to consider separately one
problem with w vanishing in (0,t — §/2) and another with « vanishing in
(t — 0,t). For the first of these problems an estimate for the time derivatives
may be obtained from Theorem 5.2 by differentiation. For the second problem
one uses the fact, easily established by spectral representation, that for a
solution of the homogeneous semidiscrete equation Tpup + + up, = 0 one has

| DJun(t)|—sn < Cslun(t = 6/2)|_(r_yp, fort >4 0<s<r—2.

Using either an inverse estimate or a standard energy argument, it is
also possible to prove a similar estimate for the gradient of the error so that
altogether we have, for any j > 0 and u appropriately smooth,

| DI (un (t) — u(t))|_s < Cs(u)h™™*, fort>3§>0,-1<s<r—2.

We shall show now that if more care is exercised in the choice of discrete
initial data, then the negative norm error estimates for the time derivatives
can be made to hold uniformly down to t = 0. For this purpose note that
ugf) = D{uh satisfies the semidiscrete equation in (5.16), where j > 1 is fixed.
We first show that the initial data v, may be chosen in such a way that

(5.19) u$7(0) = Pul)(0).
In particular, we may then apply Theorem 5.2 to ugj). To accomplish this we
introduce the discrete elliptic operator A;, = Th_1 : Sy — Sh, so that

upt + Apup, = Ppf, fort >0,

and hence by differentiation

(5.20) upy + Apuy) = Pof®, for 1>0, ¢ > 0.
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_1)

By the equations satisfied by ug ,...,up we have for the initial data

ui? (0) =l V(0) = = Al ~2(0) + Pag O (0)
= A2 (0) = ApPuf972(0) + P fUI(0) = -

Jj—1

= (=Ap) vy, + Z(—Ah)j_l_lphf(l)(0)~
1=0

After multiplication by T,Z and use of the differential equation in (5.15) this
is seen to be equivalent to

|
—

vp = (—Th)juﬁf)(o) — (=T3p)7 Y (AR P (D (0) + Au(0)).
1

Il
o

Recalling that Ty, P, = T}, and Rj, = T, A this in turn may be written

j—1
vh = Pyo+ Y (=Tn) Pu(Ry, — Du®(0) + (=T0) (uf)” (0) — Pru(0)).
=0

We therefore find that condition (5.19) is equivalent to the choice

(5.21) v = Py + ]i:(—Th)lPh(Rh — Du(0).
=0

Note that the u()(0) may be calculated from the differential equation in
(5.15).

Since another possible choice of vj, in Theorem 5.2 is Rjv, we may require
instead of (5.19) the relation

(5.22) u(0) = Ryu (0),

which leads to an additional term in the sum in (5.21), or

vn =Py + Y (=Tn)' Pu(Ry — Hu(0)
(5.23) =0

= Ryv + z]:(—Th)l(Rh — DuY(0).
=1

The type of construction of discrete initial data used in (5.21) and (5.23)
is referred to as quasi-projections in the analysis of Douglas, Dupont and
Wheeler [81].

We may now show the following.
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Theorem 5.4 Let 7 > 0,0 < s < r — 2, and assume that vy, is given by
(5.21) or (5.23). Then we have for the solutions of (5.16) and (5.15)

J
D} un(t) = u(®)|— < OB (3 ID5u(0) lmax(r—21-1)+2

=1

t
+/ |Di ulldy), Jor0<i<j t>o0.
0

Proof. For i = j this follows at once by application of Theorem 5.2 to Dg up, =
ug) and D}u = u), and recalling that (5.19) or (5.22) holds. Let now 0 <

1 < j and consider first the choice (5.21). Then we may write up, = ap, + up,
where

Up, + Apup = Py f, fort >0,
i—1
Un(0) = Pov+ > _(=Th) Pu(Ry — T)u"(0),
=0

and
ih,t + Ah:ﬁh =0, fort>0,

5.24 - =
(5.24) i0(0) = (=T Pa(Ri — D (0).

l=i

Then ﬂ;:) (0) = P,u?(0), by the above construction, and hence, by the
result just proved for i = j

. . . t .
(5:25) [ (t) —u(0)]-s < b (IDfuO)]l, + / 1D ull, dy).
Further, by Lemma 5.3 and the stability in |- |_,, and || - ||,
=(4) =(1) s =(®)
[ap, ()]s < Cluy,” )]s, + h*[luy (1)
=(4) s =(%) ;= s oA =
< C(lup (0)]—s,n + P2[[uy, (0)]]) = C(|ALuR(0)| -5, + A7 (| A} un (0)]])-
Now, for i <1 < j — 1 we have
AVTL P (B — Dut(0) = T, PR = Du®(0),

and we conclude (note that |P,v|_s 5 = |v|—s, for s > 0)

) j—1

~(7)

lup, (t)]-s <C E (I(Ry — I)u(l)(0>|f(s+2(17i)),h
=i

+ BBy, — DuD (0)] _2g—i).n)-
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Since by Lemmas 5.2 and 5.3
(R = Dol (orqn < CH S [foll—gy i s+q<7—2,

and
(B = D)v| (510 < CR " ||0]|sp2, i s+q>7 -2,
this yields

i—1
~() E
(526 [ Ol < OO 3 [0 hastr-2-512)

=i

Together, (5.25) and (5.26) show the result for this choice of vy,. For vy, chosen
by (5.23), the summation in (5.24), and hence also in (5.26), will extend to
j, and the proof proceeds as before. O

Also H' estimates which are uniform down to t = 0 may be derived using
an inverse estimate or, for vy, chosen to satisfy (5.23), by the standard energy
argument. For an application below, we consider briefly the latter case. For
j =0, see Theorem 1.3.

Theorem 5.5 Let j > 0 and assume vy, given by (5.23). Then for 0 <i<j
and t > 0, we have, for the solutions of (5.16) and (5.15),

1D (un (t) = u(®))ll < Ch" (\\D§U(t)\lr

J t
i 1/2
+ Z 1 Du(0) |l max(r—2(1—1),1) + (/o | Dy |2, dy) )
I=i+1

Proof. We consider first ¢ = j and write up, —u = (up — Rpu) + (Rpu —u) =
0 + p. We have

(0:.3) + AV, x) = = (o, ), Vx € Sp, for t >0,

with 0)(0) = 0 by (5.22). The standard energy argument with xy = ng)
shows therefore

) t . 1/2 3 t ) 1/2
09w < [ 1o1Pay) " < on=r ([ upta g an) "
Since [|p@)(t)||y < Ch™Y|Diu(t)]|,, we conclude
() . : ¢ i+1 1/2
@) 0l < o (IDfutoll + [ 10E ).

which is the desired result ~for t = j. For 0 < 4 < j we may now write
0= (ﬂh — Rhu) +up =60+ ﬂh, where
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(@t X) + Altin, x) =0, Vx €Sy, fort>0,
J

un(0) = > (=Tn)'(Rn — Hu(0).

l=i+1

Since ﬁgj)(O) = RpuD(0), we obtain as above for @, — u = 0 4 p that
@ ’ 4 " it 1/2
I3 () = a0l < Cr = (IDk(Ol, + [ 105wl '),

and for ﬁh we have
) ) J
~(1) (1) i i
[, ()] < Cllay, (0)[h < ClALER ()]s < C Y T (R — Du (0)]1-
l=i+1

Here
Ty wlly < CA(T) "w, Ty 'w)/? = C(T) " w, T 'w) 2 = Clwli—sq—i)n,
and we conclude

~() !
lan @) <C Z (R = Du(0)[1—2—i).n
1=it1

J
SChril Z Hu(l)(o)||max(r72(l7i),1)a
l=i+1

which completes the proof. a

We shall apply our above estimates to obtain a superconvergence result
in the case of C¥ elements in one space dimension. Note that the initial
conditions (5.21) and (5.23) depend on j, but that all time derivatives of the
error of orders at most j are bounded in Theorems 5.4 and 5.5. This will be
useful in application of the following result.

Consider thus the problem

(5.27) u+Au=f in (0,1), for t > 0,
u=0 atx=0,1, fort>0, wu(,0)=v in (0,1),

where A is defined in (5.10), and the semidiscrete analogue (5.16) in the
piecewise polynomial space Sy, defined in (5.11). We then have the following
result.

Theorem 5.6 Let up and u be the solutions of (5.16) and (5.27), and let
T be one of the nodes of the partition. Then, for any n > 0, we have for
e=up—u
n
(@ )] < (=S IDjelly + A7IDF el + Dy el o).
j=0
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We remark at once that by Theorems 5.4 and 5.5 this shows that under
the appropriate choice of discrete initial data and regularity assumptions we
have |up(Z,t) — u(z,t)| = O(h*"=2), for any t > 0.

Proof of Theorem 5.6. Let again g = g® be the Green’s function of A with
zero boundary conditions and singularity at  so that (5.12) holds. Setting
L(u,v) = (ug,v) + A(u,v), we have now, using the definition of the exact
solution operator T,

e(z,t) = A(e,g) = L(e,g) — (er,9) = L(e, g) — Aler, Tg)
) — L(et, Tg) + (s, Tg)

(—1YL(D}e,T?g) + (-1)"t}(Dy e, T"g).

Recalling our definitions we find
L(e,x) = ((une, x) + Alun, x)) = ((ue, x) + Alu,x)) =0, Vx € Sh,
and, by differentiation, L(D/e, x) = 0 for x € S}, Hence

|L(D}e,T7g)| = inf |L(Die,T7g — y)|
Xesh

XESh
< C(h||DI el + h7 Y| Diellr),

< inf (ID]'e]l |79 — x|l + C|[Dfell 1| T79 - x|

where in the last step we have used the fact that T7g is continuous and
smooth except possibly at . We have finally

(Di e, T"g)| = |(T" Dy e, g)| < CIT" D" e|| = C|D}*e] o,

which completes the proof of the theorem. a

Another type of application of negative norms to obtain superconvergent
order error bounds is associated with situations when the partition is uniform
in some interior subdomain 2y of {2, in a way we shall refrain from describing
in detail here. For the elliptic problem and with D“u a given derivative of
the solution, one may then show an inequality of the form (see Nitsche and
Schatz [185], Bramble, Nitsche, and Schatz [33])

sup |Quup(z) — Du(z)| < O (W ||ullgs(0,) + llun — ull ).

€8
Here @ is a finite difference operator approximating the operator D® to
order O(h"), s is a number greater than r, p is arbitrary, and (2 is contained
in a compact subset of £2; C 2. The conclusion is that D%u is approximated
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by Qnup to order O(h") in 2y provided u is smooth in 2; and an O(h")
bound is available for the error u, — u in some negative order norm. It may
also be shown that if the discrete solution wuy is convolved with a specific
function 1,, a scaled version of the B-spline of order » — 2 in R, then @,
may be defined in such a way that sup g, [0 *Qpup —D*u| = O(h?"~2). This
uses the negative norm estimate of Theorem 5.1 with s = r — 2, ¢ = r; the
local averaging by means of the function 1y, is associated with the use of the
K-operator of Bramble and Schatz [36], see also Thomée [226]. Similar results
have been derived for the parabolic problem; we shall not present these in
detail here but refer to Bramble, Schatz, Thomée, and Wahlbin [37], Thomée
[227], [228], and Nitsche [184].

In the case of nonuniform partitions it is also possible to find supercon-
vergent order approximations to u(xg,t) for ¢ € £2,¢t > 0, by using a local
Green’s function, see Louis [159]. We sketch this application in the elliptic
case: Letting xg € {2y C {2 and denoting by G = G*° the Green’s function of
(5.1) with respect to {29, with singularity at z(, we have, for any smooth w
vanishing on 0(2y,

wlao) = /Q Aw(y) G(y) dy.

Letting ¢ € C5°(£29) and ¢ = 1 in a neighborhood of xy we thus have, with g
a function in € C§°(f2y) which can easily be determined, with g = 0 near z,

u(zo) = (Alpu), G) = (pAu, G) + (u,9) = (¢f, G) + (u, 9).
If we approximate u(xg) by un(zo) = (¢f, G) + (un, g), it is clear that
[@n(20) — u(zo)| = |(un — u, 9)| < Cllup, — ul|—(r—sy) = O(K*"?).

For the parabolic case, see [228].

The theory presented here was developed in Bramble, Schatz, Thomée,
and Wahlbin [37] and Thomée [228]. For related material, see also Douglas,
Dupont, and Wheeler [81]. Additional work on superconvergence for par-
abolic equations, not necessarily related to negative norm estimates, includes
Thomée [224] where the first nodal superconvergence result for Galerkin
methods was derived in the case of the Cauchy problem for the heat equa-
tion and using smooth splines, and several papers concerning superconver-
gent O(h?) approximations of the gradient of the solution in the piecewise
linear case on triangulations that are almost uniform, see Thomée, Xu, and
Zhang [234] and references therein. General references on superconvergence
are Krisek and Neittaanméki [142] and Wahlbin [243].



6. Maximum-Norm Estimates
and Analytic Semigroups

The main purpose in this chapter is to discuss stability and smoothness es-
timates for the semidiscrete solution of the homogeneous heat equation with
respect to the maximum-norm, and some consequences of such estimates for
error bounds for problems with smooth and nonsmooth initial data. The semi-
discrete solution is sought in a piecewise linear finite element space belonging
to a quasiuniform family.

The proofs of the stability estimates are considerably more complicated
than for those in the Lo-norm of our earlier chapters. We shall begin by
demonstrating some preliminary such results from Schatz, Thomée and
Wahlbin [209], using a weighted norm technique. We then reformulate our
problem in abstract form using the concept of an analytic semigroup in a
Banach space, and demonstrate that the stability and a certain smoothing
property for a parabolic problem may also be expressed in terms of a bound
for the resolvent of the associated elliptic operator. In the latter part of the
chapter we then prove such a resolvent estimate for the discrete Laplacian in
the maximum-norm by Bakaev, Thomée and Wahlbin [20], and then apply it
together with the abstract theory to derive stability, smoothness, and error
estimates, which are somewhat sharper than the preliminary ones in that a
logarithmic factor ¢; may be removed. For the error estimates we need to do
some auxiliary work in L, with p large.

We consider thus the initial-boundary value problem
(6.1) u=Au in 2, t>0,
u=20 on 92, t>0, withu(-,0)=v in 2
where now for simplicity {2 is a smooth convex domain in the plane. E(t)
the solution operator of this problem, so that u(t) = E(t)v, we note that by

the maximum-principle for the heat equation we have, for v € Cy(f2), the
continuous functions in {2 which vanish on 942,

(6.2) IE@)v|L., < |lvllp.,, fort>D0.

Our first interest is to show a discrete analogue of this estimate.
As in Chapter 1, let S, C H} = H(£2) denote the piecewise linear
functions on a triangulation 7;, = {7;} of {2 with its boundary vertices on
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012, and which vanish outside the polygonal domain {2, C {2 defined by U;7;.
We assume that the 7, constitute a quasiuniform family. We consider the
corresponding standard Galerkin semidiscrete problem, to find uy, : [0, 00) —
S}, such that

(unt, X) + (Vup, Vx) =0, Vx €Sy, t>0, with up(0) = vp.

Recall from Chapter 1 that, with A; the discrete Laplacian defined by
(1.33), the semidiscrete problem may be written

(6.3) up, = Apup, fort >0, with up(0) = v,.

Introducing the solution operator of this problem, defined by up(t) =
E,(t)vp, we shall now show that the discrete analogue of the maximum-norm
stability estimate (6.2), associated with the maximum-principle for the heat
equations, does not hold. For this purpose, recall that (6.3) may be written
in matrix form as

(6.4) Bd'(t) + Aa(t) =0, fort >0, with «(0) =",

where «(t) is the vector of nodal values of uy(t) and B and A are the mass
and stiffness matrices. We may therefore represent the nodal values of the
solution of (6.4) as a(t) = e~8" Aty where the components of 7 are the nodal
values of vy,. The discrete analogue of (6.2) would therefore be equivalent to

Np,
(6.5) M@)o == m?XZ Imi; (t)] < 1, with M(t) = (my;(t)) = B lAL

Jj=1

To see that this cannot hold in general, we consider the one-dimensional
example with 2 = (0,1), uniformly subdivided into intervals of length
h = 1/N. Then B and A are symmetric tridiagonal Toeplitz matrices such
that A~ has diagonal elements % and bidiagonal elements %, and h.A has di-
agonal elements 2 and bidiagonal elements —1. Setting G = h?2B~1 A = (g;5),
which is independent of h, we have M(th?) =T —tG + O(t?) as t — 0, and

[ M(th?)]| o = max (1 = tgii +t ) |gis]) + O(t*), ast—0.
J#i

Hence to show that (6.5) does not hold, it suffices to show that

(6.6) Z|gij\ > |gii|, forsomei, 1 <i< N —1.
i£j

But the characteristic trigonometric polynomials associated with the Toeplitz
matrices h~'B and h.A are % + %COSQ and 2 — 2cos 0, respectively, and the

ratio of these has the Fourier series
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oo

2 —2cosf .
= bnelnev
% + %cos@ Z

n=—oo

where
bo=6(v3—1), b,=6V3(-1)"(2—-V3)"=b_,, forn>D0.

But the g;; corresponding to points in the interior of {2 behave asymptotically
like b;—; for large N and we have

> [bal = 6(3 — v/3) ~ 7.61 > by = 4.39.
n#0

In fact, already |b1] + |b_1] = 5.57 > by.
For fixed N, (6.6) may easily be checked, e.g., by MATLAB. For N = 6,
i.e., with only 5 interior points we have

> " lgisl = 6.92 > |gas| + gas| = 5.54 > |gss| = 4.38.
i#3
It is worth noting that the lack of a maximum-principle in this case comes

from the presence of the mass matrix, and that |e™*A|lo < 1 for ¢ > 0. This
follows from e~ = lim,,_, (I+ tn_l_A)_" and

1T+ EA) oo < Ve = max |y;, for k> 0.

This in turn follows from the discrete maximum-principle for the backward
Euler five-point finite difference method. We shall return to this discussion
in the context of the lumped mass method in Chapter 15.

Since the discrete analogue of (6.2) does not hold, we will thus have to
be content with a weaker discrete maximum-norm stability estimate. In the
next theorem, we show such a result in which the stability bound contains a
logarithmic factor ¢;, = max(1,log(1/h)). With a more refined argument we
shall later be able to remove this factor.

In the rest of this chapter, we denote the norm in L,(£2) by || - ||z, (20
or simply || - ||z, if £ = £2, and write similarly for the norm in the Sobolev
space W7 = W7 ({2), with s a nonnegative integer,

1/p
= (Z\odgs ”DaUHp) , for 1 < p < o0,

HU”W,;
maX|q|<s | DL, for p = oo.
As before, || - || and || - ||s are the norms in Ly = Lo(£2) and H® = H*(12).

Theorem 6.1 Let S}, be the piecewise linear finite element spaces based on
quasiuniform triangulations described above and let Ey(t) the solution oper-
ator of (6.3). We then have

||Eh(t)vhHLoc < C'EhH’UhHL007 fOT Vh € Sh, t>0.
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Proof. We want to show that
[(En(t)vn)(2)] < Clpllvp|lL.,, fort>0, ze€ Q.
For this purpose we introduce the discrete delta-function 6 € S;, defined by
(6.7) Ok, x) = x(x), VX € Sp, x €12,

and the discrete fundamental solution IV = I7(t) = Ey(t)o; € Sy, thus
satisfying
Iy, = Ay, fort >0, with I} (0) = 7.

We may then represent the discrete solution operator as
(6.8) (En(t)vp)(x) = (I7(t),vy), forxze 2, t>0.
In fact, since Ej,(t) is selfadjoint,

(I3 (@), vn) = (En(t)d, vn) = (0%, En(t)vn) = (En(t)vn)().
It follows that

[(En@on)(@)] < IOz, lvnllLe,  for z e 2,

and hence, in order to prove our theorem, it suffices to show
(6.9) NE)|L, < Cln, Vxe2,t>0.
For this purpose we define the modified distance between x and y by
(6.10) w(y) = wi(y) = (ly — of2 + h?)72.
From the Cauchy-Schwarz inequality we then have
(6.11) 15 @)l < I~ ek T < 6 i i),

since, with d the diameter of 2,

d
9 rdr
(6.12) |(wp) 7Ll / T x|2 2 < 271'/0 e SO

It thus remains to show the Ls-norm estimate
(6.13) Wi TE)|| < C6/?, for t > 0.

This will be accomplished by the energy method.

We shall repeatedly use well-known inverse properties of {Sy}, such as
(1.12), which are valid when the triangulations are quasiuniform, as assumed
in this chapter. We shall also need the following lemma by Descloux [70]
(cf. also [59]) concerning the maximum-norm stability of the La-projection
Ph : L2 — Sh.
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Lemma 6.1 With Sy, as above, there is a positive constant ¢ such that, if 7o
is any triangle of 11, and {2y C {2 is disjoint from 19, then

(6.14) 1Pl gy < €T R ]| ), if supp v C .
Further, there is a positive constant C' such that
(6.15) [Prvlle < CllvllLg-

Proof. Starting with Ry = 79, we define a sequence of sets R;, j = 0,1,...,
recursively by taking for Ry the union of (closed) triangles in 7; which are
not in Uj«,R; and which are neighbors of the triangles of this set. By the
quasiuniformity of the triangulations the points of Ry then have a distance
to 79 which is bounded above and below by constants times (k —1)h. Letting
Dy = Ujs i Ry, we shall show that, for some x > 0,

(6.16) 1PuollZ, gy < ElIlPROIT, (R, for k> 1.

Assuming this for a moment, we denote the left-hand side by g and find thus
qr < k(qr—1 — qx), for k > 1, whence, with v = x/(1 + k),

B < Vg1 < V00 < APl o) < VE 0N, )

Defining ¢ by v = e~2¢, and with k the largest integer such that Dy D (2o,
this shows

1Pholl Lo (20) < 1P| 2a(g) < € K Pl py(rg) < €% “HSHE@0m0) /By,

which is (6.14) (possibly with a different choice of c).

In order to show (6.16) we note that since suppv C 79, we have (P,v, x) =
0 for any x € Sy, with suppxy C Dy_1 = Dy U Ry, for k > 1. In particular, we
may choose X € Sy, such that X = P,v in Dy, X = 0 in 2\ Dy_1. For the
triangles of Ry, X coincides with Ppv at one or two vertices and vanishes at
the remaining two or one vertices. Then

0= (Puv, 0) = [1Puvll2, ) + /R Pyo Y d,
k

and hence
1PhollZ,pe) < IPa0ll La(ri) IX ]| i) -

By the definition of ¥ it is now easy to see that there exists a x > 0 such that,
for each triangle 7 of Ry, ||X||L,r) < Kl Prv||L,(r). Hence the corresponding
inequality is valid with 7 replaced by Ry, and we may conclude that (6.16)
holds.

We may now finish the proof of the lemma by showing the maximum-norm
stability estimate (6.15). Let 79 be a triangle where Pj,v attains its maximum
value and set v; = v on 7; and 0 otherwise. We then have v = Zj v; and
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1Ph0ll L = 1Pl (r) < D 1PV L (r0)-
J

Using the local inverse estimate

(6.17) XNz om0y < CBTHIXN La(r0)

together with (6.14) we have
1Ph0; || Los (o) < Ch™HIPu; | Lm0
< Ohflefcdist('ro,f_,»)/hH,Uj”Lz(Tj) < C«efcdist(fo,'rj)/h”UHLm.

With Ry, as above, the number of triangles of Ry is bounded by the number of
triangles of U< Ry, and by quasiuniformity this is bounded by C(kh)?h=2 =
Ck?, and hence

1Proll., <C(Y0 D e ™olln <CY ke *|vli. < Clolr.,
k

k T1;CRg
which completes the proof. a

We remark that Lemma 6.1 generalizes to certain nonquasiuniform fami-
lies of triangulations, see [59]. We shall not go into the details of this.

We note that the stability of P, shows that Ppv is an optimal order
approximation to v in maximum-norm. In fact, using the estimate (1.43) for
the interpolant we have, for v € W2, (we denote W; =WSNHjg,

1Phv = 0|l oo = |(Ph — I)(v = I0) | oo < C|[Inv — ]| 1o < CR?[|v]lw2 .

Before we can finish the proof of Theorem 6.1 we need three addi-
tional technical lemmas. The first of these is related to the so-called super-
approximation property of Nitsche and Schatz (cf. [185]). Note that for an
O(h) error estimate for V P,u we normally need v € H?> = H?> N H}.

Lemma 6.2 There is a C' such that, with w = w7 defined in (6.10),
IV (W?x = Pu(@®x))l < Ch(lIxIl + [wVx]), Vx € Sh, =€ 2.

Proof. Let ¢ = Ij,(w?x) be the interpolant of w?x in S;. With 7 an arbitrary
triangle of 7;, we have, using Leibniz’ rule and the facts that |V(w?)| < Cw,
D%(w?) = C and D%y =0 in 7 for |a| = 2,

X = @llza(r) + PIV@*X = D)l La(r)

< CR* Y ID*(@X)La(r) < CR? (Il Loty + @V Lo(r))s
|a]=2

and hence, by squaring and summing over the triangles of 7, the correspond-
ing inequality for 2. By the inverse estimate (1.12) we have, since P, = ¢,
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V(e = Pu(w*))| < Ch™H|Pa(yp — w*x)|| < Ch™H|p — .

We have already bounded this latter quantity and hence the desired estimate
now follows by the triangle inequality. O

The next lemma shows that the modified distance function in some sense
compensates for the “singularity” of the discrete delta function.

Lemma 6.3 With w} and §7 defined by (6.10) and (6.7), there is a constant
C such that
lwrdrnl < C,  forz e (2.

Proof. Let {2, be the domain defined by the union of the triangles of 7.
Fixing z, we write w = wf and § = ¢F, and let 2; = {y € 2; 27 1h <
ly — x| < 27h} for j > 1 and 2y = {y € 2; [y — x| < h}. Clearly, wi(y) <
(27 4 1)h, for y € £2;, and hence

(6.18) lwél| < CY " Nwdllzyio;) < C Y206 Ly,
§>0 >0

In order to bound [|d]|z,(x,), let supp ¢ C £2; and let 7 be the triangle
containing . We then have, using a local inverse estimate, cf. (6.17),

(6.19)  (3,9) = (8, Pry) = (Pu)(x) < [1Pa¢llzo(ry < ChTHI Pl oo

Now, let {Tl}ll\ijih' be the triangles of 7;, which intersect {2;, and set ¢; = ¢
on 7; and ¢; = 0 outside 7;. By Lemma 6.1 we then have

1PreillLa(ry < Ce™ l@illainy < Ce™ )|y 0,)-
Since the number M; j, of such triangles is bounded by C2%7, we find

Mj‘h

1PaelLary € Y IPhill oy < €27 (@l La(e,),
=1

and hence | |
”(SHLg(Qj) = sup (4,p) < Ch~— 1921 g=c2”
lell=1

Inserting this into (6.18) shows

s < ¢S 2% e <,
j=0

which completes the proof. a
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Recall that for functions in plane domains {2, Sobolev’s embedding the-
orem (see, e.g., Adams and Fournier [1]) asserts that ||v| .. < Ce|v|l14e for
any € > 0, but this inequality does not hold for all v € H' when ¢ = 0. For
functions in S}, however, we have the following substitute. For later applica-
tion we show this for more general than quasiuniform triangulations.

Lemma 6.4 Assume that the family of triangulations underlying the {Sp}
are such that hyin > ChY for some v > 0. Then there is a C such that

Iz < CGIVX]L VX € She
Proof. By Sobolev’s embedding theorem
(6.20) llellz, < CpllVell, where C, = Cp'/?, VYoe H}, 2<p< .

In fact, by a common proof of this result (cf., e.g., Stein [219]), C), may be
chosen as C|| |z| 7|, () with 1/s = 1/p+1/2 and B the unit ball in R?.
Since this norm is bounded by C'(2 — s)~1/* = C((2 + p)/4)'/PT1/2 < Cp'/2,
for large p, (6.20) follows. Applying first an inverse estimate (see Brenner and
Scott [42]), and then (6.20) to x € S, we find

Ixllew < Choii Iz, < CR=2YPlx|[1, < Ch=2Y/Pp! 2| Vx]|,  ¥x € Sh.

The result stated now follows by taking p = ¢;, = log(1/h) for small h. O

We now return to the proof of Theorem 6.1, which we have reduced above
to showing (6.13). Writing I" = I'’(t) and w = wj we consider the expression

14
2dt
By the definition of I" we have

|wD||? + |wV T|]? = (I}, WD) + (VI, V(WD) = 2(VI,w ' Vw).

and hence

d
35|l P + WV TP = (10T = ) + (VI V(@ = )
- Q(MVF,FV(.«J) = Il + IQ + 13.

(6.22)

We now choose ¢ = P, (w?I"). Then I; = 0, and by Lemma 6.2 and the
inverse estimate (1.12) we find

|| < VIV (@ T = )] < (Ch7HI) (ChAIL] + lwV )
<P+ I Hlwv L))

Further, since Vw is bounded, |I5| < C|| || ||wVI||. Altogether,
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%%HWFHQ +wVI|? < OO + |11 Hlwv I,
so that, after a kick-back of [|[wVI'|| and integration,
(6.23) lw I (&)]* + /Ot lwVI|* ds < ||wdi||? +C/Ot 171 ds.
In view of Lemma 6.3 it remains now to prove
(6.24) /Ot IT|2ds < Cty.

For this purpose, we note that with Tj, = (—A,)~t, I" satisfies
Thly+1' =0, fort>0, with I'(0)=47.
By taking inner products by 21" and integrating in time, we obtain
t
(@r 1)+ 2 [ TP ds = (T35, 67) = () o).
0

Setting G = T},0%, it thus suffices to show, since (1},1,I") > 0, that
(6.25) Gi(z) < Clp,.
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The function G may be thought of as a discrete Green’s function; we have

(VGR,, Vx) = (VTRdy, Vx) = (0, x) = x(x), VX € S
In particular, G¥(z) = |[VG¥||?. In view of Lemma 6.4 this shows

Gi(x) < (IG5l < CHPIVGE| = CO PG (x)Y2,

and hence (6.25). This completes the proof of (6.9) and hence of Theorem

6.1.

We remark for later use that Lemma 6.3, (6.23), and (6.24) also show

t
(6.26) / WV T2 ds < Cly, for t > 0.
0

O

We shall now apply the above stability result to obtain an error estimate

for the semidiscrete solution of the inhomogeneous parabolic problem

(6.27) u—Au=f inf, fort>0,

u=0 ondR, fort>0, withu(,0)=v in §.

With the semidiscrete analogue of (6.27) formulated as
(628) Uh,t — Apup = P f, fort >0, with uh(()) = Vp,

we show the following.
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Theorem 6.2 Under the assumptions of Theorem 6.1, with vy, = Rpv and
v = 0 on 02, we have for the error in the semidiscrete parabolic problem

(6.28)

t
Jun(t) = u(®)lo.. < CH6E (olwa, + [ Nurlws, ds). fort > o0
0

Proof. We write as before up, — u = (up, — Rpu) + (Rpu — u) = 0 + p, where
R}, is the Ritz projection onto Sy, and obtain from (1.46)

t
(629 [pOl1.. < CH e Ju(®llwz < CH0(lolhwz + [l ds).
0

Moreover, with #(0) = 0 we have from (1.37)

(6.30) o(t) = —/0 Ey(t — s)Prpi(s) ds.

Applying the stability estimates for Ej,(¢) and P}, shown above, together with
(1.46), we find

[En(t = 8)Pape(s)| Lo < Clu|[(R — Due(s) || < Ch2 G |ue(s) w2,
which together with (6.30) completes the proof. O

We remark that, by the stability result of Theorem 6.1, the same er-
ror bound as in Theorem 6.2 holds for any vy, such that ||vp, — Rpv|r., <
CthhHUvagO.

We now show a smoothing property of Fj(t) in Ly, cf. Lemma 3.9 for
the corresponding Lo-result.

Theorem 6.3 Under the assumptions of Theorem 6.1 we have
(631) ||E]/'L(t)vh||Loc < Ctilgh”vhHLmv for v, € Sp, t > 0.

Proof. Using (6.8), the proof of this result is first reduced, in the same way as
in Theorem 6.1, to showing that the discrete fundamental solution I" = I'¥(¢)
satisfies t||I3(t)||z, < C¥lp, which in turn follows from the Lo-norm estimate
twli(t)|] < Cf,ll/z, where w = w7 is the discrete distance function from
(6.10). For the latter inequality we differentiate (6.21) to see that I" may be
replaced by I} in (6.22). After multiplication by ¢ we obtain, for any v € Sj,,
the identity
d
%%(ﬁHWFtHZ) + WV I = 8 (L, w? T — )
+ (VI, V(T — ) = 2(wV Ty, Vw I})) + tjwly]?.

The proof of the theorem then follows the lines of the proof of Theorem 6.1.
Since we shall later derive the corresponding result without the factor ¢, we
shall not carry out the details. a
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We shall now look at the stability problem from another angle, namely
by use of the theory of analytic semigroups.
We consider thus an abstract initial value problem of the form

(6.32) W+ Au=0 fort>0, withu(0)=uv,

in a complex Banach space B with norm || - ||. We now assume that A is a
closed, densely defined linear operator, with a resolvent set p(A) such that

(6.33) p(A) D X5 ={z€C:6<|argz| <m}, withd € (0,5m),
and such that the resolvent, R(z; A) = (21 — A)~!, satisfies,
(6.34) |R(z; A)| < M|z|™!, for z€ X5, with M > 1.

Here and below || - || is also used to denote the operator norm for bounded
linear operators in . We remark that since 0 € p(A) it follows easily that
z € p(A) for |z| < 1/My where My = ||A7!||, and that ||R(z; A)|| < 2M, for
|z| < 1/(2My), say. Hence the bound in (6.34) could have been replaced by
My (14 [2) 1.

The theory of semigroups shows that under these assumptions —A is the
infinitesimal generator of a uniformly bounded strongly continuous semigroup
E(t) = e7*4, t > 0, which is the solution operator of (6.32). Moreover, the
solution of (6.32) may be represented as
(6.35) w(t) = Bt = —— [ e~ R(z A dz,

2mi Jp

where I' = {z : |argz| = 4, ¢ € (6, 4m)}, with Im z decreasing along I" (as
is natural since we want to think of I" as going around the spectrum o(A)
of A in a positive sense). Because the integrand in (6.35) is analytic in X5,
the curve I' may be deformed to any other homotopic curve in X5 which
asymptotically approaches | arg z| = 1 as |z| — co. The semigroup E(t) may
be extended to a semigroup E(7) which is analytic for 7 in a sector containing
the positive real axis, and is therefore referred to as an analytic semigroup. It
also has a smoothing property which is important for our purposes. All these
properties are summarized in the following theorem (cf. Pazy [194], Theorem
2.5.2).

Theorem 6.4 Let E(t) be a strongly continuous semigroup in B generated
by the densely defined linear operator —A. Then the following conditions are
equivalent:

i) There are constants M > 1 and § € (0, 27) such that
2
IR(z; A)|| < M|z\_1, for z € X5\ {0}.

(i) There is an e > 0 such that E(t) may be extended to a uniformly bounded
analytic semigroup E(7T) in the sector {7;|arg7| < e}.
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(i4i) There is a constant K > 1 such that
I|E@®)| +t|E' @) <K, fort>D0.

If B is a Hilbert space and A selfadjoint and positive definite, then the
spectrum o(A) = C\ p(A) of A lies on the positive real axis and, with §
arbitrary in (0, 7),

|R(z;A)|| = sup |z— A" < (sind) "t |z|7!, for z € 55.
A€o (A)

Thus A generates an analytic semigroup in B.

For another example, let B be the complex-valued Hilbert space Lo =
Ly(£2), with £ a bounded domain in RY with smooth boundary, and let A
be a second order, not necessarily selfadjoint, partial differential operator of
the form

R o, . Ou
(6.36) U j;l oz, (ajk axk) + ; b; oz, + cou,

with smooth, possibly complex-valued, coefficients in {2, and D(A) = H? N
H}. Assume that A is strongly elliptic so that, for the associated bilinear
form,

(6.37) Re A(u,u) > c||ul|?, Yue€ H}, withec>0.

In this case (6.33) and (6.34) hold, now for § € (0, 7) sufficiently close to
%71’. In fact, with f € Ls and z a given complex number, the complex-valued
function u = u, = R(z; A)f is the solution of the Dirichlet problem

(6.38) (z2I —Au=f in 2, withu=0ondf,

and the resolvent estimate to be shown may be expressed as

(6.39) lul| < M|z|7Y|f]l, forz€ X5, z#0.

But, multiplying (6.38) by —u and integrating over {2, we have
Alu,u) = zl|ul* = = (f,u).

Taking real parts and using (6.37) we find

(6.40) elfull? — Re = Jull® < [I£] lull

and, similarly, by taking imaginary parts and using (6.40),

[T 2] [lull® < [[f] ull + Cllull < (C1llf]l + C2Re 2 [lul|)[|u].
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Hence
(|Im 2| — C2 Re 2)|ul] < Cu| f]].

Considering separately the cases Re z < 0 and 0 < Re z < ¢|Im z| with ¢
small enough, this shows (6.39) for ¢ sufficiently small. Thus —A generates
an analytic semigroup in L (2).

We remark that if Ay, : S, — S}, is the discrete version of the operator A
in (6.36) in a finite element space S, C H}, defined by

(An,x) = A, x), V4, x € Sh,

then —Aj, also generates an analytic semigroup Ej,(t) on S, C Lo, and the
constants M and 0 in the resolvent estimate in (%), with A replaced by Ay,
are independent of h. In fact, the above proof of (6.39) remains valid for
up, = R(z; Ap)f, when f € Sj, with the same constants.

Of particular interest to us in this chapter is the case when A = —A and
B is associated with the maximum-norm. We first recall that the Laplacian
generates a strongly continuous and analytic contraction semigroup E(t) in
L,, thus with

(6.41) |E(t)v]lz, +tI|E (t)v]L, < Cllv|lz,, fort>0,ve Ly, 2<p<oco.

For p = oo the situation is more delicate. Instead of L., it is then often
natural to work in the subspace C = C(§2) of continuous functions in {2, again
normed with || - ||z, or sometimes in Cy which consists of the functions in C
which vanish on 0f2.

It is a special case of a result from Stewart [220] that, if D(A) = C2(£2)NCo,
then, for any 0 € (0, %w),

(6.42) IRz Awlr, < MO+ [2) " Hvlry, forzeXs, veC.

If we consider A as an operator in C it is not densely defined, and the solution
operator is not strongly continuous at ¢t = 0 since E(t)v = 0 on 92 for t > 0,
which is normally assumed in semigroup theory. However, in [220], A is shown
to generate an analytic contraction semigroup E(t) in B = Cy, so that in
particular

(6.43) 1Bl + t|E t)vllr. < Cllvllp., fort>0, veC.

Note that in this case Av € Cy when v € D(A). Using the resolvent estimate
(6.42) we may extend the definition of E(t) by (6.35) also to v € C, without
loosing the stability and smoothing properties of (6.43). In fact, the solution
operator may be further extended to L., with the stability and smoothness
properties retained. To see this, for v € Lo, since then also v € Ly we may
consider E(t)v to be the result of the solution operator in Ly, which is known
to be smooth for ¢ > 0. Then also (6.41) holds, and since this estimate is
uniform in p, we may let p — oo to see that (6.43) holds also for v € L.
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To interpret the above theory in our present finite element context, we
note that Theorem 6.4 implies that our stability and smoothing estimates of
Theorems 6.1 and 6.3 together are equivalent to a bound for the resolvent
R(z; Ap). To study this equivalence in more detail, we now investigate more
precisely than above how the constants § and M in condition (4) depend on
the constant K in (éii).

Lemma 6.5 Let E(t) = e~ be an analytic semigroup in a Banach space
B. Then there are constants C' and c independent of K such that if condition
(iii) of Theorem 6.4 is valid, then condition (i) holds with M = CK?, § =
3m— /K2

Proof. We first show that (i) implies that there is a positive v such that
E(t) may be extended to the sector {r;|arg7| < v = v/K} C C, with
|E(T)|| < 2K. In fact, using E™ () = E'(t/n)" and n™ < nle", we find by
(iii) that
K K
IED@) < 1B @¢/m)" < (55" < (55) 0l forn>1,

so that we may define
> EM(t) ,
E(r)=E(t) + Z T(T - )",

with uniform convergence in B, for |7 — t| < ut/(Ke), with any p < 1. Thus
E(7) is analytic for | arg 7| < arcsin(u/(Ke)) and, if p < K/(1+ K), we have

|E(r |<K+Zu K+—<2K
— U

It follows that E(7) is analytic for |arg 7| < arcsin(1/((K + 1)e)) and hence
for |arg 7| < v/K, with v = inf x> (K arcsin(1/((K + 1)e))).
Recalling that

(6.44) R(z;A) = —/ e*'E(t)dt, for Rez <0,
0

we begin by showing (i) for Rez < 0. Setting z = z + iy we first note that
(6.44) and (iii) immediately yield

Rl K K?
(6.45) IR(z; A)|| < ENE@)|dt < — < —, when z <0.
0

x| = Jal”

By the analyticity of E(7), we may shift the path of integration from the
positive t-axis to arg T = £, with v = v/K, and obtain, with argT = ~ for
y > 0, still with 2 <0, since siny > ¢/K,
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] 2
(6.46) IR(2; A)|| < 2K / eplacosy—ysing) g, o 2K CK7
0 ysin~y |yl

Hence, by (6.45) and (6.46),

CK? 20K?

R(z;A)|| < <
12N < el < T

)

and the same bound is obtained for y < 0 by taking argT = —~, so that (4)
is shown for Rez < 0.
For § < |argz| < %ﬂ' we have by Taylor expansion around ¢y that

R(z; A) = Y Rliy; A" (=)™,
n=0

This series converges uniformly for |z| ||R(iy; A)|| < x < 1, and so, by (6.46)
applied to z = iy, and if CK?|z|/|y| < k < 1, we have for these z

> |CK?2n+1 CK? 1
RZ;A < ’7‘ xng——.
[R(z; A ; ” || Wl 1—r

This means that p(A) D {z;|z| < k(CK?)7!|y|} and, together with the
result already obtained for Rez < 0, that p(4) D YXs where § = 37 —
arctan(x/(CK?)). This completes the proof. 0

A direct application of Lemma 6.5 to the semidiscrete solution operator
Ej,(t) = e~*Ar using the stability and smoothing properties in Theorems 6.1
and 6.3 shows that

(6.47) ||R(z; Ap)||L. < CEGl2|7t, for z € Zs,, where &y = m — ;2.

On the other hand, by Theorem 6.4, this estimate shows a stability and
smoothing estimate. To make the dependence of the resulting estimates esti-
mates on h more precise, we show the following lemma. Here

(6.48) £(t) = max(1,log(1/t)).

Lemma 6.6 Let E(t) be an analytic semigroup in a Banach space B. There
is a constant C independent of M and § such that if condition (i) of Theorem
6.4 holds, then

|E)|| < CM{(cosd) and t||E'(t)| < CM/cosd, fort>D0.

Proof. Since R(z; A) is analytic in X5 we may shift the integral in (6.35) to
Iy =T,UTl;"UI,, where

IP={t7"1%; §<|p|<m} and I7" ={ret; 71 <r < oo}
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Then
1 o0
—zt - A < —rtcos6M -1
H2m/ R(z; )dzH <o /tile r=dr
M d
=— —s 25 < CM{(cosd).

27 costs §

Further

I [, R das] < [ emeehtaz <,
2me T Js

which completes the proof of the first inequality in the lemma. For the second
inequality we take I" = 90X to obtain

t [ M
S 7/ Mefrtcosﬁ dr S C O
™ Jo

t
tIE ()] = ’ — “*R(z: A
H ()” ‘271’2 /32526 R(Z’ )dZ COS(S

We note, in particular, that if (3) is valid with 6 € (0, 37) fixed, then K
may be chosen proportional to M.

By Lemma 6.6 we now see that since cos 85, = cos(3m — clj, %) > ¢f; 2, the
resolvent estimate (6.47) implies the stability and smoothmg estimates

|En(t)|1.. < Cllogl, and t|Ej(t)| < Cl, fort >0,
which are weaker than the original estimates of Theorems 6.1 and 6.3.

Thus, by Theorem 6.4, instead of showing the stability and smoothing
estimates directly, one may prove a resolvent estimate, and to illustrate this
we now show the following resolvent estimate for the discrete analogue A;, =
—Ap in S, of A = —A, equipped with the maximum-norm. The proof by
energy arguments will use the same components as that of Theorem 6.1.

Theorem 6.5 For any § € (0, 37) there exists a constant C' = Cj such that
(6.49) |R(z; Az, < Clu(1+|2)7Y,  for z € Ss.

Proof. For © € (2, fixed and § € (0, %7‘(‘)7 we will use the adjoint discrete
Green’s function

(6.50) Gi(y,2) = (R(Z; An)op)(y), for z € Xy,
where 67 is the discrete delta-function defined in (6.7). We then have
(6.51) (R(z: Ap)x) (@) = (x, G} (%)), VX € Sh, z€ ;.

Since the sector Xs is symmetric around the real axis it therefore suffices to
show that, for any = € 2, and § € (0,7/2), we have
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(6.52) IG5 (-, 2)||L, < Clylz|™t, for z € Xs.

For brevity we write G' for G3. As in the proof of Theorem 6.1 we use the
weight function w(y) = wi(y) in (6.10). By analogy to (6.11) and (6.13) it
now suffices to show

(6.53) lwG| < COP(1+]2))"", Voen, ze 5.
For this we consider the expression
—2||wG|? + |wVG|? = —2(G,w?G) + (VG, V(W2QG)) — 2(VG,wVwG),
and note that G satisfies
(6.54) —2(G,x) + (VG,Vx) = —(07,x), Vx € S

Choosing x = Pj,(w?G) and subtracting the resulting expression from the
preceding one we have

(6.55) —z||wG|* + lwVG|* = F,
where
F = (VG, V(WG — P,(w*Q))) + (67, w*G) —2(VG,wVw G) = Fy + Fy + Fs.
Since § < |arg z| < m, this equation is of the form
e“a+b=f witha,b>0, 0<]|a|<7—34,

and by multiplying by e~**/2 and taking real parts we then have

a+b < (cos(a/2)) "L f] < (sin(6/2)) || = Col .
From (6.55) we therefore conclude

(6.56) 2| |wGl? + |[wVG|? < Cs|F|, for = € Z5.

By Lemma 6.2 and using the easily shown inverse inequality h|lwVx| <
Cllwx]|, and the fact that h < w, we find for the first term in F

|| < CRIVG(IG] + lwVE]) < CIG]? + |G lwVGI).
Further, by Lemma 6.3,
|Fo| < [lwdi || [wG| < ClwG|| < el 2| |wG|f? + Cclz| 7,
and since Vw is bounded

|Fs] < ClIG| WV
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Thus, from (6.56), after kicking back |z|||wG/||? and ||[wVG]|?, we have
(6.57) 2] [wGI? + wVG|* < CUIGI? + |2171).
To bound ||G||? we note that, by (6.54),
(6.58) —z[|G|* + |VGI* = = (5}, G) = G(),
and hence, as in (6.56) and using Lemma 6.4,

G2 + VG2 < |G| < €6/ |VG| < 3IVGI? + Cly,
or
(6.59) Iz |GI? + [IVG]||? < Cty, for z € X5, x € 1.
Together with (6.57) this shows

lwGll < 06/,

which completes the proof of (6.53) for |z| > 1. Since also, using (6.59) in
the third step,

lwG| < C|G| < CIIVG| < Ccer/? < /(1 +|2))7Y, for z € Xy, |2 <1,

the proof is complete. O

Our next purpose is to improve the above result by showing that the log-
arithmic factor £}, in the resolvent estimate of Theorem 6.5 may be removed.
The proof of this is more delicate than that of Theorem 6.5, and will require
some refined estimates for the Ritz and Ls-projections, and some technical
estimates for the resolvent of the Laplacian with precise regularity properties.
We shall not give complete proofs of all the auxiliary results.

We first discuss some properties of the Ritz and Ls-projection onto Sj,
that we shall need. We recall from Chapter 1 the almost stability property
in maximum-norm,

(6.60) |RhvllL., < Clllv|l.,, forv € Le.

An essential component in our analysis below is the fact that Ry, is stable in
WL, without a logarithmic factor, or, more precisely,

(6.61) [|Rhvllwz, < Cllollwa ) + Chllvlwy @ve,) < Cllvlwy, v e Wi.

where (2, is the polygonal domain defined by the triangulation 7;, of §2. This
was shown in [201] in the case of a convex polygonal domain in the plane; for
a proof for a domain with smooth boundary in R%, see [20].
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Also the Lo—projection P, is bounded in W2 and
(6.62) ||th||Wolo < CHUHW;(Q;T,)v for v € W;O = Wgo N H&

In fact, using the maximum-norm stability of Py, together with an inverse
inequality, we have

| Prollwy < [nvllw, + |Pa(v — In)vllwy
< Clvllwy + Ch™ [ Ihw — vl < Cllvflwy, .
Applying (6.61) to Ipv — v we find, with 0 < a < 1,
[ Rrv = vllwi (2,) < [Ba(v = Inv)lwi (@) + Hhv —vllwy (2,)
< ClIhv = vllwy (2,) + Chlvliwe (2\@,) < Ch*[[vllyita,
and using the fact that P,v — Rpv = P, (v — Rpv) it follows from (6.62) that

6.63 P, — Rp)v|lwi < Ch||v|lypisa, forve Wite 0<a< 1.
) W o

We now quote some resolvent estimates for the operator A from [220]
which we shall need below. The first estimate contains (6.42) for j = 0.

Lemma 6.7 For any ¢ € (0, %71’), there exists a constant C such that, for
z € Xy,

(6.64)  |R(z A)llyyy < C(L+[z))" 2 0l|p,., forj=0,1, veC,
(6.65) [|AR(z; A)v|lL.. < C(L+|z)) " 2||vllws, forve WL.

and

(6.66) IR(2; A)v[lypara < CA+ [2) T2 ullwe, vE Waa.

Proof. The basic result is (6.64) which essentially is shown in [220], and
which contains the central result (6.42) for j = 0. The remaining estimate
are technical consequence of this result; for details, see [20].

We can now state and prove our logarithm free resolvent estimate for the
discrete Laplacian.

Theorem 6.6 Let Sy, satisfy the assumptions of Theorem 6.1. Then for any
§ € (0,3m) there exists a constant C' = Cj such that

(6.67) |R(z; Ap)|lL. < C(A4+|2))7Y,  for z € Xs.

Proof. In the first part of the proof we show the desired bound for |z| < kKh™2,
with x small enough, by using resolvent estimates for the continuous problem
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together with projections onto Sj. In the second part of the proof we then
use a modification of the proof of Theorem 6.5 to show (6.67) for |z| > kh™2.
Our starting point for the first part of the proof is the identity

(6.68) R(z; Ap)x = PpR(z; A)x + AnR(z; Ap)(Rp — Pn) R(23 A)x, X € Sh,
The first term on the right is bounded at once as desired by the stability of
P, and (6.42).

To bound the second term on the right in (6.68) we shall first show that
there exists x > 0 such that, for any J € (0, %w) and x € Sy,

(6.69) |AnR(z; Ap)xlln. < C(1+|Z\)_1/2||XHW;O7 for z € X, |2| < kh™2

If this has been done we may conclude, using also the stability in I/Volo of Py,
and Ry, and (6.64) with j = 1, that the second term in bounded by

(6.70)  C(1+|z) "2 R(z Axllwe, < O+ )7 IXllzw,  for 2 € 55,

which completes the proof.
To show (6.69) we now write, for z € X,

(6.71)  ApR(z; Ap)x = PhAR(z; A)x — 2z ApR(2; Ap) (R — P) R(z; A)x.
Here, by the stability of P, and by (6.65),

(6.72) |PLAR(z; A)x|lL. < C(1+]z)~ Y2 Ixllwy for z € Xs.
Using the operator norm

[Brlll = sup (| Bux|lze/lIxlwa ),
XESh

the last term in (6.71) is bounded by
(6.73) 2| Il AR R (25 Ap)II[ I (Rh — Pa)R(z; A)xllwy -
For the last factor we have by (6.63) and (6.66), with o = 1/2,

IRy — Pu)R(z; A)xllwy, < ChY2|R(z; A)xlly a2
< O+ [2) " Ixlw -

We therefore infer from (6.71) and (6.72) that for z € Xy,
llAn R(z; ARl < C(L+ [2)7Y2 + Coh 2 (1 + [2)) /4| An R(z; An) Il
It follows that, if C1hY/2(1 + |2])Y/* < 1/2, we have

AR R(z Al < CA+ )72, 2 € Zs.
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This bounds the expression in (6.73) by
Clz|(1+ [2) 2R 2 (1 + |2)) 7 Hxllwa , < CA+ 1) llxllwe

which thus shows (6.69) for |z| < kh=2, for h and x small enough.

We now turn to the case 2z € X, |2| > kh™2, which we shall treat with the
technique of the proof of Theorem 6.5. We shall show that with G = G} (-, 2)
defined in (6.50), we have for each § € (0,7/2) and k > 0,

(6.74) |w?G|| < Chlz|™t, for z € X5, |2| >kh™2, z€.
Once this has been shown it follows from |w™2| < Ch~! that
IGlz, < Cllw™| - WGl < C(Ch™) (Chl2| ™) = Cz| 7.

Since |z| > ¢(1+|z|) for |2| > kh™2 and h small, this implies (6.67) by (6.51).
This time the energy argument uses the weight w? rather than w and we
now study the expression

—2||w?G]? + |wPVG|]? = —2(G,w*G) + (VG, V(w*G)) — 4(VG,w*Vw G).
Subtracting (6.54) with y = P, (wG) we obtain

—2||w?G|]? + W VG|* = F := (VG, V(WG — Py (w'@Q)))
(6.75) + (0%, w'G) — 4(VG,w*VwG) = Fy + Fy + F3,

and we conclude this time, in the same way as earlier in (6.56),
(6.76) |z| |G + |w? VG| < Cs|F|, for z € Zs.

In the same way as in Lemma 6.2, and using the easily shown inverse
inequality h||w?Vx| < Cllw?x|, and the fact that h < w, we have

™!V (G — Pu(w*G))|| < Ch(|wG| + |w?VG]]) < Cllw?G],

and hence

7| < ClwVG| G-

Further, as in Lemma 6.3, we may show [[w?67| < Ch, and hence
|B| < Jlw?a ]| [lw*Gl < Ch ||wGll,
and, since Vw is bounded,
|| < ClwVG]| |w?G.
Thus, from (6.76),

(6.77) 2] |w*Gl < C(IlwVG]| + h).
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By an inverse estimate and obvious estimates we next find that

lwVG| < Ch™Hw Gl < Ch™HlW?G|2 |62
<ele| WGl + Cele| 7hT2GI| < el2] WGl + CeGl,

where in the last step we have used |2| > kh~2. From (6.58) we have, again
as in (6.56),
2| IG]l < Cllé3 ]| < Ch

where the latter inequality follows from (6.19). Hence, from (6.77),
2] WG| < C(|G]| +h) < C(h™ 2| +h) < Ch.
This completes the proof of (6.74) and hence of the theorem. O

Since the bound for the resolvent in Theorem 6.6 does not contain any
logarithmic factor, the following logarithm free stability and smoothing esti-
mates follow from Theorem 6.4.

Theorem 6.7 Under the assumptions of Theorem 6.1 we have
[En()vnllLo. + tIEL B vnllL. < CllonllLe,  for va € Sn, t>0.

Using this result instead of the estimates of Theorems 6.1 and 6.3 we may
easily show the following improvement of Theorem 6.2.

Theorem 6.8 Under the assumptions of Theorem 6.1, with vy, = Rpv, we
have, for the error in the semidiscrete parabolic problem (6.28),

ln(®) = u(®)lz... < OB (lollws + / lucllws, ds),  fort >0,

We shall next show some smooth and nonsmooth data maximum-norm
error estimates for the semidiscrete solution of the homogeneous parabolic
problem (6.1).

In our analysis we shall need the Agmon-Douglis-Nirenberg [2] regularity
estimate

(6.78) ullwz < CpllAullz,, for2<p<oo, ue W2 W2 N Hg.

In [2] this result is stated without precise accounting of the dependence of
the bound upon p, but this may be determined by tracing its dependence on
q = p/(p—1) in the proof of (6.78) in [2] to the Calderon-Zygmund lemma
[43], in which the required estimate is contained.

As a preparation we now show some bounds for the error in the Ritz
projection Ry, of the exact solution of (6.1). We recall the maximum-norm
stability bound of (6.60) with a logarithmic factor £y.
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Lemma 6.8 With u the solution of (6.1) we have, for p = Ryu — u,
(6.79) PO Lee + el < CR2G|[v]lwz,,  for v e WE.
Proof. We note that, with I, the standard interpolation operator into Sy,
(6.80) [ Tpu — v, < Ch2_2/p||u||wg, for2<p< oo, ue Wg

This follows from the corresponding inequality for an individual triangle 7 of
7r, which in turn may be obtained by transformation to a reference triangle
and application of the Bramble-Hilbert lemma, together with an obvious
estimate for u on 2\ £2y. Since p = (R, — I)u = (Rp — I)(u— Inu) we obtain,
using (1.45),

(6.81) Illz.. < ClallInu —ullz., < ClR*7|lullws,
and consequently, using (6.78) and (6.41),
(6.82) lp®)llz. < CR*2/Plypl| Au(t)]|1,
< Ch*2Plyp| Av]|L, < CR2™2/PUyp| Aol .

Choosing p = ¢, this shows the estimate stated for p(t). To bound p:(t) we
use the analogue of (6.82) from t/2 to ¢t and then (6.41) to obtain

lpe)lo < CH* =2 Plyp|| Auy(t/2)] 1, < CH*=*Plypt ™| Av|,,
and finally take p = £j,. O

We are now ready for a smooth data error estimate.

Theorem 6.9 Under our present assumptions, we have for the solutions of
(6.3) and (6.1), with v € W2 and vy, = Rpv,

lun(t) = u®) L. < CR*Glvllwz,,  fort > 0.

Proof. Proceeding as in the proof of Theorem 6.2, p(t) is bounded by Lemma
6.8. To estimate 6 we write (6.30) as

t/2 ¢
o(t) :f(/ +/ )Eh(t—s)Phpt(s)ds:IJrII.
0 t/2
Here, by Theorem 6.7, Lemma 6.1 and (6.79),

t
Il <C / el ds < CH2 o] -
/2

For I we integrate by parts to obtain

t/2
I =—[Ey(t—s) Pup(s)li]* — Bt 9)Puls) ds,

and both terms are bounded as desired as above. O
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For our nonsmooth data error estimate we shall need the following error
bounds for the Lo and Ritz projections.

Lemma 6.9 With u the solution of (6.1) we have, for n = (Pn, — I)u,

(6.83) tn(®)r. < CR2 0]l L.e

and, for p = (Rp — Iu and p(t fo

(6.84) 1Az + tllp® Lo + Ellpe )z < CR2G 0|2

Proof. Using (6.82) together with (6.41 shows, since AE(t) = E'(t),
lo(t)llz.. < CH*=2/PeupllE'(t/2)0], < OR**Plypt=" o],

which with p = ¢}, gives the bound for p(t) in (6.84). The proofs of (6.83) and
the bound for p:(t) are analogous, with one factor ¢, less in (6.83) because
P, is bounded in L. To bound p(t), finally, we first show

(6.85) (Th = T) fllo. <CR*G\fllL., withT = A" T, = R,T.
For this we use the stability of P, in L, and (6.82) to obtain
I(Tn = PuT) fllzee = 1 Pu(By = DT fllro. < CR**/Plp | fll1e,

where we have used the fact that AT f = —ATf = —f. Further, by (6.80),
and (6.78),

1Py = DT fll1oe < CR*?PITf|lwz < CR**Pp | f]|1.,

With p = £, these estimates together show (6.85). We now note

(6.86) plt)=(Tn —T A/ H—ﬂém@@
—(Th - —v),

so that (6.85) shows
1AL < CR2 G |lult) = vllr.. < CR* G v L., O

We are now ready for our nonsmooth data error bound.

Theorem 6.10 Under the assumptions of Theorem 6.1, we have for the er-
ror in the solution of (6.3), with vy, = Py,

lun(t) = ut)lr. < CR?*Gt vllL., fort>0.
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Proof. We write this time up, —u = (up — Pyu) 4+ (Pru—u). By (6.83) it only
remains to bound ¢ = up — Pyu € S,. We find

G+ ApC = Ah(Rh - Ph)u = —ApPyp, fort>D0.
Since ¢(0) = 0, we obtain by integration
t t
C(t) = / En(t — 8)ApPap(s) ds —/ Bl (t— 8)Pup(s) ds.
0 0

Thus, with the obvious definitions of I, I1;,j = 1,2, since t = s + (t — ),
t/2 t
t((t):7</ +/ )E,’l(tfs)sPhp(s)ds
0 t/2

t/2 ¢
—(/ +/ )(t—s)E,’z(t—s)Php(s)dszll+IIl+Ig+II2.
0 t/2

Here, using Lemma 6.3 and (6.84),

t/2
1]l < C/ (t=s)"ts|p(s)] Lo ds < CR2G 0]l x. -
0

Further, after integration by parts we have
t

(687) 1L =[Ent = 9)s Pup(s)lyo — [ Enlt = 5)Pu(spi(s) + plo) ds,
t/2

and thus ||[I11]|z,, < Ch?02|v||L.. by Theorem 6.1, (6.84) and (6.84). For I

we integrate by parts to obtain, with p = (Ry, — I)u,
I = — (t/2) B}, (t/2) Pup(t/2)

(6.88) 12 ~
= [ B9+ - 9B - )P ds,
0
from which we find, by Theorem 6.3, applied twice to bound Ej}(t) =
(E;(t/2))%, and (6.84), that ||Iz]|L.. < Ch?62|v||L.,. For I, finally, we

have, using Theorem 6.3 and (6.84),
t
|z, <C [ llp(s)lr. ds < Ch?G o]z, -
t/2

Together our estimates complete the proof. a

As we shall now see, it is possible to reduce the regularity assumptions
even further than in Theorem 6.10 and still have an essentially O(h?) error es-
timate in the semidiscrete homogeneous problem for positive time, requiring
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only that the initial data are in L;. For this we need again some techni-
cal preparations. Note first that P,v € S}, is defined even for v € L; by
(Pru,x) = (v,x), ¥x € Sh, and that P, is stable in L; by duality, since
it is stable in the maximum-norm. Also, F(t) may be extended to Ly, with
IE(t)v]L, < ||v|L,, by duality. The next theorem is a discrete analogue of
the inequality

(6.89) IE(t)v||L, < Ct Y v||lL,, fort>0.
To show this inequality, one may use the Gagliardo-Nirenberg inequality
(6.90) lullo. < CllAu|*?|jul|*/?, for u e H?,
to conclude
IE@®vlr. < CIAE®]| 2| E@)0]'? < CtV2 o).
By duality this also yields
IE@] < Ot 2oz,
and hence, by application of both of these inequalities,
1Bz, < CE2IER/2)0] < O o]z,

Theorem 6.11 We have for the solution operator of (6.3)

Bt vnlln, < Ct M onlln,, fort>0.
Proof. This follows exactly as (6.89) from the discrete analogue of (6.90),
(6.91) IXIlze < CIARXIMZ X2, VX € She
To show this, we first derive the equivalent inequality for T}, = A;l,
(6.92) IToxlzee < ClIXIM?ITax]2, VX € S

For this we write
ThX = PhTX + (Th — PhT)X~

Here, by application of (6.90) to v = T'u, since Py is bounded in L,
IPATX|Iz. < ClIXIMZITXIM? < CIXIM2 (T2 + (T — Ta)xIl'?),
where, by the inverse estimate || A x| < Ch=2|x/l,
(T = T)xll < CR?|Ix]l < Ol Tl

This completes the proof of (6.92) and thus of the theorem. O
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We also need the following analogue of Lemma 6.9.

Lemma 6.10 With the notation of Lemma 6.9 we have
(6.93) (). < Ch*ullvlL,,
(6.94) o)z + o). + 17z, < Ch* G [v]|z, -

Proof. The first three inequalities follow easily by using ¢/2 as an intermediate
time level from the corresponding estimates in Lemma 6.9, combined with
(6.89). By duality it follows that the analogue of (6.85) holds also in L; and
therefore by (6.86), since E(t) is stable in Ly,

1AWz, = I(Th = T)(u(t) = )£, < CR2 Gl o

We are now ready for our error bound when v is only in L;.

Theorem 6.12 Under the assumptions of Theorem 6.1, we have for the so-
lutions of (6.3) and (6.1), with vy, = Pyv,

lun(t) = u(®)lo.. < CHEE 2 ollz,  fort>o.

Proof. As in the proof of Theorem 6.10, we split the error into { = up — Pru €
Sp and n = Ppu—u where the latter term now is bounded by (6.93). To bound
t2¢(t) we now write, with obvious notation,

£2¢(t) = —(/Ot/2+/t:2)(52 4 2s(t — ) + (t — $)2)EL(t — 8)Pap(s) ds
3

(I; + II).
1

J

Here ||I1]|1., < Ch?¢3|jv||1, by straightforward application of Theorem 6.3
and (6.94). We have

L+ 11, = 2/Ot(t — 8)E) (t — 8)sPyp(s) ds.
Combining Theorems 6.3 and 6.11 we have
1B, (#)vnllz.. < CtHIER(E/2)vnlLo < CE 2 |lon]Ly,
and by interpolation between this result and that of Theorem 6.3 we have
I1E;(t = 8) Prollz.. < C(t = )"0 L,
Further,

lo(s)llz. < CR*|lu(s) = < CR*sHlu(s/2)|l, < Ch*s™2|lv]L,,
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where the last inequality follows using the standard fundamental solution for
Cauchy’s problem. Thus

¢
£+ Thalle., < O [ (¢ = 97272 ds ol = Ol
0
Similarly
¢
I3 Lo < Chz/ (t—)'/2s7 2 ds o], < OR?|lv]lL,.
t/2
For IT; we have, with the obvious modification of (6.87),
¢
Lz =1 [ Ei(t—s)s* Pup(s) dslL., < Ch*G|v]|L,.
/2
¢

For I3, finally, we integrate by parts as in (6.88) to obtain
Iy = —(t*/4) B}, (t/2) Pup(t/2)
t)2
_ / (20t — $)E)(t — 5) + (t — 8)2 B} (t — 5)) Pup(s) ds,
0

whence ||I3]|z.. < Ch?(3|jv||L,, by Theorems 6.3 and 6.11, and (6.94). The
proof is now complete. O

The above analysis in the case of piecewise linear finite elements in two
space dimensions is from Schatz, Thomée and Wahlbin [209]. Using similar
techniques in one space dimension and with piecewise polynomials of arbi-
trary degree, an analogue of (6.1) was shown in Thomée and Wahlbin [232]
with the bound including an additional factor of 8,21.

For piecewise polynomials of degree at least 3 and in 1,2, and 3 space
dimensions, Nitsche and Wheeler [186] showed that Fj(t)Pv is an almost
best approximation of E(t)v in the maximum-norm in a space-time domain,
which implies maximum-norm stability in these cases, without a logarithmic
factor, cf. also Nitsche [183] where logarithm-free error estimates were derived
for r > 2 and d arbitrary. For Neumann boundary conditions it was shown
in Schatz, Thomée and Wahlbin [210] that the restrictions in dimension and
degree in the Nitsche-Wheeler result are not needed in this case and also that
the corresponding smoothing estimates hold, so that the relevant bounds are
valid for » > 2, and d > 2, without logarithmic factors. These conclusions
were carried over the Dirichlet boundary conditions in Thomée and Wahlbin
[233].

The alternative approach taken in the latter part of this chapter, building
on the resolvent estimate (6.67) was developed in one dimension in Crouzeix,
Larsson and Thomée [61]; the idea of using resolvent estimates as a basis
for stability analysis had been exploited earlier in one space dimension in
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Wahlbin [241]. The result of Theorem 6.6 was shown in d dimensions in
Bakaev, Thomée and Wahlbin [20].

The assumption that we have used consistently in the above analysis that
the families of triangulations 7; are quasiuniform is not a very desirable
feature, but is required in the proof we have given. As was mentioned in
connection with Lemma 6.1, the stability of the La-projection P, was shown
in Crouzeix and Thomée [59] also for certain classes of nonquasiuniform tri-
angulations. The techniques used in the proof of this generalization is being
applied in Bakaev, Crouzeix and Thomée [19], in which a resolvent estimate

for Ay, is derived, with a logarithmic factor Ei/ 2, for similarly nonquasiuniform
triangulations.

For further maximum-norm error analyses, cf. Dobrowolski [71], [72],
where also nonlinear situations are treated, Rannacher [200], and H. Chen
[50]. For completeness we also quote Wheeler [245], [239] and Bramble,
Schatz, Thomée and Wahlbin [37] where maximum-norm error bounds are
derived from Lo-estimates for the parabolic problem when maximum-norm
estimates are known for the stationary problem, as exemplified in Chapter 1.
We remark that in our nonsmooth data error estimates we have always as-
sumed that P,v is computed exactly; for the effect of numerical quadrature,
see Wahlbin [240]. Finally, we quote the maximum-norm estimates by Fujii
[102] for the lumped mass method which will be discussed in Chapter 13.

General references to semigroups of operators in Banach space are Hille
and Phillips [124], Dunford and Schwartz [82], Yosida [248], and, particularly
with reference to partial differential equations, Pazy [194] and Arendt [5].






7. Single Step Fully Discrete Schemes
for the Homogeneous Equation

In this chapter we consider single step fully discrete methods for the ini-
tial boundary value problem for the homogeneous heat equation, and show
analogues of our previous stability and error estimates in the spatially semi-
discrete case for both smooth and nonsmooth data. Our approach is to first
study the discretization with respect to time of an abstract parabolic equation
in a Hilbert space setting by using rational approximations of the exponential,
which allows the standard Euler and Crank-Nicolson procedures as special
cases, and then to apply the results obtained to the spatially discrete problem
investigated in the preceding chapters. The analysis uses eigenfunction ex-
pansions related to the elliptic operator occurring in the parabolic equation,
which we assume positive definite.

We consider thus the initial boundary value problem for the homogeneous
heat equation,

(7.1) ug=Au in 2, fort >0,

u=0 on 02, fort>0, wu(-,0)=v in £,
where 2 is a bounded domain in R¢ with smooth boundary 9. We assume
as in Chapters 2 and 3 that we are given a family of subspaces Sy of Lo =

L2(£2) and a corresponding family of operators Ty, : Lo — Sy, approximating
T = (—A)~!, with the properties

(i) T is selfadjoint, positive semidefinite on Lo, and positive definite on Sp,.

(ii) There is a positive integer v > 2 such that

|(Th — T)f < CY||flly—z, for2<s<r feH™2

The spatially semidiscrete problem is then to find uy : [0,00) — S} such
that

(7.2) upy = Apup, for t >0, with up(0) = vp,

where 4y, = —Th_1 : Sy, — Sy, is the discrete Laplacian. As earlier this prob-
lem may be thought of as a homogeneous linear system of ordinary differential
equations. To define a fully discrete method we now want to discretize this
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system with respect to the time variable. For this purpose we introduce a time
step k and look for approximations U} in Sy, of u”™ = u(t,,) where ¢, = nk. In
this chapter we will consider single step methods, i.e., methods which define
U,':H in terms of U} only.

In order to make the discussion of the time discretization more clear we
shall first separate it from the spatial discretization, and consider an evolution
problem in a Hilbert space setting. Let thus H be a separable Hilbert space
with norm ||-]|, and assume that A is a linear, selfadjoint, positive definite, not
necessarily bounded operator with a compact inverse, defined in D(A) C H,
and consider the initial value problem

(7.3) u+Au=0 fort>0, withu(0)=nw.

Included as applications are then both the case H = Lo, with A = — A (where
D(A) = H? N H}), and H = S;, (equipped with the Ly inner product), with
A= —A,,D(A) = S},. We shall normally think of H as a real Hilbert space
in this chapter, but extensions to the complex case are obvious.

Since A™! is compact, A has eigenvalues {)\j}é\’:l and a corresponding
basis of orthonormal eigenfunctions {¢; §V:1 (with N < o0), and we may
write the solution operator of (7.3) as

N
(7.4) u(t) = (o = 3 e M, )¢5

Jj=1

For an arbitrary function g(\), defined on the spectrum o(A4) = {}; }évzl
of A, we set

N
(7.5) g(Aw = Zg()\j)(v, ©;)p;, forveH,

j=1

which is consistent with the standard eigenfunction expansion of Aw, say.
Note that by Parseval’s relation we have for the operator norm of g(A)

(7.6) lg(A)|| = sup|g(A;)| = sup [g(N)].
J AET(A)

As we have indicated already in Chapter 1, we may view the solution
operator E(t) of (7.3) as represented in (7.4) as the exponential e~*4, and it
then becomes natural to define a single step discrete method by approxima-
tion of u(t,+1) = E(k)u(t,), using a rational function r(\) approximating
e, so that U™ is defined for n > 0 recursively by

(7.7) Ut = B, U™ forn >0, where Ey =r(kA), with U =,

where the rational function 7()) is defined on o(kA).
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To define the accuracy of this method we consider the scalar problem
(7.8) v +au=0 fort>0, withu(0)=1.

The corresponding discrete solution is then defined by U™*! = r(ka)U™, and
we say that the scheme (7.7) is accurate of order ¢ if the exact solution of
(7.8) satisfies this relation with an error of order O(k9™!). Since the exact
solution is u(t) = e~ this may be expressed as r(ka) = e ¥% + O(k9*!), or

(7.9) r(A) =e M+ 0N, as A — 0.

In addition to accuracy conditions, r(A) will be assumed to satisfy certain
boundedness conditions on the positive real axis.
Using the spectral representation (7.5) it follows that

U" = Ejv= Zr(k’)\j)"(v, ©;)p;
j=1
We say that the operator Ej, defined in (7.7) is stable in H if
IER] < C, forn>1.

By (7.6) this is equivalent to |r(kA)"| < C for n > 1 and X € o(A), and this
in turn holds if and only if

(7.10) sup [r(V)] < 1
Aeo(kA)

in this case Parseval’s relation immediately shows that

N
U2 <Y 1w, 05) 7 = o).
j=1

Condition (7.10) will be satisfied by the schemes studied below.

We illustrate our definitions by two familiar examples of time stepping
schemes for the approximate solution of (7.1). In these we apply methods of
the form (7.7) to the semidiscrete problem (7.2), with H = S; C H} and
A = A, = — Ay, defined by the standard Galerkin method, so that

(7.11) —(AnY,x) = (V¥, VX), Vo, x € Sh.
Our two examples are then provided by the backward Euler scheme
(7.12) (U1 X) + k(YU VX) = (UR,X), - Yx € Sp, n >0,

and the Crank-Nicolson scheme
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(7.13) (U, %) + $R(VURT, VX)) = (UR, x) — $k(VUR, V),
for x € Sp,n > 0. Written in operator form, (7.12) may be expressed
(I — kAU =Uy or UM = (I —kAR) MUY,
and similarly, for (7.13),
Ut = (I - 3kA,) 1T + kAU
With A = —Ay, these are both of the form (7.7) with

1 1-—

A
r(A)=—— and r(\)= T

)\’

N|—=

N|—=

respectively. Since in both cases |r(A)| < 1 when A > 0, and thus, in partic-
ular, on o(kA) = o(—kAp), they satisfy condition (7.10).
For the abstract problem (7.3) the corresponding schemes are

U™ = (I+kA)~'U™, and U™ = (I+ 3kA)~'(1 - LkA)U™.
Note that the rational functions r(kA) employed here may also be expressed
using (7.5).

We begin our error analysis for our time stepping scheme (7.7) with an
estimate in the Hilbert space norm in the case that the initial data v are
smooth in the sense that v € D(A?). In our analysis we shall use the spaces
H® = D(A*/?) defined by the norms

N 1/2
[u]s = (A%, 0)1/2 = || A%/ 20| = (Z)\j(v,goj)Q) .

j=1

They are generalizations to the present context of the spaces H 5(£2) intro-
duced in Chapter 3, where H = Lo(f2) and A = —A.

Theorem 7.1 Assume that the discretization scheme is accurate of order q
and stable in H, so that (7.9) and (7.10) hold. Then we have for the solutions
of (7.7) and (7.3)

U™ — u(ty)|| < Ckvl|ag, fort, > 0.

Proof. Introducing the function F},(\) = r(\)"® —e~"* and recalling the def-
inition (7.5), we may write

(7.14) U™ — u(ty) = r(kA)" — e "y = F, (kA)v.

The result of Theorem 7.1 may then be expressed as
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|Fn (kA < Ckvlag, fort, >0,
or, in terms of the operator norm in H,
|A9F, (kA)|| < CkY, fort, > 0.

In view of (7.6) this may be written as |[A\"9F,(\)| < C for A € o(kA), and
this in turn will thus follow from

(7.15) IF,(\)] < CNY, for A € o(kA),

which we will now prove.
By (7.9) we have for Ay small enough that

[r(\) — e < OXITL for 0 < A < \o.
We also find from this that, with Ay possibly further restricted,
(7.16) [r(\)] < e, for 0 <A< )Ny, with0<ec< 1.

Hence, with this Ag,

— 1(r(\) — e nilr n—1-j ,—jX
(7.17) [En(A)] = [(r(A) )j; (A) \

< CnATHlee=DA < OXT for 0 < A < Ag.
By stability we also have
|E, (V)| < Jr(N" |4+ e ™ <2< 0N, for A > Xg, A € a(kA).

Together these estimates show (7.15), and thus complete the proof. a

We now turn to the case that the initial data v are nonsmooth in the
sense that they are only known to belong to H and not to D(A®) for any
s > 0. Our error estimates will then require further properties of the rational
function r(\), and we therefore introduce the following classification of the
discretizations in time. First, the rational function r(\) approximating e~*
will be said to be of type I, II, III, or IV, respectively, if

L |r(N)| <1, for 0< )< a, with a > 0;
I |r(N)| <1, for A>0;
III:  |r(A)| <1, for A>0, and |r(co0)| < 1;
IV: |r())] <1, for A>0, and r(c0) =0.
Note that these conditions are successively more restrictive.

For the purpose of application of our results to the case that the equation
(7.3) represents the spatially discrete problem (7.2) and thus A = A is a
bounded operator depending on the parameter h, we classify schemes of types
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I and II further by saying that the scheme is of type I’ or IT', respectively, if,
with A\p.x denoting the largest eigenvalue of A,

I':  r(X)is of type I, and kApax < g, for some ap with 0 < ap < a,
Ir':  r(A) is of type II, and kApax < o, for some oy with 0 < a1 < 0.

A scheme of type II, IIT or IV will thus simply be one for which r()) is of
type II, IIT or IV, respectively, with no restrictions on the relation between
k and A\pax.

We note in connection with schemes of types I’ and I’ satisfying (7.9) for
some g > 1 that, setting Ao = agp and a1, respectively, we have |r(\)] < 1
for 0 < A < A, and hence (7.16) holds. In particular, since kA < Ag for
A € a(A), we have |r(\)| < e~ for A € o(kA), with 0 < ¢ < 1. This fact
will be used repeatedly in the proofs below.

We shall briefly present some examples of schemes associated with our
four classes of rational functions I, II, ITI, and IV.

Examples of schemes based on rational functions of types I, II, and IV
are provided by the above diagonal, diagonal, and below diagonal entries of
the Padé table for e=*, respectively. In fact, the general entry in this Padé
table is given by

Ny ()
7.18 ru(A) = =222 where
( ) 122 ( ) duy()\)
v (v —g ~ (uv—i
""”(A)_jzo Gt Y JZ PRI

By the definition of the Padé approximant of e~* as the rational function
for which as many as possible of the coefficients in the Taylor series around
X\ = 0 agree with those of e™*, we have

(7.19) (A = e O as A — 0,

so that 7,,()\) approximates e=* to order ¢ = p + v. It is well known, and
obvious from (7.18), that r,,, (\) is of type II for u = v and type IV for pn > v,
and clearly, by (7.19), 7., (\) is of type I for p < v.

In particular, ro1(A\) = 1 — A, which gives the forward Euler scheme
Utl = (I — kA)U™. When A = — A, this may be written

(7.20) (U x) = (U x) = k(YU VX), VX € Sh.

This rational function is of type I with a = 2. If, for instance, the inverse
assumption (1.12) holds, then

v 2
e — s 19

< H0h72
xesn IIXI1? ’
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and hence (7.20) defines a type I’ scheme under the condition k/h? < ag/ko,
with ag < 2.

The subdiagonal and diagonal Padé approximants with linear denomina-

tors are
1 1-— )\/2

=— d A) = .

oy and ) 1+)/2
They correspond to the backward Euler and Crank-Nicolson schemes dis-
cussed earlier and are of types IV and II, respectively.

As an example of a scheme of type IIT with r(c0) # 0, we consider the so
called Calahan scheme defined by

A V3 A2 1

7.21 N =1-——— - Yo ith b= = (14 *-).
@2 Ton 6 ey Mithb =30+
To see that this r(\) is of type III, we note that, since r(\) is a decreasing
function on (0, 00), it suffices to show that r(co) > —1. But this holds because

7“10()\)

V3

r(oo)=1—1—§l:1—\/§>—1.

A simple calculation shows that 7(A) —e™ = O(\?) as A — 0, so that the
scheme is accurate of order ¢ = 3. One advantage with this scheme is that
the denominator is the square of a linear function. In this case the equation
which has to be solved at each time step is of the form (I + bkA)?U = W,
and this may be done in two steps, each of the same form (I +bkA)X =Y.
In the finite dimensional case, when A is positive definite this means that
the two systems have the same real-valued positive definite matrix. This is
in contrast to, e.g., the method defined by the Padé approximant ros(\), for
which the quadratic denominator has two complex conjugate zeros and thus
requires complex arithmetic.

We are now ready for the following nonsmooth data error estimate:

Theorem 7.2 Assume that the discretization scheme is accurate of order q
and of type I', IT', or III. Then we have, for the solutions of (7.7) and
(7.3),

U™ —u(ty)|| < CkIt, o], fort, > 0.
In case I11 the constant C is independent of A, and in cases I' and II' it
depends only on the parameters agy and oy, respectively.

Proof. With the notation of the proof of Theorem 7.1 we need to show that,
in operator norm, ||F,(kA)|| < Ck%t, 9 for t, > 0, i.e., that

(7.22) |Fn(N)] < Ck%t 9=Cn™% for A € o(kA), n>1.

Recall that for schemes of type I’ and II', (7.16) holds with A\g = «ag and
a, respectively, and note that for schemes of type III, (7.16) is valid for any
Ao > 0. Hence we have, using (7.17),
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|F,(\)] < Cn~9(nA)ilemr < O™, for 0 < X\ < \o.

In cases I’ and II'; this completes the proof of (7.22) since then kApa.x <
Ao. For type III schemes we also need to consider A large. We have, for
A > Ao = 1, say (recall that (7.16) now holds with Ay an arbitrary pos-
itive number), e™™* < e™" < Cn~9. Further, since |[r(co)| < 1 we have
supysq [r(A)| = e7¢, with ¢ > 0, so that supy~q [r(A)"| < e " < Cn~9, and
hence sup,~; |F,,(\)| < Cn~9. This completes the proof. O

In the same way as in the spatially semidiscrete case, cf. Theorem 3.5,
one may formulate a general result which expresses the relation between the
regularity of data, the order of convergence, and the singularity of the error
bound, and which includes both the smooth data and the nonsmooth data
error estimates of Theorems 7.1 and 7.2.

Theorem 7.3 Under the assumptions of Theorem 7.2 we have
|U™ = u(ty)|| < CE't; |y, forve H*, 0<s<1<q.

Proof. We note that since F,, () is bounded on o(kA), (7.15) and (7.22) hold
with g replaced by [. Hence

IFA)| < M) 1=/t = oxsn=0=%) for X € o(kA), n > 1,

from which the result follows as above. a

Although Theorem 7.2 does not cover schemes of type II without restric-
tions on Apax, it was discovered by Luskin and Rannacher [166] that a way
of securing the estimate of Theorem 7.2 in the case of the diagonal Padé
schemes is to start with a few steps of a corresponding subdiagonal scheme.
We shall demonstrate this for the Crank-Nicolson scheme, starting with two
steps of the backward Euler scheme, thus defining U™ by

Ut = (KA)U™,  with ri(\) = 1_7;/; for n > 2,
(7.23) 71L /
U = ro(kKA)U™,  with ro(\) = = oL U = .

We then have the following result:
Theorem 7.4 We have, for the solutions of (7.23) and (7.3),

|U™ —u(ty)|| < C’th;QHUH, fort, > 0.

Proof. In the same way as in the proof of Theorem 7.2 it suffices to show (for
n =1 the estimate stated is obvious)

IFu(N)] = [ro(A)2r(\)" 2 —e ™ <Cn~2, for A>0, n>2,

and since both terms in Fy(\) are bounded, we may consider n > 2.
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For large A\, A > \q, say, we have, with ¢ suitable,

1-2/\
=212 < e/,
Ir1(A)] T52/) = ¢

Hence, for these A,

‘7‘0()\)2 ,rl()\)n72| < O)\72efc(n72)/)\
< C(n—2)"%((n —2)/A)2e =2/* < cp~2,

It follows that
|F,(\)] < Cn~24e 2" < Cn~2, for A> A
To consider A < g, we write
By the argument of the proof of Theorem 7.2 we have, for A < Ay,
)2 —e (DA < C(n—2)72 < COn 72,
and |ro(\)? — e72}| < C\2, so that
|E,(\)] <Cn~2 40N ™ < Cn2, for A< Ao.

Together these estimates complete the proof.

Fa(3) =ro(A)?(r()" 2 = e + (rg(A)? — e e 72,
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Since the error bound in Theorem 7.2 is large for small ¢ it appears natural
to try to obtain a more uniform error bound by taking smaller time steps
in the beginning of the computation. We shall analyze such a procedure for
the backward Euler method. The method was briefly discussed in Chapter 1,

using the energy method.

Let thus 0 = ¢y < t; < --- < t, < --- be a partition of the positive
time axis and set J,, = (tp—1,t,) and k, = t,, — t,,—1. We shall consider the

approximation U™ of the solution of (7.3) at ¢t = t,, defined by

(7.24) O U™+ AU™ =0 forn>1, with U° =,

where 0,,U" = (U™ — U"1)/k,,. We begin with the following error estimate:

Theorem 7.5 We have, for the solutions of (7.24) and (7.3),

10 — u(t)] < ij/ luwll dt,  for t, > 0.
j=1 I
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Proof. The solution may be represented as

U™ =E, U™, forn>1, with B, = (I +kA)~', U°=nv,
or, in concise form,

U" = FE,v, where E,;=Fy FEy _, ---E, forj<n.

The error n* = U™ — u™ then satisfies
(7.25) O™ + An™ = W" i= —0pu™ — Au™ = u}} — O u".
Hence, we have
(7.26) 0" = Ep,n" "+ knBp,w",

or, by repeated application, since n° = 0,
(7.27) Nt = kB, w’, forn>1.
j=1
As before, ||Ei| < 1, so that |E, ;|| <1, and thus
Il < > Kyl
j=1
Since, cf. (1.52),

= ue(t;) — Byt < / s d,

the proof is complete.

O

We shall now present an alternative error bound to that in Theorem 7.5,
in which the sum over j is replaced by a maximum and where only the first
order derivative of u with respect to time enters. We shall return in Chapter
12 to error estimates of this type for fully discrete methods, obtained by
discretization in time of the spatially discrete problem, and applicable also

to the inhomogeneous equation.
Theorem 7.6 We have, for the solutions of (7.24) and (7.3),

ln

U™ — u(t,)| < (14 log )max/ lut|| dt,  fort, > 0.
kn” i<n J;
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Proof. We write (7.27) in the form

nn = Z ijEn,j A_le.

j=1
Our result will follow from
" t
(7.28) > KlAE, || < 1+log -
j=1
and
(7.29) ||A_1wj\| < ||lut | dt.

Jj

To show (7.28), we note that, by spectral representation,

AE, || < A < 1 1
n max < = .
I 0 (L4koA) - (L4+kA) — kj+-+ky  tn—tj
Hence
t
ZkHAE ,J||<Z —1+logﬁ7

which shows (7.28). We have from (7.25)
:——/ wdt — Aul = A (k—/ udt—uj)
—A—/ ) —u(ty))dt = —/ /ut ) ds dt,

from which (7.29) follows at once. The proof is now complete.
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Since, for most practical choices of the time steps, the logarithmic factor
is of moderate size, one may use the result of Theorem 7.6, provided the
behavior of u; is known, to bound the error essentially uniformly in time by
choosing the k; such that [ 7, lug | dt is kept uniformly small. This may be

accomplished by choosing k; such that kjmax, [Ju] is kept uniformly small.
For example, assume that v € D(Al/ 2). Then the standard spectral argu-

ment, cf. Lemma 3.2, shows
lue(t)]| < CE 2| AV0l| = Cot =12,

and hence
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2C0k1"%, for j =1,
e[ dt < —1/2 .
J;j C()k‘jtj;l , for 7> 1.

With 4 a small positive number, this suggests choosing ki = §2/(2Cp)? and
kj = 5t;£21/00 for j > 1, for then ij lut]| dt < 6 for j > 1, and since we

easily find ¢, /k, <1+ 005_1151/2 the error will therefore then be bounded

n—1»

by (1 + log(1 + Cod~'t/?)) for t,, < t.

We now return to the spatially semidiscrete problem (7.2), which we now
write as
upt + Apup, =0, fort >0, with up(0) = vy,

with 4, = —A), = Th_1 : S — Sy, where Ty, satisfies assumptions (i) and
(ii). We consider fully discrete schemes defined by application of our above
time stepping procedure (7.7) to this semidiscrete equation. This defines the
fully discrete approximation U™ € Sy, of u(t,) recursively by

(7.30) Uttt = By, U, forn >0, where By, = r(kAy), U® =y,

Assuming that 7(A) = ao [[;(A + 8;)/[;(A +;), the recursion formula
in (7.30) may be written

[1kAL +7)U" ™ = ag [ [ (kAW + 8;)U™.

J J

Hence, in order to determine U™1! from U™ one needs to solve a sequence of
9 h h q
equations of the form

(7.31) (@ = kBANW = (v — k6 An)V,

for W, with V' given. Note that even when the rational function () has real
coefficients, the 3; and +v;, and hence also the «, 3,7, and the V and W,
may be complex-valued (A1 may be thought of as being defined for complex
¥ by linearity).

For example, consider the standard Galerkin method, so that Sy, C H{ (£2)
and T}, is defined by (3.10). In this case (7.31) can be expressed as

a(W,x) + BE(VW,Vx) = ~v(V,x) + 0k(VV,Vx), Vx € Sh.

If {sﬁj};v:hl is a basis for S, and B = ((@;,P%)) and A = ((VP;,VPy)) are
the corresponding mass and stiffness matrices, and if £ and n denote the
vectors of coefficients of V' and W with respect to {&; };y:hl, then the latter
equation may also be written in matrix form as (aB + A)n = (7B + dA)E.
The backward Euler method (7.12) and the Crank-Nicolson method (7.13)
are both of this form.

In the case of Nitsche’s method discussed in Chapter 2, A;, is defined on

Sp,, which is now a subset of H!(2), by
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(Ahwyx) = N’Y(¢7X>v W%X S Sha

and the backward Euler method, e.g., takes the form
U ) + RN, (U x) = (U™, x), VX € Shy, n 2 0.
As our first error estimate in the fully discrete case we now show the
following nonsmooth data result, where the norm is again that in L.

Theorem 7.7 Let the time discretization scheme be accurate of order q and
of type I' | IT', or I11, and assume that (i) and (ii) hold, and that vy, = Pyv.
Then we have for the error in the fully discrete scheme (7.30)

U — ultn)|| < C(R"t,72 + K9t )|, for t, = nk > 0.
Proof. By Theorem 7.2, applied to the semidiscrete equation (7.2), we have
NUE — up(tn)|| < Ck% | Pro|| < Ck% v, fort, > 0.
Further, by Theorem 3.2,
lun(t) — u(t)|| < ChTt™"/?||v||, for t > 0.

The result stated now follows by the triangle inequality. a

We shall now turn to error estimates which hold uniformly down to ¢ = 0.
In this case, in order to obtain optimal order results, smoothness has to be
required from the initial data. To express this we shall again use the spaces
H® = H*(£2) with norms |-|, introduced in Chapter 3, consisting of functions
win H*(2) with AJu = 0 on 92 for j < s/2. We recall from Theorem 7.1
that, without spatial discretization and with A = —A, the requirement when
the scheme is accurate of order ¢ and stable in Ly for a O(k?) error bound is
that the initial data v are in H24.

Our result in the smooth data case is then the following:

Theorem 7.8 Let the time discretization scheme be of type I' or II, and
assume that (i) and (ii) hold, that v € H™(20(0) and that |Jvy, — v|| <
Ch™|v|,. Then we have for the error in the fully discrete scheme (7.30)

1UR = u(tn)| < C(A" [0l + k|v]2q),  for tn > 0.

We recall that for the semidiscrete problem (7.2), the energy method was
used to show in Theorem 3.1 the error estimate

(7.32) un(t) — u(t)|| < CR"|v|,., fort>0,ve H" ().
A direct application of Theorem 7.1 here gives
U7 —un(tn)| < CET|Afvy]|, for t, >0,

but the bound on the right hand side now depends on h. In order to show
the estimate stated, we shall combine (7.32) with the technique used in the
proof of Theorem 7.2 and with the following easily verified identity.
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Lemma 7.1 We have, with T = I,

J

(7.33) v=" THT —Tp) A v+ T] A%, forve H*(Q).
J

Q

Il
=]

Proof. Since TA = I, the sum is telescoping, which shows the result. O

The following lemma will also be needed, where we again use the notation
F,(\) =r(\)" —e ™A

Lemma 7.2 Let the discretization be of type I' or II. Then
| Fo (KAL) P T = || F (kAR PuT} || s, < Ok, for 0<j<gq,n>0.
Proof. We have (note P,TY = T,z = (=Ay)77 for j >0, and T}, = T}, Pp)

IFa (kAR PATII < K sup  [NTF, (V)|
Ao (kAp)

and hence it suffices to show that [A=7F,,(\)| < C for A € o(kAy). As in the
proof of Theorem 7.2, let A\g be a positive number such that |r(A)] < 1 for
0 < A < Ag. Then, by our assumptions, we have for such A,

[r(\) —e | < ONF 0<j<q, and|r(\)] <e ™, with0<c< 1.

Hence, for A < A,

|
—

INTIFE, (N = A (r(\) —e™ ) r(A)" e < Cnde™ ™ < C.
1

I
=]

For schemes of type I’ this completes the proof. For r()) of type II, the
desired inequality follows trivially for A > Ag. O

Proof of Theorem 7.8. We first note that by the stability of the completely
discrete scheme, it is no restriction of generality to assume that v, = Ppv.
For, by our assumptions,

| Exn (vn — Pro)|| < llon — o[l + | Pro — vf| < CR"|v],..
Assuming thus v, = Ppv we may write U™ — up(t,) = F,,(kAp)Prv. We now

note that if we set
=Y (0,01
kN <1

where ¢ and A; are the eigenfunctions and eigenvalues of the differential
operator A, with vanishing boundary values, then v, € H*({2) for each s > 0.
Further, by the definition of the norm in H*(£2), we find easily
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(7.34) [0 — vl < K7|v]2q,
(7.35) [Vk|2g < |v]2g,
(7.36) |Vklrso; < k7|0, forj=0,...,q—1.

Applying now the identity (7.33) to vy and setting for brevity F, =
F, (kAp)Pr, we may write

q—1
Fovp =Y F,THT = Ty) Aoy + F, T Ay

j=0

Here, by Lemma 7.2 and (7.35),
| Fn Tl A% || < CkY| A%y = CkYvg|2q < Ckv|agq.
Further, using also property (ii) of T}, and (7.36), we obtain
|FuT} (T — Tp) A7 || < ORI (T — Th) A7+ |
< CK B || AT |2 < CK R |vg|pg2; < CR"|v],, for0<j <gq-—1.

Together these estimates imply

[Envk | < C(R" vl + kv]2q)-
Since obviously, by stability and (7.34),

[1En(v = v) || < 2[lv = vi || < Ok v]aq,
we conclude that
1UR — un(tn) |l = [|Fnvll < C(R" [0l 4 Ev]2q).

In view of the estimate (7.32) for the semidiscrete problem this completes
the proof. 0

So far we have never had reason to use the property of a scheme to be of
type IV. We shall close this chapter by proving, for later use, a smoothing
property of time discretization schemes, including such schemes of type IV,
which can be thought of as a discrete analogue of the property defining an
analytic semigroup (cf. Lemma 3.2). We formulate this result in the Hilbert
space framework.

Lemma 7.3 Let A be a positive definite operator in a Hilbert space H as in
the beginning of this chapter, and let the discretization scheme (7.7) for the
ingtial value problem (7.3) be accurate of order ¢ > 1 and of type I’ II’, or
IV. Then, for each j > 0,

| A7 Efo|| < Ct2||oll,  for tn > 15, v € H.
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Proof. We have by (7.6) that [[A7E}|| = supyc,(a) [N 7(kX)"|. Considering
first schemes of types I’ and I’ we recall from above that in these cases
[r(kX)| < e~k for X € o(A), with 0 < ¢ < 1. Therefore, since t,, = nk,

IMr(kA)"| < Mem A < Ct-9 for A € o(A),

which proves the desired estimate, in fact for ¢, > 0.
For rational functions of type IV we shall show below that

1
1+cA

(7.37) Ir(\)] < , for A>0, withc> 0.

Assuming this we have now

|4V BR ) < K9 sup | M) < K sup
Ml < k77 su r(A)* < k77 sup ——m—.
M= ,\2% - /\2% (14N

For 0 < A <1, say, we have

J . .
(1_:\0)\)” S AjeiclnA S C'rli‘], with c1 > O,

whereas, for A > 1 and n > j,

N Aoy 1 »
< - < J,
AteN = (e Gxons ="

Together these inequalities complete the proof.

It remains to show (7.37). For A < Ao, with Ag sufficiently small, this
is clear from (7.16). On the other hand, since r(c0) = 0, the degree of the
numerator of r(\) is less than that of its denominator. Hence for ¢ > 0
sufficiently small, we have limy_, o [(14+cA\)r(\)] < 1, so that, for some A\; > 0,
we have (1+c)\)|r(A\)| < 1, for A > ;. Finally, since |r(\)| < 1 for A > 0, we
may choose ¢ > 0 so small that (1 4+ cA)[r(A)] <1, for A\g < A < Ay. This
completes the proof. a

The presentation in this chapter originates in Baker, Bramble, and
Thomée [21] where fully discrete schemes were considered directly without
first stydying the abstract time dependent differential equation. For more in-
formation about rational approximations of e=* of the types discussed here
and suitable for the solution of stiff ordinary differential equations, see, e.g.,
Hairer and Wanner [113].

The results above generalize directly to parabolic equations of the form
us + Au = 0 where the elliptic operator A is selfadjoint, positive definite, and
time independent. Nonselfadjoint operators have been analyzed in LeRoux
[152], [153], where both smooth and nonsmooth data are considered, using
the Dunford-Taylor spectral representation; in [152] the operator is allowed
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to depend on t. For such methods, see also Suzuki [222], Fujita and Suzuki
[104] and references therein; our next chapter is devoted to this approach.
The case of time-dependent operators has also been studied by energy argu-
ments in, e.g., Huang and Thomée [127], Luskin and Rannacher [166], [167],
Sammon [206] and Karakashian [133]. In the selfadjoint time dependent case
a combination of spectral and energy arguments has been used in Bramble
and Sammon [35].

Conditions II-IV for the rational function are related to the concept of

A(0)-stability which we will return to in the next chapter as a special case of
A(0)-stability.






8. Single Step Fully Discrete Schemes
for the Inhomogeneous Equation

In this chapter we shall continue our study of single step fully discrete meth-
ods and turn now to the approximation of the inhomogeneous heat equation.
Following the approach of Chapter 7 we shall first consider discretization
in time of an ordinary differential equation in a Hilbert space setting, and
then apply our results to the spatially discrete equation. In view of the work
in Chapter 7 for the homogeneous equation with given initial data, we now
restrict ourselves to the case that the initial data vanish.

We consider thus first the abstract initial value problem
(8.1) w+Au=f, fort>0, withu(0)=0,

in a Hilbert space H, where A is a linear, selfadjoint, positive definite, not
necessarily bounded operator with a compact inverse T, defined on D(A) C
H. As before, we could have H = Ly(f2) and A = —A, or H = S;, and
A=Ay =-Ay.

Generalizing from the case of the homogeneous equation, we consider now
a time stepping scheme of the form

U = ByU™ + k(Qrf)(t,), forn >0, with U%=0,

(8.2) where Exv = r(kA)v, Qrf(t) = ipi(k:A)f(t + k).
i=1

Here, with k the time step and t, = nk, r(A) and {p;(A)}, are rational
functions which are bounded on the spectrum of kA, uniformly in %k, and
{m}, are distinct real numbers, which for simplicity we assume in [0, 1].
We shall begin by discussing the accuracy of this discretization. For this
purpose we consider the simple scalar ordinary differential equation problem

(8.3) u +au=f, fort>0, withu(0)=0,

where a > 0, and its discrete analogue which now reduces to

(8.4) U™ = r(ka)U™ + k:Zpi(ka)f(tn +1ik), forn>0, U’=0.

i=1
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We shall say that the time discretization scheme (8.2) is accurate of order g if
the solution of (8.3) satisfies (8.4) with an error which is O(k97), as k — 0,
for any choice of a and f. We have the following;:

Lemma 8.1 The time discretization scheme (8.2) is accurate of order q if
and only if

() rA) =e M+ 0N, as A — 0,

and, for 0 <[ <gq,

(i3 ZTZ‘lpi()\) = 7”1 Z ]! +O AT as A — 0,

j=0

or, equivalently,
m 1

(i" Z’Tilpi()\) = / sle™ =945 + O(XT7Y),  as A — 0.
— 0

Proof. We begin by showing the necessity of (j) and (jj), (jj’). The exact
solution of (8.3) satisfies

1
u(tns1) = e ult,) + k:/ e ka1=9) £ (1, + sk)ds.
0
Choosing f = 0 we have, if the scheme is of order ¢,
U(tn1) = e Fu(t,) = r(ka)u(t,) + Ok, ask — 0,

or r(ka) = e % + O(k?*!) as k — 0, for each a > 0, showing (j).
It remains to show that (jj) and (JJ ) follow from

1 m
/ eI f(t, + sk)ds = 3 puka) [ (b, + 7ik) + O(k7), as k — 0.
0 =1

Developing f(t,, +7;k) in a Taylor series around t,, we find, since f(!)(t,), | =
0,...,q, as well as ka, are arbitrary,

1 m
/ slemkal=9) g — erpi(k‘a) + Ok, ask —0,
0 i=1

which yields (jj). Since an elementary calculation shows that

1
117/ sloA1-5) gg
- JO

we find that (jj) and (jj’) are equivalent.
The sufficiency of the conditions follows by reversing the above arguments.
O

j=l+1
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From a computational point of view it would be convenient to choose the
rational functions p;(\) such that their denominators are all the same as that
of r(A), for, if with n(\),n;(\), and d()\) polynomials, we have

r(A) = ()\) and pi(A) = ZZ((/\)\)), fori=1,...,m,

then the scheme (8.2) may be written simply as
AU = n(kA)U" + kY ni(kA) f(tn + 7ik).
i=1
One way of achieving this, as well as the conditions of Lemma 8.1, is to first

choose 7(A) such that (j) holds, then to select {7}, as m = ¢ dlstmct real
numbers in [0, 1], and finally to solve the system

q !
(8.5) > rlpi(y) = 7“1 Z =0,...,q—1,
i=1 =0
for {p;(\)}L_,. Since the matrix of the coefficients on the left is of Vander-

monde’s type and thus nonsingular, this results in rational functions p;()\)
which are linear combinations of those on the right hand side of (8.5). In
particular, the only singularities of the right hand sides of (8.5), and hence of
the p;(\), are those of (), and the p; () thus have the same denominators
as r(A). If (\) is bounded for large A, then the right hand sides of (8.5) are
small for large A, and hence the numerator of p;(\) is of lower degree than
its denominator. Note that the condition (j) together with (8.5) implies that
(jj) holds. This is evident for 0 <! < g — 1, and for [ = ¢ condition (jj) reads

w0 S0l 5

Jj=q+1

(1)=0(1), asA—0.

Since by (j) each right hand side in (8.5) is bounded for small )\, this also
holds for the p;(A), which shows (8.6).

Choosing g =m =2, 71 =0, 75 = 1, r(A) = (1 — 3A)/(1 + $)), this
procedure gives the Crank-Nicolson type scheme

(8.7) (I + kAU = (I = kAU" + 5(f (tnsr) + f(tn)),

For certain schemes, the number m of quadrature points could be less
than ¢q. An example of this is provided by the Crank-Nicolson scheme

(8.8) (I+ kAU = (I = SkAU™ + kf(tn + Lk),

for which ¢ =2, m =1, 7 = 3, 7(A) = (1 — 2))/(1 + 1)), The relations (j)
and (jj) here reduce to
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1
1-1x

- 3
=e "+ 0(\),
1+ 35X
and
1 _
1+l)\ :_7(6 >\_1)+O()‘2)’
2
1 1 -
2
1 1 2 —A 142
2

respectively, as A — 0.

A frequently employed family of schemes which fits into our framework is
the Runge-Kutta methods. For the linear equation (8.1) such a method takes
the form

m
yntt = pyn + k Z bj(—AUnj + f(tn + Tjk‘)),
j=1
where the intermediate U,,; are determined from the linear system

Uni = U+ kY gij(— AU + f(tn + 75k)), i =1,...,m.

j=1

Here the quadrature points 7; are distinct numbers in [0, 1] and the coeffi-
cients g;; and b; are associated with the quadrature formulas

1 m T m
(8.9) / @dtszjga(Tj), / @dt%Zgi]«p(Tj), i=1,...,m.
0 = 0 =

The method is implicit unless the matrix G = (g;;) is strictly lower trian-
gular. We shall assume that G has no eigenvalues in (—o0, 0], so that, in
particular the method is implicit and o(\) = (I + A\G)~! exists for A > 0.
After elimination of the U,,;,7 = 1,...,m, these equations take the form (8.2)
where

(8.10)  (p1(A),-  pm(N) = (b1, bm)a(N), T(A) =1=X> bip;(N).
j=1

It is known that such a method is accurate of order ¢ if the quadrature for-
mulas in (8.9) are exact for polynomials of degree ¢g—1 and g — 2, respectively.

We shall return to a discussion of the choice of the discretization scheme
later in this chapter.

Our purpose is now to analyze the error in the fully discrete method (8.2)
for the inhomogeneous abstract equation (8.1).
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We shall assume that Ej, is stable in H, so that |r(A)] <1 for A € o(kA)
cf. (7.10); this condition is satisfied for all operators Ej (or discretization
schemes for the corresponding homogeneous equation) of types I and II of
our previous classification.

In our first result we shall prove that if the scheme is accurate of or-
der ¢, then the error in the time discretization of (8.1) is O(k?), pro-
vided certain assumptions on the data are satisfied. We employ again the
spaces H® = D(AS/ 2) introduced in Chapter 7 and the corresponding norm
[v|s = (A%v,v)1/2 = ||A%/2v]||. We shall often use the notation f() for (d/dt) f
in the sequel.

Theorem 8.1 Assume that the time discretization scheme in (8.2) is accu-
rate of order q and that Ey is of type I' or I1. Then, if fO(t) € H*2 for
I < q, when t >0, we have for the solutions of (8.2) and (8.1), when t, >0,

tn
(811) 0"~ uta)] < Ok, Zsup|f< ag-art [ 150 ds).
0

Proof. We have at once from (8.2) that

n—1
U =kY B 7Quf(t))

§=0
Setting as usual E(t) = e~*4 we may write for the solution of (8.1)
tn n—1
ultn) = | Blta —$)f(s)ds =k Y Etn-1-;)Ixf(t;),
0 .
7=0

1
where I g(t) = / E(k — sk)g(t + sk) ds.

0

With this notation, the error e™ = U™ — u(t,,) may be represented as

"=k > (B TIQuf(ty) = Eltn1-)Tkf(t;))
=0
n—1
(8.12) =k (By7 = E(tn1-)) Ik f(t;)
=0
+k Enl](@k—fk)f( tj) = el +e3.
7=0

Using Theorem 7.3 to bound the error operator for the homogeneous
equation we have, since E(k — sk) commutes with E}} — E(t,,),
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||e1\|<k2 / NER = Btaoy ) f(t, + sk)]| ds
(8.13)

n—1

tn
<oy / £+ sb)lag s = Ch* [ | flagds.
0

which is bounded by the right hand side of (8.11).
In order to estimate ey, we write

1

L) = | E(k—sk)f(t; + sk)ds

75—

1
kl 1
=35 | Bl sy ds O 0) + Rya i),
=0
and
Qkf sz kA +Tz )
=1
1kl m
= 7 Q_ipikA) FO (L) + Ry f (1),
=0 i=1
where

ti+sk -1
ITEN(t; 4 sk — 1)1
q’lf / E — Sk / Wf(q)(T)dT) dS,

t]+7'l . Tk — q—1
Ry f(t; sz kA) / (t +(q ﬁ 1)f) 9D (s)ds.

We conclude thus that

Q
_
e

l

(8.14) (Qr — L) f(t;) = bi(kA) fO(t5) + Ref(t5),

|

o~

l

Il
o

where .
St [ et
i=1

and where R, f = Ry1f + Ry f satisfies
G+1
(3.15) IRy f(t5)]] < Cho? / 1£@) ds.
tj

By (jj’) we have bj(\) = O(X?7}), as A — 0, and hence |b;(A)| < CX~¢ on
o(kA) so that
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(8.16) kb (kA)v| < kT sup (AT (M) AT 0| < Ok |v|ag—a-
A€o (kA)

Together with (8.14) and (8.15) this shows

1@Qr — I f(t; H<0k"2|f“ Vogoat + Cho~1 / 17 ds,

tj

so that
tn
sl = 01 (15 s 1O+ [ 159,
1=0 s<tn 0
The proof of the theorem is now complete. a

We observe that in the above analysis, in order to obtain optimal order
convergence, f(l)(t) was required to belong to H24=2 for ¢ > 0. In the case
A = —A this means, in particular, that in addition to smoothness, f and
its derivatives with respect to time are required to satisfy certain boundary
conditions on 0f2 for ¢ > 0. This is unsatisfactory in that, except at ¢ = 0,
such boundary conditions are not needed to ensure existence and smoothness
of the exact solution of (8.1). In an attempt to reduce these assumptions we
shall first note that if the operator E; = r(kA) has the stronger smoothing
property of schemes of types I', II' and IV (cf. Lemma 7.3), then the above
regularity requirements may be considerably weakened, except in a short
interval preceding the point ¢ at which the error estimate is sought.

Theorem 8.2 Assume that the time discretization scheme in (8.2) is accu-
rate of order q and that Ey, = r(kA) is of type I',II' or IV. Then there is
a C > 0 such that, if 0 < 6 < t, <t and fO(t) € H2472! for | < q and
t, — 0 <t<t, , we have

g—1
jU™ = u(ta) | <R (3 (15D (0
(8.17) 1=0

tn
s O+ 170 ds).
0

tn—6<5<tn

Proof. In order to estimate ™ = U™ —u(t, ), we choose ¢ € C*(R) such that
p(t) =1for t > —§/2, o(t) = 0 for t < —§, and write, with ¢,, the point at
which we want to estimate the error,

f@) = f®)p(t —tn) + F(O) (1 — @t —tn)) = f1(t) + f2(t),

so that f1(t) = 0 for t < ¢, — 6 and fo(t) = 0 for t > ¢, — 6/2. The
solutions of (8.2) and (8.1) are then obtained by linearity from the solutions
corresponding to f; and f;. By the proof of Theorem 8.1 the contribution
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to the error from f; is bounded by the right hand side of (8.11), with f(¢)
replaced by f(t)¢(t — ty), which is bounded by the right hand side of (8.17).

In order to bound the contribution from f5 it suffices then to show (8.17)
in the case that f vanishes for ¢t > ¢,, — 6/2. As in the proof of Theorem 8.1,
we write U™ — u(t,) = e = e} + €5, with e} and e} defined by (8.12). Using
now the nonsmooth data estimate of Theorem 7.2 in (8.13) we obtain, since
tn—1—j > /2 > 0, for all nonvanishing terms of e}, that

n—1 1 tn
el < kS / K9 f(t; + sk)|| ds < Cka / 1] ds.
§=0

For e we have with the above notation

n—1
legll < kD IE; (@ — o) f ()l

j=0
n—1qg—1 ) n—1

<CEY S KB Ih(kA) FO#)] + CR D IR £ (1))
j=0 1=0 j=0

Lemma 7.3 shows that for ¢,_1_; > ¢d > 0 and any p
|l = 1B AT o) < O T o).
Hence, since b;(\) = O(X97!) for small A,
KB ik A)o|| < CR|(kA) ™ Dby (kA)ol| < CR o]l

so that, using also the above estimate (8.15) for R, f(t;), since t,, <,

n—1qg—1 tn
el < Ok S SR FO (1) + Che / 17 ds
=0 1=0 0
q—1 tn
< ek (3 1FO)) + / 1£@)|ds).
=0
This completes the proof. a

Our next purpose is to reduce our assumptions even further on the behav-
ior of fW(t) on 812, for t > 0, by a more careful analysis of the error and by
imposing additional conditions on the time discretization in (8.2). We shall
begin with a slight reformulation of the conditions for accuracy and set

Zsz , forl =0,...,q—1,
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With this notation it follows easily from Lemma 8.1 that (8.2) is accurate of
order ¢ if and only if

(8.18) 1A =0N\TY, as A —0, forl=0,...,q.

Note that v4(A) = O(1) as A — 0 is equivalent with (j). We shall say that
the time discretization scheme (8.2) is strictly accurate of order go, where
q < g if

(8.19) m(A) =0, forl=0,...,q90— 1.

The conditions (8.5) which were used above in the construction of particular
schemes of order ¢ may then be expressed by saying that these schemes
are also strictly accurate of order ¢. In particular, the second order Crank-
Nicolson schemes (8.7) and (8.8) are both strictly accurate of order 2.

In our next result we shall show an error estimate for schemes satisfying
(8.19) and in which no artificial boundary conditions are imposed for ¢ >
0. This time we shall prefer to express our result in terms of the solution
rather than the data, and remark that it is appropriate to assume that u
and its derivatives with respect to time are in H? = D(A) but not in H* for
s > 3; in the application to A = —A this corresponds to saying that « and
its derivatives in time may be assumed to vanish on 92, but that further
boundary conditions are unnatural.

Theorem 8.3 Assume that the scheme (8.2) is both accurate and strictly
accurate of order q and that Ey, = r(kA) is stable in H. Then we have under
the appropriate reqularity assumptions, for t, >0,

tn
JU™ = ulta) | < O (ta sup [u® (5)]2 + / ) ds)
0

s<tn
Proof. The error e” = U™ — u(t,) satisfies
(8.20) "t = Ere" 4+ ¢", forn>0, withe’ =0,

where

" = —u(tns1) + Epultn) + kQr f(tn)

= —u(tns1) + r(kA)u(ty) + k zm:pi(kA) (v + Au)(t, + 7:k).

Taylor expansions with respect to k give

[

q

K =
== ru () + kY pi(kA)

=0 i=1 l

Q

(rik)"

1 (D + AuD)(t,)

(]

i
=]

tn 1
’ Mu(qﬂ)(s) ds

~

Fr(kA)uty) — /

tn q!

m tn+Tik -1
m tn ik - a
+k> pi(kA) / ( +(q7_ 1),5) (w4 A D) (s) ds,

i=1 tn
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or
q l
k
o= — Z l—'hl(kA)u(l)(tn) + RY 4+ RY,
1=0
where we have set
M) =1=1> 77 pi(A) =AY wipi(\), for1<1<q—1,
=1 =1
ho(A) =1=r(X) =AY pi(N),  hpy(\) =1+¢> 71 'pi(N).
=1 i=1

We have at once

tn+1
IR\ + IR < Ck / (D | + [ Au@]]) ds.

tn

A simple calculation shows that, with y_1(\) = 0,
(8.21) hi(A) =lyi—1(A) + Ay(A), forl=0,...,q,

and since the scheme is strictly accurate of order ¢, we have thus that
hi(kA) = 0 for I < g. In the expression for ¢™ it remains only to estimate
the term with | = q. We have hy(\) = —Avy4(A), and hence, since v4(kA) is
bounded,

kg (kAW () ]| < KT |l (RA) Au@|| < R u D (2,)]2.

Altogether, we have thus

tnt1
Il < R sup @ (s)]y + Ok / V]| ds,
t

tn<s<tn41

n

and hence, using the stability of Ej in (8.20),

n—1 tn
el < 3 I/ < €kt sup [u@ )z + [ ule* 0] ds).
, s<t 0
Jj=0 ="
This completes the proof of the theorem. O

If the scheme is accurate of order ¢ we have by (8.21) and (8.18) that
hi(A) = ONT~1) as A — 0, for [ = 0,...,q. However, if it is not strictly
accurate of order ¢ so that h;(\) # 0 for some I < ¢, then this will bring an
additional term to the truncation error ¢" of the form

Kl fl+1

—ﬁhl(kA)u(l)(tn) = _Tﬁl(kA)AuU)(tn), with 2y (A) = hy(A)/A.
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Since Iy(\) = O(A?7!) for small A, we conclude as in (8.16) that if u(") belongs
to the appropriate spaces H?, then

||*hl(kA) ( n)|l < qu+1|u(l)(tn)|2q+2—2l-

After summation the contribution to the total error will still be of the correct
order O(k?) but, as in Theorem 8.1, undesirable boundary conditions will
have been imposed. If these are not satisfied, a reduction of the order of
convergence has to be expected.

In our next result we shall see, however, that if the scheme is strictly
accurate of order ¢ — 1, and an additional condition is satisfied, then an opti-
mal order error estimate holds without any assumption of artificial boundary
conditions.

Theorem 8.4 Assume that the scheme (8.2) is accurate of order q and
strictly accurate of order ¢ — 1, that E = r(kA) is stable in H, and that
K(A) = hg=1(N)/(A(1 = r(X))) is bounded on o(kA), uniformly in k. Then,
under the appropriate regularity assumptions,

10" = u(ta) | <R ( sup [ul=) (s)]:

s<ty

tn
+t,, sup |[ul?(s)]s +/ |uld D) ds), fort, > 0.
0

s<tn

Proof. 1t follows from the above that the contribution to the global error of
the additional term is, with hy—1(X) = hq—1(X)/A,

ZI )qlwmmﬂl<»

=0

By the definition of x(\) we have ﬁq_l(kA) = k(kA)(I — Ey), and hence

n—1
— (g =!8, = kk(kA) Y BRI - Ey) Ault D (t;)
j=0
n—1
= k9 (kA)(Auq Dtno1) = > B~ J/ Aul ds — EP Ault=D (0 ))
Jj=1

We conclude

1Sull < €k ((sup [V (s)]a + by sup [u®(5)]2),
s<tn, s<ty,

which, together with the estimate of Theorem 8.3, shows our claim. a



140 8. Schemes for the Inhomogeneous Equation

It is clear that using the technique of the proof of Theorem 8.2 above, the
regularity assumptions imposed in the latter two theorems may be further
reduced for t < ¢, —4, with § > 0, provided E}, has the appropriate smoothing
properties. We shall not insist on the details.

We shall now return to the discussion of the accuracy conditions for the
time discretization. Recall from Lemma 8.1 and the subsequent discussion
that (8.2) is accurate of order ¢ if and only if (j) holds together with

(822) ’Yl(/\) = ( l+1 Z ]! Zsz )\q l)

7=0
asA—0, fori=0,...,q—1.

For the case that the number m of quadrature points is less than ¢ we shall
give an alternative characterization of a scheme of order ¢ which may be used
to construct such schemes.

Lemma 8.2 Let m < q. Then the time discretization scheme in (8.2) is
accurate of order q if and only if (j) holds together with

(i) ,},l(/\):O()\q—l)7 asA— 0, forl=0,...,m—1,
and, with w(t) = [\, (T — 73),

1
Gij) / w(t)rldr =0, forj=0,...,q—m—1.

0

Proof. We first note that (jjj) is equivalent to the existence of by, ..., b, such
that

1 m
Gii") / p(r)dr = bip(ri), Vo€ I, 1.
0 i=1

In fact, it follows by (jjj) that the integrand in (jjj’) may be replaced by its

Lagrange interpolation polynomial, which shows (jjj’). The converse is trivial.
To show the necessity of (jjj), it thus suffices to show (jjj’) for ¢ = 7, | =

0,...,q — 1. But using the definition of ~;(\), we have by (j) and (jj’') that

(0 l—|—1 ZT}?Z )=0, forl=0,...,q—1,

so that with b; = p;(0),

1
/TldT— Z l, forl=0,...,q—1.
0
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We now turn to the sufficiency of the conditions, and it suffices then to
show that (j), (jj””’) and (jjj) imply

(8.23) A =0\, asA—0, forl=m,...,q—1.

We have by integration by parts and by (j),

l

IR 2SS
7( );') / e ATl g — 7( Z
: 0

j=0

), asA—0,

and hence
1
() =/ —A1=T) ldT—Zsz )+ 0N, as A —0.
0

For w(r) as above we write w(r) = > 7" a;77. Then, since w(7;) = 0, we
obtain by expanding the integral and using (jjj), for I =0,...,¢g —m — 1, as
A— 0,

m 1
Z%’%‘H(A) = / e A=Ay (R)dr + 0N = oA,
=0 0

Since a,,, = 1, we may conclude the proof of (8.23) by successively setting
1=0,1,...,g —m —1 in this formula, and using (jj""’). O

Applying the lemma we may now construct, for any given ¢ and m with
q/2 < m < ¢, a scheme which is accurate of order ¢ and strictly accurate
of order m: We start with a () such that (j) holds (and with the desired
stability properties), then select the distinct numbers {7;}72, C [0, 1] so that
(jij) is satisfied, and finally determine the rational functions {p;(A)}7; from

m l
(8.24) ZTZ-lpi()\) = 7“1 Z
i=1

j=0

=0,...,m—1.

Note that the matrix of this system is nonsingular since the 7; are distinct,
and that the p;(\) will have the same denominators as (). Note also that
the condition ¢ < 2m is necessary for the existence of {7;}7, so that (jjj)
holds; for ¢ = 2m the points are uniquely determined as the Gaussian points
of order m in [0, 1].

For example, let r(\) denote the fourth order diagonal Padé approximant
of e,
— AN

TN _ AL O(N), as A — 0,
T+ LA+ LA (A7), as A=

r(A) =
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so that ¢ = 4. Choose now m =2 and 7 2 = % F %, the Gaussian points of

order 2. The system (8.24) then reduces to
PN +p2 (V) = =x(r(V) = 1),

(3= PN+ G+ ) = B0 =1+,

which results in the scheme
(I+ikA+ LE2A?U = (I - kA + LE2AH U™
3 (1= BRA) £t + (5 = W) + (T + YA F (1o + (3 +0R)).

We have here
= -2 (2 et
A CAV I S s e
V3
TSR I S AR
222776 T Iy L

—1+A—§A2)

1+%8x
T+ 3x+ 5

)

—3G+)

so that the scheme is actually strictly accurate of order 3. Since

_ ) kN,
H(A)—A(lir()\))— T (L4 A+ 1507

_ 73/(\A)(1+%A+%A2):o(1)7 as A — 0,

this function is bounded for A > 0, and thus Theorem 8.4 applies.
With the same (), we may prefer to choose instead the three quadrature

points 11 =0, 72 = %, 73 = 1. We then have

/1w(r)d7=/17(7—;)(T—l)drzo,

0 0

so that (jjj) holds since ¢ — m — 1 = 0. We now solve the system

1 1
A A 3s(A)=—(r(N)—-1)= ——————|
p1(A) + p2(A) + p3(A) )\(7"( )—1) [EESWE e
1 F4+ 5N
Loo(\ AN = —(r(\) =14+ \)= —2 127
2p2( )+p3( ) Ag(r( ) + ) 1+%>\+T12>\27
2 3+ 5A
Lpo(X N =——(r(N) —14+A-1\) = 3 120
P20 +7a(3) =~ () — 1+ A= 31X = i,

to obtain the scheme
(I+3ikA+ L5K2AHU = (I - LkA+ LK A%)UT

+ k(3 — HEA) f(tn) + 2f(tn + 3k) + (3 + HEA) f(tnt1)),
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which is then strictly accurate of order at least 3. Since a simple calculation
shows that
6
73(A) = F(T()\) — 1+ A= 3N+ §X°) — §p2(A) —p3(A) =0,
the scheme is, in fact, strictly accurate of order 4, and Theorem 8.3 applies.

We shall now apply our results to the analysis if fully discrete approxima-
tions of the model parabolic partial differential equation, and consider thus,
with {2 a bounded domain in R? with smooth boundary, the problem

(8.25) u—Au=f in 2, t>0,
u=0 ondf2,t>0, withu(-,0)=0 in {2

Assuming as earlier that we are given a pair of families {S;,} and {T}},
satisfying the properties (i) and (ii) of Chapter 2, and setting A;, = —A;, =
T, 1 on Sy, the fully discrete schemes will be obtained by applying our time
stepping procedures analyzed above to the semidiscrete analogue of (8.25),
ie.,

(826) Up,t + Apup = fr,:= P, f, fort >0, with uh(O) =0,

where P, is the Lo—projection onto S,. Our fully discrete analogue is thus
obtained by replacing A and f by —A;, and Py, f in (8.2) so that

(8.27) UM = Epp Ul + k(QrnPrf)(tn), forn >0, with U’ =0,

where

Eppo = r(kAp)v and  Quaf(t) =Y pi(kAn)Paf(t + 7ik).

i=1

Our purpose now is thus to derive error estimates for (8.27) in Lo which
extend to the present case those obtained above for the abstract problem
(8.2). We begin with a fully discrete version of Theorem 8.1. The spaces
H* = H*(£2) are defined as earlier using A = —A; we note that s may be
negative.

Theorem 8.5 Assume that the time discretization scheme (8.2) is accurate
of order q and that Eyy, is of type I' or II. Let U]’ and u be the solutions of
(8.27) and (8.25), respectively. Then, if f1)(t) € H™x(20-2L(Q) for | < q,
when t > 0, we have, fort, >0,

q—1
U = u(tn)| < Chty > sup [ £ (s)]r_z

1=0 s<tn

(8.28) _ .
08 (003 sup [FOagma + [ 1] ds)
=0 s<tn 0
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Proof. We first bound the error in the spatially semidiscrete solution. Writing
Fp(t) = En(t) Py, — E(t) as in Chapter 3, we have by Theorem 3.1,

tn

[un(tn) — ultn)| < /0 Bt~ $)7(s)]] ds < Chr/o 1f(8)] ds,

which is bounded by the right hand side of (8.28). In order to bound the
remaining part or the error, U™ — uy(t,), we proceed as in the proof of
Theorem 8.1, with A replaced by A;, = —A,,, adding subscripts h to indicate
the dependence on h. In particular, the analogue of (8.12) holds for U™ —
up(tn) =€} = et +egy and fr, = P, f. Applying Theorem 7.8 to the terms
in e}, we obtain then

t”L t’ll
letall < (o [ ifledst v [ kg as)

which is bounded as claimed. For ey ;,, we note that, by (8.14),
q—1 Kl .

(8.29) (Qun — Len)falty) = D~ Frbu(kAR £ (1) + Rofa(ty).
=0

where R, f5(t;) is bounded as in (8.15). For the purpose of dealing with the
term involving b;(kAp), we shall show that since b;(A) = O\ 1) as A — 0,
we have for v € Hmax(20)=2L( ()

(8.30) |kl b (KAL) Pyol| < CRT|v],—ar + Ck|v|og—a:.
Assuming this we have
1B (kAR £ (E)]] < O£ (85) -2t + CRIFO (1) 2.
Hence by (8.29)

q—1
1(Qkn = Trn) Prf ()1 < CR™ Y 1F O (t) |2

=0
a-! i1
ORI £t agmm + ORI [0 s,
1=0 tj

so that

n—1 qg—1
el <CE Y1 Qrn — Tnn) fu(t) | < Chtn > sup |0 (s)],—a
=0

j=0
q—1 tn

00 (023 sup £ agma+ [ 7D ds).
=0 s<tn 0

which completes the proof.
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It remains to show (8.30). Let {¢;}72; and {);}32; be the eigenfunctions
and eigenvalues of A = —A and set vy = kajgl(v,gpj)gﬁj, so that (cf. the
proof of Theorem 7.8)

||U - UkH S Ckg_l‘”qu—Qh |vk|2q—21 S C|U|2q—21a
[V pt2p < Ck P Yol,_g, for0<p<gqg—1-1.
Recalling the identity (7.33), we have

q—1—1
ve =Y TH(T — T) AP oy + T ATy

p=0
Setting now Bj i, = klby(kAR) Py, : Ly(£2) — Sp, we have
| BLenTEv|| = K |[bi(kAR) AP Pyo||

<1 s PO ol < CRPHbll, for0<p< gt
Aeo(kAp)

Hence, in particular,
1BLn T AT o || < CROY AT o | < R olag—an,
and, for 0 <p<qg—-1-1,
| BLn TE(T — Tp) AP o || < CRPTH(T — Ty,) AP oy |
< Ch"kPH o) pyop < CH0]p_ay.

Finally,
1 Brien (v — o) || < CE!Jv — ]| < Ckv|ag—a-

Together these estimates show (8.30). O

We proceed with a fully discrete variant of Theorem 8.3.

Theorem 8.6 Assume that the scheme (8.27) is both accurate and strictly
accurate of order q and that |r(\)| < 1 on o(kAp) so that Eyn, = r(kAp) is
stable in Ly. Then, for the solutions of (8.27) and (8.25), we have, under the
appropriate regularity assumptions, for t, >0,

UK = ultn)ll <CH"tn sUp [|ue(s)]l»
s<t,

t
+ Ck? (tn sup [u'? (s)]s +/ lula D], ds).
0

sSt’VL
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Proof. With the standard decomposition of the error we have for p" =
Rpu(ty,) — u(ty), since u(0) = 0,

"l < CR™u(tn)ll» < Ch"tn sup [lue(s)]lr,

s<ty

and it remains to consider 8" = U™ — Rpu(t,). We note that w, = Rpu
satisfies the semidiscrete equation

wh,t + Apwy = Rpuy + PrAu = Po(f + pt) =: gn,
and introduce the solution of the corresponding fully discrete scheme
Wt = B W™ 4+ k(Qrngn)(tn), forn >0, with W° = 0.

To estimate W™ — wy(t,) we may now use Theorem 8.3 to obtain
tn
W7 = wn (el < €8 (1 sup Al () + [ ds).
s<tn 0

Since Apw, = ApRpu = Py Au, and Rj, = T, A is bounded from HQ(Q) to
Lo, this is bounded as desired.
It remains to consider Z™ = U™ — W", which satisfies

7" = B 7" + k(QunPupe)(t,), for n >0, with Z°=0.

Using the stability of Ex, and the boundedness of Qn, we obtain

n—1

1Z™M) < &> 1(QunPrpe) ()]l < Ch'Ly, sup ([t (5)]]-
=0 s<tp
Together, our estimates show the theorem. a

We close with a fully discrete version of Theorem 8.4.

Theorem 8.7 Assume that the scheme (8.27) is accurate of order q and
strictly accurate or order q — 1, that |r(\)] < 1 on o(kAy) so that Eyp, =
r(kAp) is stable in Lo, and that, in addition, o(X) = hq—1(X)/(A(1 —17(N)))
is bounded on o(kAy), uniformly in k and h. Then, for the solutions of (8.27)
and (8.25), we have, under the appropriate reqularity assumptions, fort, >0,

1UL = u(ta)]| < CR"ty sup [ACHI

tn
+ qu(|u(q—1)(0)|2 + ¢, sup |u(q)(0)|2 +/ |u(q+1)|2 ds).
0

s<tn

Proof. With the notation of the proof of Theorem 8.6, we now use Theo-
rem 8.4 instead of Theorem 8.3 to bound W™ — wy,(t,,), which produces the
additional term

Ck)| Apw'™1(0)|| = Ck9|| P, Aula=1(0)|| < Ck|u9=D(0)],. 0
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A large portion of this chapter is adapted from Brenner, Crouzeix and
Thomée [40]. For work on Runge-Kutta type methods, see also Crouzeix
[563], Lubich and Ostermann [161], [162] and Ostermann and Roche [189]; in
the latter references particular attention is paid to the order of convergence
in cases that the order of strict accuracy is lower than the order of accuracy,
and it is shown that fractional order of convergence can then occur.

Error estimates that are optimal in Lo(HQ) N H'/?(Ly) space-time norms
have been obtained for some simple time stepping methods by Baiocchi and
F. Brezzi [15] in the case of vanishing initial data v and by Tomarelli [235]
for nonvanishing v and the backward Euler method.






9. Single Step Methods and Rational
Approximations of Semigroups

In this chapter we shall again study single step time stepping methods for
a homogeneous parabolic equation in an abstract setting. This time we will
use the semigroup approach and represent the time stepping operator as a
Dunford-Taylor integral in the complex plane, which will allow us to treat
more general elliptic operators than in the previous chapter. For the purpose
of including also application to maximum-norm estimates with respect to a
spatial variable, which will be given at the end of the chapter, the analysis
will take place in a Banach space framework.

We consider thus, as earlier in Chapter 6, an initial value problem of the
form

(9.1) W+ Au=0, fort>0, withu(0)=ouv,

in a complex Banach space B with norm || - ||. We assume again that A is a
closed, densely defined linear operator, such that, for its resolvent set p(A),

(9.2) p(A) D X5 ={2€C;0 <|argz| <m, z#0}U{0}, withd € (0,3m),
and such that its resolvent, R(z; A) = (21 — A) ™1, satisfies, in operator norm,

(9.3) |R(z; A)| < M|z|™t, for z€ X5, with M > 1.

We recall that —A is then the infinitesimal generator of an analytic semi-
group

(9.4) E(t)=e ™= !

=5 : e *"R(z; A)dz, fort>0,

which is the solution operator of (9.1), and where, e.g., I' = {z; |argz| =
¢ € (0,3m)}, with Imz decreasing along I'. It also has the stability and
smoothing property

IE@®)| +t|E'(#)] <K, fort>0,

and, conversely, these properties imply the resolvent estimate (9.3), cf. The-
orem 6.4.
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As in Chapter 7 we shall now discuss discretization in time of the initial
value problem (9.1). Letting k denote the time step and t¢,, = nk, and letting
r(z) be a rational function defined on the spectrum o(kA) of kA, we define
the approximation U™ of u(t,) = E(t,)v by the recursion formula

U™ttt = E,U™, forn>0, where B, =7(kA), with U =v.

We may thus write U™ = EJv.

We shall begin by discussing the stability of the operators E}'. We shall
use the Dunford-Taylor spectral representation of a rational function of the
operator A when this rational function is bounded in a sector in the right
half-plane, as described in the following lemma.

Lemma 9.1 Assume that (9.2) and (9.3) hold and let r(z) be a rational
function which is bounded for |argz| < v, |z| > € > 0, where ¢ € (4, 37),
and for |z| > R. Then, if € > 0 is so small that {z;|z] < e} C p(A), we have

1

r(A) = r(co)I + 7/ r(z2)R(z; A) dz,
27 YeUTRU~yR

where I = {z;|arg 2| = ¢,e < |2| < R}, 7. = {22 = ¢, |argz| <4}, and
v = {z;]2] = R, < |argz| < 7}, and with the closed path of integration
oriented in the negative sense.

Proof. See, e.g., [82], Theorem VII.9.4. In fact, this representation holds with
r(z) replaced by any function f(z) which is analytic in a neighborhood of
{z;|arg z| < 4, |z| > €}, including at z = oo. O

With 0 < 0 < 7/2 we say that the rational function r(z) is A(f)-stable if
(9.5) Ir(z)] <1, for |argz| <4é.

In particular, if this holds with § = 7/2, we say that r(z) is A-stable. If § = 0,
(9.5) reduces to |r(A)| < 1 for A > 0 and implies the stability condition (7.10)
when A is a positive definite selfadjoint operator in a Hilbert space.

As earlier we say that r(z) approximates e~* to order ¢ > 1 if

(9.6) r(z) =e * +0(z17), as z — 0;
if this is true for some ¢ > 1 we say that r(z) is consistent with e™=.

We recall from Chapter 7 that the Padé approximants 7,,(z) defined in
(7.18) are accurate of order u + v. It is known, see, e.g., Hairer and Wanner
[113], that r,,(2) is A-stable if and only if 0 < p — v < 2, and further that
the rational function associated with the Calahan scheme defined by (7.21)
is A-stable. Other examples of A(f)-stable methods, with § < 7/2, may be
found in [113]. We note for later reference that r,,(c0) = 0 if p > v, and
|[rup(o0)| = 1.

We now derive some useful bounds for A(f)—stable rational functions.
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Lemma 9.2 Assume that r(z) is A(0)-stable with 6 > 0 and consistent with
e~ %. Then for arbitrary R > 0 and ¢ € (0,0) there are ¢,C > 0 and e € (0,1)
such that

el for |2 < e
. < , -
(9.7) Ir(2)| < {ec|z|’ for |2| <R, |arg 2| <.

Further, if |r(co)| = 1, there are m,c,C > 0, and w > 1, such that

Clzlfnz >
99 s ez
e~z 7" for |z| > R, |arg z| < 4.

Proof. The first estimate follows at once since r(z) = 14+ O(z) as z — 0 by
(9.6). This assumption also shows

Ir(z)] < e Rz 4 Olz2 <e Pl for |z <e, |argz| <,

since Re z > cos ) |z|. By (9.5) and the maximum-principle we have |r(z)| < 1
for |argz| < 6,z # 0. In particular, |r(z)] < 1 on the compact set {z; & <
|z| < R, |arg z| < ¢}, which implies the second estimate in (9.7) for ¢ suitably
chosen. If |r(c0)| = 1 we may write, with w =1/z,

(9.9) r(z) = aebwm+o(wm+l), with |a| =1, b#0, asw — 0,

which immediately shows the first estimate of (9.8). By A(6)-stability we have
Re(bw™) < 0 for |argw| < 6 and hence Re(bw™) < —c|w|™ for |argw| < 9,
which implies the second bound in (9.8). O

Note that if r(z) is A-stable we must have b < 0 and m =1 in (9.9). As
an example, for the Crank-Nicolson method we have, with w = 1/z,

1-1 _
= 2? _ _1-2w —r(dw) = —e*4w+o(w2), as w — 0.

r(z)_1+%z__1+2w_

We are now ready to state the following stability result.

Theorem 9.1 Let r(z) be consistent with e”* and A(0)-stable for some 0 €
[6, 37]. Assume that A satisfies (9.2) and (9.3). Then there is a C = Cj such
that

|EZv|| < CM|v|, fort, >0, veB, whereE,=r(kA).
Proof. We shall show that, in operator norm,
(9.10) lr(A)"|| <CM, forn>0.

We note that with A also kA satisfies (9.2) as well as (9.3) since, for z € Xs,
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|R(z; kA)|| = |k~ (27 — A7 < k7 M|z~ = Mz~

Hence (9.10) applied to kA yields the desired bound ||E}|| = [|r(kA)"] <
CM for n > 0. We remark that if the bound in (9.3) had been replaced by
M;(1+ |z])~! this argument would have failed.

To show (9.10) we use Lemma 9.1 with ¢ € (4,6). Since r(z) is analytic
at z = 0 we may replace the circular arc . by the complementary arc 7* =
{z;|z| = ;¢ < |argz| < 7} C Xs. Using ¢/n instead of € we may write

1
(A" = K" 4 —— r(2)"R(z A)dz, where s = 1(c0).

21 ny R :
~e/ urfp, uyk

Clearly ||s"I|] <1 < M. To bound the integrals over the three components
of the path of integration, we first assume that |k| < 1. We may then fix
R > 1 large enough so that |r(z)| <1 for |z| > R, and hence

M |dz|
||2m/ R(zAdzH< /RWSM'
Further, with ¢ fixed as in Lemma 9.2,
)" oCnlz ||dZ|
||2m/ V'R(z: A) de]| < o /W = <ou

and

el —cnp
(9.11) Hm/ )" R(z; A) dz|| < //n < CM,

which completes the proof in this case.

In the case || = 1 we choose R = w in (9.8) and use the analyticity of
the integrand to exchange the arc v = 4 in the above representation for
r(A)" by I'“» U~“n, where w, = n'/"w. Here, by (9.8),

Igs; [ ror Ry < o2 [ oo B <

and
1 M [ —md
||f/ r(2)"R(z; A) dz|| < —/ e—eno " 2P
27 J peon T Jo p
Mo d
- — e—r™ < oM.
mm J,-m p
Together these estimates complete the proof. a

For our error estimates we shall apply the following spectral representation
of the semigroup.
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Lemma 9.3 Assume that (9.2) and (9.3) hold, let 1 € (6, 47), and let j be
any integer. Then we have for € > 0 sufficiently small

1

2mi

AE(t) = / ; e 2 R(z; A) dz,
’YEU €

where ve = {z;|2| = ¢, |argz| < ¥} and I'. = {z;|argz| = ¥, |z| > €}, and
where Im z is decreasing along v. U I.. When j > 0, we may take € = 0.
Proof. For j = 0 this follows at once from (9.4). Since

AR(z;A) = zR(2;A) — I, A'R(z;A) = 27 'R(z; A) + 27t A7,

and f%u r e *'zJ dz = 0 for any j, the result for positive and negative j
then easily follows by induction. When j > 0 the integrand is continuous at
z = 0 so that we may let € tend to 0. Note that since ¢e=*! has an essential
singularity at z = oo, the Dunford-Taylor representation of Lemma 9.1, with
r(z) replaced by e~*!, does not apply. O

We now show a simple consequence of (9.5) and (9.6).

Lemma 9.4 Assume that r(z) is A(6)-stable and approzimates e=* to order
q. Then for any v € (0,0) and R > 0 there are positive numbers C and c
such that for |z| < R, |argz| <4, andn > 1,

(9.12) [r(z)™ — e7™*| < Cn|z|9+te el
Proof. We first note that
Ir(z) — e 7| < Clz|7T!,  for |z| < R, |arg z| < 1.

By (9.6) this holds when |z| is small and therefore, in view of (9.5), for
|z| < R. We next observe that, if ¢ < cos 1, then

—Rez e—c\z\
— )

e™*|=e for |arg z| < 4.

Using also Lemma 9.2 we hence obtain, for the z under consideration,

|
-

[r(2)" = 72| = [(r(2) = €7) D ()i (L] < Ot nes (el

<.
I
o

which proves the lemma. a

We begin our error estimates with the following estimate for smooth data.

Theorem 9.2 Assume that A satisfies (9.2) and (9.3), and that r(z) is ac-
curate of order q and A(0)-stable with 0 € (8, 57]. Then there is a constant
C such that

U™ —u(t,)|| < CMKE?|| A%, fort, >0, ifveD(AT).
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Proof. With F,(z) = r(z)™ — e™™* we show that
1Fn(A) A= = [[(r(A)" = e AT < CM,

As in the proof of Theorem 9.1 this then also holds with A replaced by kA,
and thus shows the result stated. By Lemma 9.1 we have

(AP AT = L r(2)"2 R (2 A) dz,

21 Jy.urpuye

and here, since the integrand is of order O(|z|7971) for large z, we may let
R tend to co. Using also Lemma 9.3 we therefore have

1
F,(A)A71 = — F.(2)z79R(z;A) dz.
WAt =g [ R RE )

By Lemma 9.4 we see that F,(2)z~7 = O(z) as z — 0, and thus the integrand
is bounded, so that we may let ¢ — 0. It follows that

- - i —i dp
[Fn(A)A™ < CM/O (IEn(pe™)| + [Falpe™)]) T
Since 7(z)" and e~** are bounded on I we find
e i d > d
/ |Fape)| 22 < C/ P <c
1 patl 1 ptl
and, using (9.12),
1 " dp 1
(9.13) /0 |F (pe™™)) T < Cn/o e~ dp < C.
Together these estimates complete the proof. a

We now turn to an estimate for initial data which do not satisfy any regu-
larity assumption in addition to v € B. We then need to require additionally
that |r(c0)| < 1, which will secure a certain smoothing property for the dis-
crete solution operator E} (cf. Theorem 7.2, schemes of type III). We will
begin with the following lemma about the behavior of r(z)™ for large z.

Lemma 9.5 Assume that the rational function r(z) is A(0)-stable with 6 <
17, and that |r(c0)| < 1. Then for any 1) € (0,60) and R > 0 there are positive
C and c such that, with k = r(co),

[r(2)" = 5" < Cla|Tle™™", for|2| > R, |argz| < v, n > 1.
Proof. Since r(z) — k vanishes at co and |r(z)| < 1 for |argz| <, z # 0,

Ir(2) — k| < Clz|7" and |r(z)| < e7¢, for 2| > R, |argz| < 1.
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Hence, for these z,

n—1
Ir(z)" — k"| = Zr K J| < Clz|~ Ilpe=en < Clz|~ leg=en,
7=0
which shows our claim. O

Theorem 9.3 In addition to the assumptions of Theorem 9.2, let |r(oc0)| <
1. Then there is a constant C such that

U™ —u(t,)|| < CME, v, fort, >0, vebB.
Proof. With F,(z) as above we now need to show
|Fu(A)] < CMn~s.

With & = (), we set F,(z) = F,(z) — "z/(1 + 2). Since |x| < 1 and
|A(I 4+ A)~Y| < 2M, we have

K" A(I + A)~Y|| < 2M|s|™ < CMn™9,

and it remains to show the same bound for the operator norm of ﬁ'n(A) Since
r(2)" — k"z/(1 + z) vanishes at z = 0o, we may use Lemmas 9.1 and 9.3 to
see that with I' = {z;| arg z| = ¢}, ¥ € (6,0),

Fo(d) = - / Fo(2)R(2: A) dz.
211 r

Since F,(2) = (r(2)™ — k™) + £"/(1 + z) — e~"%, Lemma 9.5 shows

| 1B < [ (e el e dp < O,
1 1
Using also Lemma 9.4 and |z/(1 + z)| < 1 for Rez > 0 we have
[ Eo 0% < [ imoe ) o

(9.14)

< Cn/ ple™ " dp + |k|" < Cn™1.
0
Together these estimates complete the proof. a

The above approach may also be used to study single step methods for
the inhomogeneous equation

(9.15) u +Au=f, fort >0, withu(0)=u,
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in our Banach space framework. We illustrate this by considering the Crank-
Nicolson scheme

(9.16) U™ + AU™ = f(tn12), formn>1, with U° = v,
where U™ = (U™ +U" ! or

U" = BU '+ Quf(tno1/2), with B, =r(kA), Q= pi(kA),

where
(9.17) r(z) = (1-32)/(1+12), pi(z) =1/(1+ L2).
Since o
U" = Ejv+k Z E;L_j_lef(thm),
3=0

we find at once from Theorem 9.1 the stability estimate
n—1
(9.18) jor < em (ol +k 3 1 )l
Jj=0
We now show the following error estimate.

Theorem 9.4 Let U™ and u be the solutions of (9.16) and (9.15). Then
tn
10" = ultn)]| < CMkz/ (weeell + [ Augel]) dr, - for n = 0.
0

Proof. Setting " = U™ — u(t,,) we have
Je" + Ae"™ = —w", forn>1, withe’=0,

where

w" = (au(tn) - ut(tn—l/Q)) - A(u(tn—1/2) - %(u(tn) + u(tn—l))v
and hence,

e = Epe™ ! — Qpuw", forn>1, withe® =0.

By iteration, using the stability estimate (9.18), and treating the terms in w™

as in the proof of Theorem 1.6, leading to (1.57), we conclude

n t’Vl
el < CME D [ < MK [ (Juse| + [ Ause)
0

Jj=1

which completes the proof. a



9. Rational Approximations of Semigroups 157

The above results concerning time discretization of the abstract differen-
tial equation (9.1) may be applied to analyze fully discrete schemes for par-
abolic partial differential equations. We shall exemplify this by deriving maxi-
mum-norm error estimates for fully discrete methods for the homogeneous
heat equation in two spatial variables, using piecewise linear approximation
functions in space on quasiuniform triangulations of the spatial domain.

The problem we consider is thus, with A = —A,

(9.19) us+Au=0 1in 2, fort >0,
u=0 ondf2, fort>0, withu(-,0)=v in £,

where {2 is a convex domain in R? with smooth boundary 02, with the
spatially discrete analogue defined by

(9.20) Upt + Apup, =0, fort >0, with up(0) = v,

where A, = — Ay, with Aj, the discrete Laplacian from (1.33).
We recall from Theorem 6.6 that for any & € (0, £7) we have, uniformly
in h,

(9.21) |R(z; Ap)lr.. < Clz|™t, forze€ X5, 2 #0,

and that hence the solution operator Ej(t) = e~4#t of (9.19), the analytic
semigroup on S} generated by —Aj, satisfies, uniformly in h,

(9.22) IEn(®)le + 1B, (t)]|. <C, fort> 0.

Assume now that r(z) is a rational function consistent with e~#, that
is A(6)-stable for some @ € (0,17]. The fully discrete method obtained by
discretization of (9.20) in time is then defined by

(923) U;: = E,?hvh, where Ekh = ’I“(k‘Ah)

We begin with a maximum-norm stability result.

Theorem 9.5 Assume that r(z) is consistent with e=* and A(8)-stable for
some 6 € (0, %ﬂ, and let U be defined by (9.23). Then we have, uniformly
n h,

(9.24) 1UR Lo < Cllvnlle,  forn=0.

Proof. This follows using the resolvent estimate of (9.21) for a § € (0,6),
together with the stability result of Theorem 9.1. O

In the same way as in Chapter 7 we begin our error analysis with a
nonsmooth data error estimate.
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Theorem 9.6 Let U;' and u be defined by (9.23) and (9.19), with vy, = Py,
and assume that r(z) is accurate of order q and A(6)-stable with 6 € (0, 3],
and that |r(co)| < 1. Then we have, with C independent of h and k, for
v E Ly,

|UF = ultn)|l. < C(R* Gt + k¢, 9) |vllo.,  fort, > 0.

Proof. Let up(t) = Ep(t)Ppv be the solution of (9.20) with v, = Pyv. By
(9.21) and our above argument we may apply Theorem 9.3 to obtain

10 = un(tn)ll Lo = [(Efp = En(tn)) Provllo. < CEU, [ Prol ..

Using the stability of Py, in Lo, (Lemma 6.1) together with the estimate for
up, — u of Theorem 6.10, this completes the proof. a

We now turn to a smooth data error estimate. Here |r(oo)| < 1 is not
needed. Note that for v € D(A9) we require A7v = 0 on 912 for 0 < j < q.

Theorem 9.7 Let U}’ and u be defined by (9.23) and (9.19), and assume
that v(z) is accurate of order q and A(f)-stable with 6 € (0, 3w). Then if
v € D(A9) and if [|on —v||L,, < Ch*LE||v|lw2 , we have

U = ultn)llL.. < C(R*Gvllwz + kA% L), forn >0.

Proof. In view of the stability property of Theorem 9.5 it is no loss of gener-
ality to assume vy, = Ppv. By Theorem 6.9 we have

Jun(t) = u(t)| L. < CR*Gllvllwz, fort > 0.

Hence, with F,(z) = r(z)" — e™"* and F,, = F,(kA}), it remains to bound
Ur — up(ty) = F,Pyv. For this purpose, we use Lemma 7.1 to write, with
T=A"'and T}, = A, ' P,

(9.25) v=" THT —Tp) AT + TP A% + (v — Tp),
J

<)
Ju

I
o

with v suitably chosen. We shall see below that this may be done so that,
with C independent of p,

K470 lwe < Cpllollwz, for 2 <p < oo,
(9.26) A%k L., < CllA%|L.,
[0k — vl < CE A%,

Assuming this for a moment, we first note that by the stability properties
of E(t), E}, and Py, and by the last bound of (9.26),

[ £ Pr(v — k)L, < Cllok — |, < CkY A% L.
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For the remaining terms we apply Theorem 9.2 to Aj, to obtain
(9.27) | FoPrwl| .. < CK||Al Pyw||z, for0<j<q.

Note that if r(z) is accurate of order ¢ it is also accurate of order j with
1 < j < ¢, which shows (9.27) for these j. The case 7 = 0 follows again
directly by the stability properties of Ej,(t) and E7,,.

We recall from (6.81) that

(R — Dollz. < OB 2/P8,[[v]lwz, for 2 < p < oo.

Setting w = T} (T — T)) A%, = T} (I — Ry,) A%y, in (9.27) and choosing
p = {;, we therefore obtain, for 0 < j <¢q—1,

|Fn PT(T = Tp) A7 40y | 1. < ORI || AT Pu(1 = Rp) AT 1.,

< CRP PO | A5y |l wz < Cph> /P4y |lollwz < CR6;||v]lwe -

Similarly,
| Fn P T A% || < CKI| AT L., < CKI|[AT]|L,

We have thus estimated all the terms in Fj, P,v corresponding to the
representation (9.25) in the way stated.

It remains to show that U may be chosen to satisfy (9.26). In Chapter 7
a corresponding construction was based on eigenfunction expansion of v and
used Parseval’s relation, but this is not appropriate here and we take instead

4 _n
= s(kA)E(k)v, with s(z) = Z % =e* +0(z7), asz—0.
n=0

Note that ¥}, € H® for any s > 0 when k > 0. Since (—A)'E(k) = EW (k) =
(E'(k/1))! we have, using the smoothing property of E(t) in (6.41), and the
regularity estimate (6.78),

K| A70k lwz < Cpll(kA)! s(kA)E(k)Avl|z,

q+j
< Cp Y KED (k) Av| L, < Cplloflws.
l=y

Similarly we find

[A%0k] Lo, = [[ATs(RA)E(K)v] L. <Z IIE” )JAT|[L., < CllA%]|L

oo *

To bound ¥y, — v, finally, we recall that, for any § € (0, 27), we have
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(9.28) |R(z; A)|r.. <Clz|™t, for z € X5, 2 #0.
Using Lemma 9.3 we may therefore write

B — v = TUs(kA)E(k) — 1) A%

1
= _— [ 279(s(kz)e ** —1)R(2; A) dz A%,
21 r

where I" = {z; |arg z| = ¢ € (6, 37)}. Hence
o=l < R [ o (e ) ~ 1l dp ATl
0
< CKkY A% L.,

where we have used the fact that the integrand is bounded on [0, 1] and
bounded by C(p~te=“ + p~971) on (1,0). The estimates of (9.26) are now
shown, and the proof of the theorem is thus complete. a

We close this chapter with a maximum-norm error estimate for the fully
discrete Crank-Nicolson method for the inhomogeneous heat equation, or
(9.19) with a forcing term f on the right, with the spatially discrete analogue

(929) Up,t + Apup, = Ppf, fort >0, with uh(O) = v, = Rpv,

where A, = —Ay, with Ay the discrete Laplacian from (1.33). The fully
discrete method under consideration is then to find U™ € Sy, for n > 0 such
that, with r(z) and p;(2) as in (9.17), and Exp, = r(kAp), Qrn = p1(kAn),

(9.30) Up = B Ul + QunPrf(ty—1y2), forn>1, Up = Rpv.

We have the following error estimate.

Theorem 9.8 Let UJ' be defined by (9.30) and u be the solutions of the
inhomogeneous version of (9.19). Then

tn,
107 = uttn)le < CH2 (Jolhwz, + [ Tl dr)
0

17
LoR? / (stell e + Nutellw ) dr.
0

Proof. Writing as usual U]’ — u(t,) = p™ + 6", the first term p™ = p(t,) is
bounded as desired by (6.29). For 8™ we have from (1.55),

06™ + Ahé\” = —P,w", forn>1, with#° =0,

where
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w™ =0p" + (Ou(tn) — ue(tn_1/2))
At 1) = L(ultn) + ulta—1))) = 07+ + .

In the same way as in the proof of Theorem 9.4 we find

167z < Ch Y Nlwllze < Ok (lwfllze + lwhllze + lwdllz.)-

J=1 j=1

Here, using (1.51) and again (6.29), we obtain

n ) n t; tn
Xl <3 [ Ctul dr =20, [ e dr,
j=1 j=1"7ti-1 0

and the remaining sum is bounded as in the Theorem 9.4 by

n tn
Cr Yl + o) < OF [ (sl + sl )
0

Jj=1

Together these estimates complete the proof. O

Error estimates in Banach space of the type we have discussed above
can be found in Brenner and Thomée [41], Piskarev [195], LeRoux [152],
[153], Larsson, Thomée and Wahlbin [147], Crouzeix, Larsson, Piskarev and
Thomée [63], Ashyralyev and Sobolevskii [6], Palencia [190], [191], Bakaev
[16], [18], Fujita and Suzuki [104]; the ideas in the above proof of the gen-
eral stability result for A-stable rational functions are from [190], [191]. For
application to maximum-norm estimates, see Schatz, Thomée and Wahlbin
[209], Palencia [192] and Crouzeix, Larsson and Thomée [61].






10. Multistep Backward Difference Methods

In this chapter we shall first consider approximations at equidistant time
levels of parabolic equations in which the time derivate is replaced by a
multistep backward difference quotient of maximum order consistent with
the number of time steps involved. We show that when this order is at most
6, then the method is stable and has a smoothing property analogous to that
of single step methods of type IV. We shall use these properties to derive
both smooth and nonsmooth data error estimates. In the end of the chapter
we shall also discuss the use of two-step backward difference operators with
variable time steps.

We start by studying our parabolic problem in the Hilbert space frame-
work used in earlier chapters, and consider thus the initial value problem for
the abstract parabolic equation in a Hilbert space H given by

(10.1) u' + Au = f(t), fort>0, withu(0)=w,

where A is a selfadjoint positive definite operator with dense domain D(A)
in H and with a compact inverse, and where f is a function of ¢ with values
in H.

We shall study the numerical approximation of (10.1) by a g¢-step back-
ward difference method: With & the time step and t,, = nk, we introduce the
backward difference operator 9, by

q

_ j-1 _
OU" =" K U™, where U™ = (U™ —U"Y)/k,

=

and define our approximate solution U™ by

O,U" + AU™ = f, forn >gq, where f" = f(t,),

10.2
( ) with UY, ..., U1 given.

Note that we may also write, with coefficients a; independent of k,

q
(10.3) OU" =k~ ;U™
j=0
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We observe that 5q is an approximation of d/dt which is accurate of order g.
In fact, by Newton’s backward difference formula we have for u smooth

ult) = u" +

q
J=

bety) (b —tnir1) =
( ! j(" J+1)8Jun+Rq(U§t)a
1

where

tty) e (=t
Ry(ust) = ( ")(q +(1)' - q)u(q+1)(7_)7 with 7 € [tn_q, tn].

After differentiation and setting ¢ = t,, this shows
nn / 5 .n k4 (g+1) :
(104) (U ) =Uu (tn) = aqu + mu (T), with 7 € [tn_q,tn].

Introducing the polynomial a/(¢) = >-?_, a;¢7, where the o are the coeffi-
cients in (10.3), and the translation operator T_ju(t) = u(t — k), this relation
shows

a
J

(10.5) ()" = k7 ta(T_p)u™ + O(k?), as k — 0.
Applying this to u(t) = ! and replacing k by A, we see that
(10.6) ale™ =X+ 0N\, as A —0,

and one may also easily show that (10.6) implies (10.5).
For ¢ = 1, (10.2) reduces to the backward Euler method

(U™ —U" Y /k+AU™ = f*, forn>1,
and the only starting value needed is U° = v. For ¢ = 2, we have
(Gur—20" '+ UM ) k+ AU™ = f*, forn > 2.

Here both U° and U' are needed to start the procedure. In this case, it is
natural to take U? = v and to determine U' from one step of the backward
Euler method, i.e., OU' + AU = f!. Although this equation is only first
order accurate, this will suffice to show a second order error estimate since
it is only used once. For ¢ > 2, starting values of accuracy O(k?) can be
generated, e.g., by using the partial sums of the Taylor expansion of u(t;),
ie., with u® = (d/dt)'u,

—1 .
(10.7 i =5 UR 00y, o =
.7) = T (0), forj=0,...,q—1.
=0

Here the functions u(Y (0) can be computed from the differential equation in
terms of data, so that, e.g., v/ (0) = f(0) — Av,u”(0) = f/(0) — A(f(0) — Av),
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etc. Note that some of the functions occurring are required to be in D(A). This
choice is only appropriate when data are smooth. Starting values suitable for
the nonsmooth data case will be discussed later.

It is known from the theory of numerical solution of stiff ordinary dif-
ferential equation (cf., e.g., Hairer and Wanner [113]) that this method is
A(0)-stable for some 6 = 6, > 0 when ¢ < 6. Our analysis here begins with
the following stability result with respect to the norm || - || in H.

Lemma 10.1 Let ¢ < 6. Then there is a constant C, independent of the
positive definite operator A, such that for the solution of (10.2)

q—1 n
(10.8) o< C YN+ CRY I, forn>q.
j=0 Jj=q
The proof of this lemma is rather long and technical. Using eigenfunction
expansions of U™ and f™, it will be reduced to considering the scalar case in
which H = R and the operator A corresponds to multiplication by a positive
scalar pr. With A = kp, the solution U™ = U™(\) then satisfies

(10.9) (g + U + U 4o+ U= g" :=kf", forn>gq,

with U°,..., U9 given. The technical work is contained in the following
two lemmas, the first of which shows A(0)-stability for ¢ < 6.

Lemma 10.2 Let ¢ < 6 and let P((; \) be the characteristic polynomial of
the difference equation (10.9), i.e.,

P(GA) = (a0 + A)CT+ i+ 4 ag = C@(1/Q) + ).

Then P((;0) has a simple zero at ( = 1 and the remaining zeros are in the
interior of the unit disk. Further, for any A > 0, the zeros of P((;\) are in
the interior of the unit disk, and tend to 0 as A tends to co.

Proof. 1t is obvious from (10.6) that P(1;0) = 0, P/(1;0) = 1, and hence that
P(¢;0) has a simple zero at ¢ = 1. It is further clear that all zeros tend to
0 as A — oo. Since the roots depend continuously on A, it therefore suffices
to show that, except for the zero at 1 for A = 0, there is no zero on the unit
circle for A > 0, or that a(e®) + X\ # 0 when A > 0, except when A = 0
and § = 0(mod 27). This can also be expressed by saying that & (e’) is never
negative and vanishes in [0,27) only at § = 0. We may write

q q
e) = Yoaycos 013y in 0 = €00) + (),
=0

Jj=1

and we thus want to show that n(f) = 0 implies £(0) > 0, with £(0) = 0 in
[0,27) only for # = 0. For each g there are polynomials £ and 7 of degree ¢
and g — 1, respectively, such that
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£(0) = &(cosb), n(f) =sinhr(cosb).

To show our claim we only have to find the finite number of 6 € [0,27) for
which 7(f) = 0 and check that then £(6) > 0 if § # 0. For ¢ = 2 this follows
easily from

£(0) =2 —2cosf + 1 cos20 = (1 — cos6)?,
n(0) = —2sin 6 + 3 sin 20 = sinf(cos 6 — 2).

(In this case the quadratic equation P({; A) = 0 could also be solved directly
to find (12 = (2 4+ (1 —2)0)/2)~! which are located as claimed.) For ¢ =
3,4,5,6 the claim is easily checked, e.g., using MATLAB. O

The proof can easily be extended to permit A to be in a sector including
the positive real axis, thus showing A(6)-stability with 8 > 0. We shall not
pursue this here.

Lemma 10.3 The solution of (10.9) may be written
n q—1
(10.10) U= Bai(Ng’ + D Bus(NU®, forn>aq,
Jj=q s=0
where the 3;(\) and Bns(\) are defined by

B = BN = (@ +NT" Bus(N) == D Busi(Nay.
j=0

j=a—s
If ¢ < 6 there are positive constants ¢, C, and \g such that

Ceci, for 0 < X < A,
(10.11) 1B;(M)] < {C,\lecj, for A > .

Proof. For brevity we shall write 8; for §;(\) and similarly for 3,,. Since the
difference operator in (10.9) has constant coefficients it is clear that U™ may
be represented in the form

n q—1
Ur = nynfjgj + Z%LSU“”7 for n > ¢,
Jj=q 5=0

and we want to identify the coefficients in this representation with those
stated in the lemma. We begin by showing that v; = 38; for j > 0. For this
we choose g/ = 1 for j = ¢, ¢/ =0 for j > ¢, and set U® =0 for s < g — 1,
which gives U™ = ~,,_, for n > ¢. Multiplying (10.9) by ¢" and summing
over n > ¢ we obtain

o0

(@(Q) + NU(Q) =<7, where U(Q) =U(¢,\) =Y UI¢,

Jj=0
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and thus U(¢) = ¢953(¢). Since U™ = Yn—q for n > ¢, we also have
TC) = nql" =C¢"Y_ 7%¢7 = CF(C).
n=q 7=0

Hence B(C) = 7(¢), which shows ; = j3; for j > 0. Note that since U™ solves
a homogeneous difference equation with constant coefficients for n > ¢ we
have |[U™| < Ck™ for some £ > 0 and hence the series defining U(¢) converges
for ¢ small.

For the v, we assume g/ = 0 for j > g and U/ =1 for j = s, U7 = 0 for
0<j<gq-1,j# s. This time multiplication of (10.9) by ¢™ for n > ¢ and
summation gives

(a0+)‘)ZU"C"+a1§ Z U"C"-i-""f‘anqZU"(":O,

n=q n=q—1 n=0
Since now N
< OO -, ifq—j>s,
we obtain
(@) + MU (C) = C*(A(C) + A — agsCI™ — -+ — a,C?)
or

U(C) = ¢ (1= (agsC"" + -+ + agC)B(Q)).
This time U™ = ~,, for n > ¢, and we have for ¢ small, since n — s # 0,

1

_ —n—177
Tns = 5 |q:5< U(¢) d¢
__ 1 —n—1ts —5 ]
- 27_[_2 |C|:E C (aqfscq + + ach)ﬁ(C) dC
q
= _aqfsﬁnfq - aqﬁnfsfq = - Z 6nfsfjaj7

Jj=q—s

which completes the proof of the representation (10.10).

We now turn to the estimates (10.11). We first note that with I" a closed
curve in the complex plane which winds once around each zero of P(¢; ) in
the positive sense, we have

1 J+q—1
(10.12) Bi =B8N =5 /p ICD(C' N

In fact, it follows by the definition of 5(§ ) that, for € > 0 small,
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1 i~ 1 d¢
5= i o ey = 27Ti/|<|=e<j“(07(<>+’\)7

and hence (10.12) is derived by introducing 1/¢ as a new variable and then
deforming the resulting contour |¢| = 1/e.

By Lemma 10.2, the zeros of P((;A) = (g + A) [T11(¢ — ¢(N)) are in
the interior of the unit disk, and tend to zero as A tends to infinity. We order
these zeros so that (;(\) is continuous in A for each I, and (3(0) = 1. Since
P(¢1(MN);A) =0 we find

P;(1;0)

— 2 :1— 2 —
PL1:0) A+ O0(\%) A+0(X°), asA—0,

G\ =1

because P§(1;0) = P;(1;0) = 1 where the latter facts follow since P(;0) =
¢%a(1/¢) and &'(1) = —1 by (10.5). As a result, there is a A9 > 0 such that
[C1(A)] <1 —=XA/2 for 0 < A < Ag, and such that ¢;(\) is a simple root of
P(¢;A) =0 for 0 < A < Ag. The remaining roots are bounded in absolute
value by 1 — ¢ for some positive constant 4, independently of A > 0, and we
may assume that Ag is so small that [(1(A)] > 1 —3§/2 for 0 < A < Ag.

With the factorization P(¢;A) = (¢ — (1(X)) Q(¢, \) we have

o 1 n R(¢, )
P(GA) (€= G QG A) - QG

where

QG(AN), N = Q6N
(€ =GR, A)

R(C,A) =
Hence we obtain from (10.12)

_a@ytet / a1 R(GA)
W =5 T T e
where I may be taken to be the circle centered at the origin of radius 1—4/2.
In view of the above discussion, it is easily seen that the first term is bounded
by Ce=%* for A € (0, \o]. For the second term we note that for each A, R(¢, \)
is a polynomial in ¢ whose zeros depend continuously on A, and therefore
bounded independent of A in [0, Ag]. Hence |R((, A)| < C for 0 < A < Ao and
|¢| < 1, which implies that the second term in (10.13) can be bounded by
Ce=%/2, This verifies (10.11) for 0 < A < Ag.

For A > Xg all zeros of P(-;\) are bounded in modulus by 1 — § for some
positive § independent of A\, and (10.11) therefore easily follows in this case,
taking I" in (10.12) to be the circle |z| =1 — /2. |

We are now ready for the proof of our stability result.

Proof of Lemma 10.1. By superposition it suffices to show the result when
all terms but one on the right in (10.8) vanish. The proof of the result in
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each of these situations is then reduced by eigenfunction expansion to the
scalar case (10.9) with A = ku, p > 0. We may then apply the representation
(10.10) with only one term on the right present, and use the boundedness of
the |5;(A)|, uniformly in A, which follows from (10.11). For instance, in the
case U9 = 0 for j < ¢—1,and f7 =0 for j # s,qg < s < n, we have, with
{m}2, and {¢;}2, the eigenvalues and eigenfunctions of A,

U™ = kBn—s(kA) f* =k Y Bus (k) (f*, 001,
=1

so that
IU" | < ksup [Bu—s (N LF*]] < CE[[ ]
A>0
The contributions from the discrete initial values are treated analogously. 0O

We now apply our stability lemma to derive a smooth data error estimate.

Theorem 10.1 Let ¢ < 6. Then there is a constant C, independent of the
positive definite operator A such that if U™ and u™ are solutions of (10.2)
and (10.1), respectively, with u sufficiently smooth, we have

q—1 tn
jUm — ) < 03 U — wd)| + qu/ 0D | ds.
=0 0
Proof. With e™ = U™ — u™ we have

(10.14) Oge™ + Ae" = —7", forn >gq, where 7" = Ju" — (u')".

Application of Lemma 10.1 to €™ shows
q—1 n

(10.15) lle™ || < CZ lled|| + Ck‘z |77, forn>gq.
j=0 Jj=q

By Taylor expansion around ¢;_, we write, with Q) € II,,

w(t) = Q(F) + R(t), where R(t) % / (t — )7+ (s) ds,

tji—q

and since 9,Q — Q" = 0 by (10.4) we have 77 = 9, R’ — (R'). It follows that

J tj
(10.16) Hiril <0 Y IR+ CRI(RY < okt [ [ue ] ds,

l=j—q tj—q

and inserted into (10.15) this shows the theorem. O
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Next we shall see how our stability result can be used to bound the error
in the fully discrete solution of a parabolic partial differential equation. Our
backward difference procedure will then be applied to an equation which has
first been discretized in the spatial variables.

We consider the initial boundary value problem

(10.17) u — Au=f in £, for t > 0,

u=20 on 2, fort>0, wu(-,0)=v in £,
where £2 is a bounded domain in R¢ with smooth boundary. We shall seck
an approximate solution of (10.17) in a standard finite element space S;, C
H} = H}(2) with the O(h") approximation property (1.10). With A, the

discrete Laplacian defined in (1.33) and P, the Ls-projection onto Sy, the
spatially semidiscrete problem is as earlier

(1018) Up,t — Apup, = Pnf, fort>0, with uh(O) = Vp.

This problem is of the same form as (10.1), and hence we can apply our
multistep time discretization method to define a fully discrete approximation
to the solution of (10.17). Here || - || and || - || are the norms in Lo(£2) and
H"™ = H"(12), respectively.

Theorem 10.2 Let g < 6, and let U™ € S;, and u be the solutions of (10.2)
with A = —Ayp, and Py f instead of f, and of (10.17), respectively. Then, for
u sufficiently smooth,

q—1
U™ —url| <CY N0~
7=0

tn tn
+ Chr(||v||r +/ [l ]] ds) + qu/ Hu(q+1)|| ds, forn > 0.
0 0

Proof. With Ry, : H} — Sj, the Ritz projection, we write, as often before,
e" =U"—u" = (U" — Rpu™) + (Rpu™ —u™) = 0™ + p". In the standard way
p" is bounded as desired, and it remains to consider ™ € Sj. We have

00" — Ap0"™ = Ppw™, for n > g,

where B -
w" = (R, — I)Oqu" — (Jqu" — up) = 0" + 7"

Application of Lemma 10.1 to the present context therefore shows
qg—1 n n
6711 < Y07l + CkY o’ +Ck Y |77l forn>g.
Jj=0 Jj=q Jj=q

Here, since > 7_, a; = 0 by (10.6) we have
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q tn
ko < OB Y as(w — wn9)]|, < CA7 / el s,

=0 tn—q

and 7" is bounded in (10.16). Together with ||67| < |[U7 — w/|| + ||p’]| for
j < q—1, with the obvious bounds for the ||p’||, this completes the proof. 0O

For the error bound of Theorem 10.2 to be O(h"+kP) we need to prescribe
the starting values in an appropriate way. This could be done, e.g., by taking
projections onto Sy, such as Py, or Ry, of the starting values in (10.7).

We now turn to the smoothing property of the backward difference
method and begin again with the abstract Hilbert space problem (10.1).
We have the following stability result. As earlier |v|, = ||A%/2v]|.

Lemma 10.4 Let ¢ < 6 and p > 0, and let U™ be the solution of (10.2).
Then we have, with C' independent of the positive definite operator A,

BIUTE 4R B < OZ (U712, + k7|07 |2)
(10.19) i=q
+Ckz(|fj|2—p—1+t§|fj|2—1)y Jorn >q.
Jj=q

Proof. We shall show that for the solution U™ of (10.9) we have

n q—
nP(U™)? + A jP(U7)% < Z (AP + 1)(
(10.20) I =0
+CY (AP PAT ()2
Jj=q

Setting A\ = kpu, ¢’ = kf7, and multiplying by kP, we obtain the result of the
lemma for H = R and A = p, from which the general result follows as earlier
by eigenfunction expansion.

By linearity it suffices to consider separately the case when U’ = 0 for
j < q—1, and then the case when ¢/ = 0 for j > gq.

We shall appeal to Lemma 10.3 and first note that as a result of that
lemma, for 8; = §;(\) as defined there,

(10.21) nP|Bal + XY 4718 < C(14+A7P), for n>0.
5=0
In fact, for A < \g, we have by (10.11), nP|3,| < CnPe=*" < CA~P and
MY PIBI < CNY e N < OA,

j=0 =0
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and for A > )y, the left-hand side of (10.21) is less than CnPe " +
C 37720 jPe, which is bounded.

For the case U7 = 0 for j < ¢ —1 we have U™ = 7" 89", for n > g,
so that using the Schwarz inequality and (10.21) with p = 0 we obtain

n—q n—q n—q
U™ <3181 D 181" ) < AT Y 1Bl
7=0 J=0 7=0
Hence, since n? < C (57 + (n — j)P), we find using (10.21)

(U SONTE Y7 (771816 + (n = )P 1B51(9" 7))
(10.22) Fon,q
SOXNTY (AT (=) (e,

Jj=0

which is the desired estimate for the first term in (10.20). For the second
term in (10.20) we obtain by summation of (10.22)

N n—gq
AZ#’ U2 <YY" (18,167 + 1810 = (9" 7))
n= 0
qj= Mg
ch( Zﬂwanp )16
n=q n=q 7=0

<ot Z(Y” +nP)(g")%,

n=q

which completes the proof in the present case.
We now consider the case that ¢/ = 0, j > ¢, and assume first that
Ul=...=U%1=0,U°=1. Then U" = —f3,,_40, and hence

nP(U™)? §Cn”ﬁ2 <C(1+(n—q)P)p%_ g SO+ AP,

From this we also obtain

N N
AY P (U™ <ONY (14 (n—q)")[Ba—g| < C(L+AP),
n=q n=q

which shows (10.19). The arguments in the remaining cases that U7 = §;; for
j=0,....,q—1withi=1,...,¢g— 1 are analogous, and with this the proof
of the lemma is complete. a

We are now ready for the following nonsmooth data error estimate.
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Theorem 10.3 Let ¢ < 6, and let U™ and u be the solutions of (10.2) and
(10.1), respectively, with f =0, and with the discrete initial values satisfying

(10.23) U7 — | oy + k| U? — /|| < CK||v||, forj=0,...,q—1.
Then, with C' independent of the positive definite operator A,
(10.24) U™ —u™|| < Ck% 9|, forn>1.

Proof. Since the error e = U™ — u satisfies (10.14), Lemma 10.4 shows
n . .
e |* < CR*lol* + Ck Y (3712, + 772 541), forn>q.
Jj=q
In the same way as in (10.16), we have, for [ = 1,2¢ + 1,

t;
17912, gczq?’fl/ @D ()2, dt, forl=1, 2q+1, j>q.
t

i—q

Except in the case j = ¢,1 = 1, it follows that

. tJ
R < o [ e,
t

ji—a

Here |ul@*V ()| _; < Clu(t)|2g+2—1, and hence
kz ST+ 72 500) < CR /Otn (9 u(t)3g41 + [u(®)]}) dt.
Letting {A;}32; and {¢;}72, denote the eigensystem of A we have
/ (0 By + ) 3)
/ Z 152‘1/\qurl +Aj)e it (v, )% dt < CZ v, ;)% = Cllv||*.

Jj=1

For the remaining term we have, since Z?:O a; =0,
q 4 tg—j
74 :kilzaju(tq_j) - )=k~ 1204]/ u' dt —u'(ty),
§j=0 §j=0 0

and hence
tq
2y < ([ e B ) ) < OR ol
0

Together these estimates show the error bound in (10.24) for n > ¢. For
n=1,...,q— 1, it follows from (10.23) that |U"™ — «™|| is bounded, which
shows (10.24) in this case. The proof is now complete. O
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To satisfy (10.23) we may, e.g., choose the starting values
(10.25) Ul =r(kA)v, forj=0,...,q—1,

where () is a rational function of type IV which is accurate of order ¢ — 1
(cf. Chapter 7). In fact, by spectral representation, we then have

U7 — |y = A7 (r(kA) — e "]

< k® sup |)\_S(r()\)j — e_j’\)| lv]| < CE*||v]|, for s=0,q.
A>0

Note that this choice of U',...,U9"! corresponds to applying a single step
operator for the first ¢ — 1 steps, and that its accuracy only needs to be
O(k971) since it is only used a fixed number of times. For instance, if ¢ = 2,
U! may be computed by the first-order backward Euler method. We remark
that the bound for the second term in (10.23) is equivalent to ||U7|| < C||v].

In order to show an Lo-norm error estimate for a fully discrete method,
we now apply our above nonsmooth data error estimate to the solution of the
semidiscrete equation (10.18). We recall that, with vj, = Pjv, the solution of
(10.18) satisfies

(10.26) un(t) — u(®)|| < CR™E/2||v||, for t > 0.

We use |v]|_2q,n = ||[(—Ar)%|| for a discrete analogue of |v]|_aq.

Theorem 10.4 Assume q < 6, and let U™ and uy, be the solutions of (10.2)
and (10.18), with vy, = Prv. Assume that the starting procedure is such that,

forj=0,....,q—1,
U9 = un(t) =2 + KITT = un(t) | < CRo].
Then
U™ = ulta)| < Ot + K D)loll,  forn > q, t € J = (0,1,

Proof. Using the triangle inequality this follows at once by Theorem 10.3,
applied to (10.18), together with (10.26). O

Initial values satisfying the assumptions of the theorem may now be cho-
sen in the form (10.25) with A = —Aj, and with r()\) as discussed there.

We close this chapter with a discussion of the second order backward dif-
ference method with variable time steps for the abstract initial value problem
(10.1) in our Hilbert space framework, with norms ||v|| and |v|, = ||A%/?v].

Let 0 = tg < t;1 < --- < t, < --- be a partition of the time axis and
k, = t, — t,_1 the variable step-sizes. We now introduce the variable step
two step backward difference operator



10. Multistep Backward Difference Methods 175

kat ke UMUK, UM U

kn—l kn kn—l kn + kn—l -

(10.27) 0U™

This is a second order approximation of the time derivative in the sense that
it is exact for polynomials of degree 2 and, as is easily checked, we have for
smooth u

Douty) = (tn) + O(K2 + k%)), as ky,k,_1 — 0.

n—1
The approximation U™ of the solution u(t,) of (10.1) is now defined by

OU™ + AU™ = f™, forn > 2,

(10.28) U+ AU = 1, and U° =v;

as before, since 0y involves three time levels, two starting values are needed.
We shall first show a stability result for (10.28), which generalizes the

result of Lemma 10.1 when ¢ = 2 and the time steps are constant. As we

shall see, our analysis will also require that the stepsize ratio v, = ky,,/kn—1

is bounded by the number 7* = (2 +/13)/3 a~ 1.86. The stability result will

contain the quantity

i
[ V)

(10.29) I, = [vj — Vj+2l+, where [z]4 = max(z,0).

<.
I|
V)

We note that I, = 0 if v, is nondecreasing (in particular when the k; are
constant), and I, = 72 + 73 — Yn—1 — Yn < 27" if 7, is decreasing. For
example, if ¢; = (j/N)®, with o > 1, then k; = (j* — (j — 1)*)N™ and
v = (=G -/ —1)* = (j —2)*), and one easily finds that k;
increases and +; decreases to 1 as j — oo (in particular v; < v* except for a
finite number of j). More generally, I, is bounded if the number of changes
in monotonicity in -, is bounded.

The rather technical proof of the stability lemma will use the following
discrete form of Gronwall’s lemma.

Lemma 10.5 Assume that w,, n > 0, satisfy

n—1

wn < an + Y Brwy,  forn >0,
k=0

where «y, is nondecreasing and (3, > 0. Then w, < o, exp (ZZ;S Ok).
Proof. Setting u,, = o, + ZZZOI Brwy, we have, for m < n,

Um = Um—1 + /Bmflwmfl < (1 + ﬁmfl)umfl < eﬁmilumfb

Since ug = a, the result follows. ad
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Lemma 10.6 Let U™ be the solution of (10.28), and assume vy, < ~v*. Then
we have, with C independent of A,

U™ < CeTr(lfoll + DRl F),  for tn > 0.
j=1
Proof. With v, = ky/kn—1 we set wy, = kp—1/(kn + kn—1) =1/(1 + v,) and
U = V() =2 /(1 +7v0)? = (kn/(kn + kn—1))?. We write (10.27) as

- 1
(10.30) DU = ——(HU" = YndU"), where §U" = U" — unt

WnRn

For the purpose of using energy arguments we take inner products by v =
2wk, (U416, U™) in the first equation of (10.28), where v > 0 is a parameter
to be chosen below, to obtain, with A(v, w) = (Av, w),

ankn((_?gU”, U™ +v6U") 4+ 2w, k, A(U™, U™ + v6,U™)

(10.31)
= 2w, kn (", U™ +v6,U™), forn > 2.

We shall now carry out several technical manipulations with the terms of this
equation to finally arrive at the stability estimate claimed.
Expanding the first term on the left-hand side of (10.31) we have

(10.32) 2wk (OU™, U™ + v6,U™) = 2(5;U™, U™) — 20, (82U™, U™)
+ 20|85, U™ ||? = 2uthy, (82U, 6,U™) = I + I + I3 + I
Using the identity
26,U™,U™) = 6| U™|]> + |6, U™]]?, forl=1,2,

we find

I = 6 [U™|1* + [|8:072,
and

I3 = = a8 U2 = ¢ul62U"1%.
Since 6oU™ = §;U" + §;U™~ 1 we have

16012 < 2(|6:U™ |17 + 2], U2,
and hence
I3 > =P |UM|* = 26 [|02U7[* = 24p |02 U7 2.

In the same way, since
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26,0, 6,071 < [|6U" P + (|60 H1%,

we find

I7 = —2u1, ||6.U™)|? = 204, (6,U™ 1, 5,U™)

> =3uihn|0,0" 7 — v |6, U
Collecting terms we therefore obtain from (10.32)
2w,k (OU™, U™ + v6,U™)

(10.33) > 5 |U™12 = b2l |U™12 + an||61U™ |2 = by ||6: U™,

where a, =14 2v — (24 3v)¢n, by = (24 v)y,.

We proceed with the second term in (10.31). With |v|; = A(v,v)"/? we
have, without the factor w,k,,

2A(U™, U™ + v6,U™) = 2|U™|3 4 20 A(U™, 6,U™).

Since
2A(U™,0,U") = &|U" [T + 60§ = [U; — [U"THE,
we find
2w,k A(U™, UM +v6,U™) > ckn|U™ 3 — dpkn_1|U 3,
(10.34)

where ¢, = (24 V)wn, dp = VwYn.
Hence, using (10.31), (10.33) and (10.34) we thus obtain
(10.35) GulIU™ 12 = b2l | U %) + (anl|6: U ||* = bal|6: U™ )
Henka|UMF = dukn—1 [U"HT) < ChallF 1T + U™,
or, with obvious notation,
U+ Jg Iy < J"

We now sum this inequality from n = 2 to N. Beginning with the left hand
side we have

N N N—-2
ST = MNP = IUMP = D wallUMP + ) s U
n=2 n=2 n=0

= (1= vmIUY P = on-a[UYHZ = (1= ws) [UM | + 2| U°)2

N-2
- Z ('(/)n - ¢7L+2)HU”H2'
n=2
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Hence, noting that v, < 1 and replacing negative terms in the last sum
by 0,

N
ST = A=) UM = gy [UN TP = YU
(10.36) n=2

N—-2
- Z [n — Unaa]+ |U".
n=2
Moreover
N N-1
DI =Y (an = bur)[6U + anl|6UN | = b6, U,
n=2 n=2
and
N N—-1
ST = (en = dng)kalUM + enkn|UNF = doka U3
n=2 n=2

We shall show that if v,, < ~* for all n, then a,, —b,4+1 > 0 and ¢, —d,, 41 > 0,
which implies

N
(10.37) D5+ J5) = =C(IUY* + [U°)°) = Cha U3

n=2
For the proof, assume first only that v, < v for all n. Since a,, and b,, are
decreasing and increasing functions of v,,, and thus also of ,, we then have

RERY RERY
Op —bpty1 21 4+20 -2+ 3v)(——)" - 2+ v)(——
+1 @3~ @+ ()
Y oN\2 . V14 2v
=142v—4(1+4+v)(—)* >0, ify< ,
I+ )" 2 T it —Vitw
and, for similar reasons,
24v vy . 2
en — dpir > - >0, ify<1l+4=.
+ 1+ 147y K v

Replacing these inequalities by equalities gives v = v* = (2 + v/13)/3 and
v =v* = (1++/13)/2, so that choosing v in this way, (10.37) holds for
b %‘I‘ZH.I (10.35), (10.36) and (10.37) we now obtain, for N > 2,

(1= wm)lU™]?
oz SOl COUTE I + ki

N N—-2
+ O kall S NAU™ DU 7D + D [0 — a2l JUTP.

n=2 n=2
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Here [, — Yni2]+ < 2[Yn — Ynt2)+ since ¢, = ¢(7y,) with ¢ increasing and
1’ < 2. Further, for the terms in U! it follows after multiplication of the
equation for U in (10.28) by U! that

(10.39) IUH1? + ke [UH T < 0PN + 28| FH T

Since iy < (v*) < 4/9 < 1 and viy_1 /(1 — ) < (4/9)/(1—4/9) = 4/5 <
1, we may divide (10.38) by 1 — )y and apply (10.39) to obtain, for N > 1,

U™ < U=+ Clu)?
N-2

(1040) al n n n—1 ni2
+C kAT T+ IT M) +C Y [ — ns2l 41U
n=1 n=2

Now let M be such that ||[UM|| = maxo<,<n ||U"]], 0 < M < N. Then
(10.40) holds with N replaced by M, and bounding one factor in each term
on the right by |[U™]| and then canceling one such factor on both sides shows

M M—-2
ITMI < CITC +C kallf I+ C Y [vn = Vg2l 41U
n=1 n=2

Since |UY| < [[UM]| and M < N, the same inequality is valid for M = N,
and an application of Lemma 10.5 now completes the proof. O

We are now in a position to show the following error estimate.

Theorem 10.5 Assume that v, < v < ~*, with v, > 0, and let U™ and u be
the solutions of (10.28) and (10.1). Then, for n > 0,

t1 n tj

U™ —u|| < CeOTn (kl/ ||u/'||ds+2k]2/ | ds).
0 . tj—
j=1 j—1

Proof. Let €™ = U™ — u™. Then we have

(Dae™,v) + A(e",v) = —(Oou™ — (W), v) = —(1",v), for n > 2,
(Del,v) + A(e',v) = —(Ou(ty) — v/ (t1),v) = — (11, v).
By Lemma 10.6 we have, since e = 0,
lem|| < e ksl
j=1
Using Taylor’s formula and (10.30) we find, for j > 2,

2wik;T! = / (s —tj_1)%u" (s)ds — 1, / (s —tj_2)*u"(s) ds,

ti—1 tj—2
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with w; and ¢; bounded away from 0 and oo, and for 7! we have

t1
kil = —/ su’(s)ds.
0

Taking norms and using obvious estimates completes the proof. O

We remark that for constant time steps Theorem 10.5 shows

t1 tn
U™ — u(ta)]| < C(k / | ds + K2 / || ds).
0 0

which is of order O(k?) if u is smooth.
With the example given in the discussion of I, after (10.29) in mind, we
note that by writing the equation in (10.28) in the form

U™ 4+ nokn AU™ = apn U™ + o U2 + anskn [, for n > 2,

it is easy to see that the conclusions of Lemma 10.6 and Theorem 10.5 remain
valid if the condition =, < ~* is violated for at most a fixed finite number of
n, but 7, is bounded.

Multistep methods may also be considered in a Banach space framework,
allowing the derivation of maximum-norm estimates for the concrete heat
equation. We illustrate this with an analysis of the two-step backward differ-
ence method with constant time steps.

We consider thus the initial value problem for the homogeneous equation,

(10.41) u + Au=0, fort>0, withu(0)=ouv,

in a complex Banach space B with norm || - ||, where A is a closed densely
defined linear operator such that, with the notation of Chapter 6, p(A) D Xs
for some & € (0, 37), and such that the resolvent estimate

|R(z; A)|| < M|z, for z € X5
holds. We shall consider the two-step backward difference equation
(10.42) (Gur—20m '+ 1U %) [k + AU =0, forn > 2,
U°=wv, OU'+AU'=0
Solving step by step for U™ this shows that
(10.43) U" =rn(kA)v,

3 71 In fact, we may

DT viz.,

where 7,(2) is a rational function with poles at z = —3,
write (10.42) as a difference equation for the vector (U™,
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un Un—l e Ul e
(Un—1> = R(kA) <Un—2> = R(kA) ! (UO> = R(kA) IS(kA)'Ua

where

2 3 1
mo - (T ). se- (T3).
1 0 1

It follows that, with e; = (1, 0) the first unit vector,
(10.44) m(2) = e R(2)""1S(2), forn>1, withrg(z)=1.

Note that r,(c0) = 0 even though R(c0) # 0. With the notation from the
beginning of this chapter and (10.6) we have for the characteristic polynomial
of the second order difference equation, with ( = e*, for small z,

(10.45) P(e*;2) = (3 +2)e** —2e* + L = e**(a(e ™) +2) = O(z%).

We note that this method is A—stable: The eigenvalues of R(z) are
Cia(z) = (24 (1 —22)Y/2) /(3 + 22), and satisfy |(12(2)] < 1 for all z with
Rez > 0, exept at z = 0 where (1(0) = 1, (2(0) = £. For z = 1 the eigenvalue
is double, with Cl’g(%) = %, and for other z they are simple. In fact, let D be

the component of the set {2;[(12(2)| < 1} containing z = 1. Then for z on

i

the boundary 9D, there is an eigenvalue of the form ¢ = ¢', and hence

P(e;2) = (3 +2)e* —2¢" + 1 =0.

For # = 0 we must have z = 0, and for 6 € (0, 7] (after multiplication by
6721‘9)7

Rez = —(3 —2cos0 + } cos20) = —(cos§ — 1) < 0.
Thus 0D C {z : Rez < 0} U {0}, which shows the A—stability. We note
that with (2(z) the eigenvalue with smallest modulus, we have [(2(z)| < 3,

because 1/¢1 2(2) = 2+ +/1 — 2z and both these values cannot have modulus
<2
We begin with the following stability result.

Theorem 10.6 There is a constant C such that for U™ defined by (10.43)
U™ < CM|vll, formn >0.

Proof. Since 1y, (0c0) = 0 we have by Lemma 9.1, with I" suitable,

1
(10.46) U" =rp(kAyv = — [ rp(kz)R(z; A)vdz,
211 r

and the result therefore follows as in the proof of Theorem 9.1 from the
following lemma. O
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Lemma 10.7 For arbitrary R > 0 and ¢ € (0, %77) there are €,¢, and C > 0
such that

Irn(2)] < Cecmlel, for || <e,
T Cemenlel ) for |arg 2| <4, |2| < R.

Proof. There exists a Hermitian matrix H = H(z) such that

ro) = 1) (OF ),

where ¢(z) is bounded, and thus

n—1
n n CIL Cn> * j m—1—j
R"=R(z)"=H o | H". wherecn:cg .
( ) <O <2 = Cl 2

Hence, using ¢1(z) = 1 — 2z + O(22) for z small, we have, for |z| < &,

n—1
G ()" < el |G (2)" <27, and en(2)] < C’Z eI1Zl2=7 < ceCmll,
3=0

which shows |R"(2)| < Ce®™ ! for |z| < e. Since S(z) is bounded this yields
the first bound of the lemma.
For |z| < e and |arg z| < ) we have similarly

ICL(z)|" < e—n(Rez+O(\z\2) < e—cn\z\’ IG(2)|" < 27,
and, since |(2(2)| < 2|¢1(z)| for small |z],
lea(2)] < ClGi(2)" 7 < Cem el

On the compact set {z; € < |z| < R, |argz| < ¢} we have |(12(2)] <p <1
and hence, with p < p; < 1, |R(2)"| < Cp} < Ce "%, Together these
estimates show the second bound of the lemma. O

We now show the following error estimate which covers both smooth and
nonsmooth initial data.

Theorem 10.7 We have for the solutions of (10.41) and (10.43)
U™ = u(t,)|| < OMEt AT ||, for0<1<j<2.
Proof. We note that
U™ —u(ty) =rp(kEA)v — E(ty)v = F,(kA)v, with F,(2) = r,(z) — e "%,

Using (10.46) and Lemma 9.3, we have, with the notation of that lemma,

1 —nz cAvdz
A k) = R A

" 2mi

U" —u(ty)

The result therefore easily follows by the following lemma. a
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Lemma 10.8 We have for any v € (0, %ﬂ'), n>2,

Clz2eC=l, for |2 <e,
Clz[Peeml=l, for |argz| < ¢, |2| <R,

rn(2) —e™™| < {

Proof. We have, with Y (2) = (e7*,1)7,
ra(z) —e™ = (R(z)”_ls(z) — e_(”_l)ZY(z))
=e1 (R()"—e ™D Y (2) + e1 R(z)" 1 (S(2) — Y (2))

=e; z_: R(2)7e”(""27D2(R(2) — e *I)Y (2) + &1 R(z)" (S(z) = Y(z)).
=0

Using (10.45) we find easily
R(2)Y(2) —e ?Y(2) =0(2*) and S(z) —Y(z) = 0(z?), asz—0.

Hence
n—2 , .
rn(2) — e[ < Cl21* Y |R(2)P [e 272 + CJ2’|R(2)[" .

=0

The result stated now easily follows from the estimates for |R(2)|’ of the
proof of Lemma 10.7. O

We finally apply the above results to derive maximum-norm error esti-
mates for the second order backward difference method for the model ho-
mogeneous heat equation in two spatial variables, using piecewise linear ap-
proximation functions in space on quasiuniform triangulations of the spatial
domain. The problem we consider is thus, with A = —A

)

(10.47) us+Au=0 in {2, fort>0,
u=0 ondf2, fort>0, withwu(,0)=v in {2,

where 2 is a convex domain in R? with smooth boundary 92, with the
spatially discrete analogue defined by

(1048) Upt + Apup, =0, fort >0, with uh(()) = vy,

where A, = — Ay, with A, the discrete Laplacian defined in (1.33).

We recall that the resolvent estimate for Aj; of Theorem 6.6 holds, so
that our above abstract theory applies. With r,(z) defined in (10.44), the
fully discrete method using the second order backward difference method for
(10.48) in time then yields the solution

(10.49) Up =1, (kAp)vp, forn>1, with Up = vy,

As an immediate consequence of Theorem 10.6 we then have the following
maximum-norm stability result.
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Theorem 10.8 We have for the fully discrete solution of (10.47), defined
by (10.49),
Uk llze < Clvnllze, forn =0.

As in the proof of Theorem 9.6 a combination of Theorems 10.7 and 6.10
show the following nonsmooth data error estimate.

Theorem 10.9 Let U’ and u be defined by (10.49), with vy, = Pyv, and
(10.47), respectively. Then, if v € Lo, we have

1UF —u(ty). < C(R* Gt + k%) |[vllo.,  fort, > 0.

We close with a smooth data error estimate.

Theorem 10.10 Let U}' and u be defined by (10.49) and (10.47). Then, if
v € D(A?) and if ||op — v||L, < Ch2E||v|lw2 , we have

U = ulta)llr. < C(R*Glvllwz, + K [A%0] L),  forn >0.

Proof. The proof is analogous to that of Theorem 9.7, with ¢ = 2. The only
modification needed is that we use the error operator F,, = F, (kA};) with
F,(z) =rn(z) — e ™ instead of F,(z) =r"(z) — e "=, |

Our presentation of multistep methods with constant time steps is adapted
from Bramble, Pasciak, Sammon and Thomée [34]. For other work using spec-
tral techniques, see Zlamal [251], Crouzeix and Raviart [57], Crouzeix [55],
LeRoux [152], [153] and Savaré [207]; in the latter references the results ob-
tained for time-independent operators A are generalized to variable A = A(t)
by perturbation arguments.

The analysis in the last part of the chapter on the second order back-
ward difference method with variable time steps is extracted from Becker
[23], where more general time dependent and nonselfadjoint operators A are
treated. The underlying energy argument for the two step method with con-
stant time steps was given in McLean and Thomée [170] in the case of an
integro-differential equation with a positive type memory term. Other mul-
tistep methods have been analyzed in, e.g., Crouzeix [54] and Dupont, Fair-
weather and Johnson [84].

Using spectral methods LeRoux [154] and Palencia and Garcia-Archilla
[193] study certain higher order variable stepsize multistep methods with
time independent elliptic operator and show stability results similar to those
of [23] with a more restrictive I'y. For multistep methods with variable steps
for ordinary differential equations, see, e.g., Crouzeix and Mignot [56] and
Grigorieff [109].



11. Incomplete Iterative Solution
of the Algebraic Systems at the Time Levels

In the fully discrete methods for the solution of parabolic equations which we
have studied so far, a finite diminensional system of linear algebraic equations
has to be solved at each time level of the time stepping procedure, and our
analysis has always assumed that these systems are solved exactly. Because
in applications these systems are of high dimension, direct methods are most
often not appropriate, and iterative methods have to be used. Since the linear
system to be solved at an individual time level is a discretization of an elliptic
partial differential equation (with the step size occurring as a small parame-
ter), methods normally used for elliptic problems are natural to apply here.
In practice, only a moderate finite number of iterations can be carried out
at each time level, and it thus becomes interesting to determine how many
steps of the iterative algorithm are needed to guarantee that no loss occurs in
the order of accuracy compared to the basic procedure in which the systems
are solved exactly. For a successful iterative strategy it is also important to
make a proper choice of the starting approximation at each time step.

Our purpose in this chapter is to study these questions for a simple model
problem, under the appropriate assumptions on the iterative procedure. As
an example of an iterative method satisfying our assumptions we shall discuss
also in some detail the application of a multigrid algorithm.

As our model problem we shall take the standard backward Euler Galerkin
piecewise linear finite element method for the approximate solution of the
initial-boundary value problem

(11.1) u — Au=f in £, for t > 0,
u=0 ondf2, fort>0, withu(0)=uv,

where (2 is a bounded domain in R?, which we assume for simplicity in the
latter part of this chapter to be convex and polygonal. The approximate
solution is thus sought in a finite element space Sy, C H} = H}(2) satisfying
our standard assumption (1.10) with r = 2.

Letting k& denote the time step, t, = nk, and using the bilinear form
A(v,w) = (Vv,Vw), our approximation scheme is to find U]’ € S, for
n > 0, such that U = v, and

(11.2) (U}, x) +k(VUL, VX) = Uy~ +Ef(ta).x), VX € S, n > 1.
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With Ay, the discrete analogue of A defined by (1.33), and with A, = — Ay,
which is positive definite on S}, the equation at ¢,, may also be written

(11.3) (I + kAU =" = U + kP, f",

where P, denotes the Lo-projection onto Sp. This is thus the finite dimen-
sional equation to which we want to apply an iterative solution procedure.
As we know from Theorem 1.5, we have for the exact solution of (11.2)

U7 = u(tn)ll < Cu)(h® + k),

provided u is smooth enough and the discrete initial data U, ,? = vy, have been
appropriately chosen, for instance as the elliptic projection Rpv of v onto Sp,.

The incomplete iteration backward Euler algorithm is now defined as
follows: For n > 2 and U}~ given, instead of the exact solution of (11.3),
which we now denote U 7, we define U} = U}’ M by taking a specified number
M, of steps of the iterative process

Up = U B (4 RADUR™ <), form > 1

11.4
(14) with U0 = 2up ! — U2,

where the operators By, will be chosen so that U,”™ converges to U,? as
m — oo. We note that the starting valueﬁU,?’O is chosen as a second order

accurate extrapolatory approximation to U}'. We also note that
Ul —Op = D (U0 =T, form > 1,
where Dy, =1 — Bkh<l + k’Ah),
and that convergence of U;"™ to U}’ is equivalent to D% — 0 as m — 0.
Since Uy is defined in this way only for n > 2 we assume, for simplicity, that
Ul =U}, ie., that (11.3) is solved exactly for n = 1.

In the study of the stability and convergence properties of the method
thus defined we shall use the norm

1/2
(11.5) Il = (Il + EACG X)) 2 = 17+ kAR)Y2|,  for x € Sh,

and we shall make the assumption that the By are chosen so that the iter-
ative process (11.4) has the property that, with ¢y > 0 and & < 1,

(11.6) U™ — U] < cor™|U° =T, for m > 1.

Expressed in terms of the operator norm corresponding to the norm |x| for
X € Sh, this may be written

(11.7) | Dyl < cor™, for m > 1.
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Such estimates are typical for preconditioned conjugate gradient iterative
methods, with k related to the condition number of the preconditioned sys-
tem. As an example we shall discuss a case of the multigrid algorithm below,
in which k may be chosen independent of h.

We begin with the following error estimate for our fully discrete scheme
with incomplete iteration in the case that the exact solution of (11.1) is
sufficiently smooth. In this result we shall assume that the same number of
iterations are taken at each time step, i.e., that M, is independent of n.
Later we shall discuss nonsmooth data error estimates for the homogeneous
equation; in this case M,, will depend on n.

Theorem 11.1 Assume that (11.6) holds with x < 1. Let U} = U™ be the
approzimate solution of (11.3) defined by (11.4), with M independent of n,
and let U = v, = Rpv and U} = U}, Then there is a § > 0 such that, if u
is a sufficiently smooth solution of (11.1), we have

U — u(ty)| < Cr(u)(h? + k), fort, <t, ifcor™ <6
Proof. With u™ = u(t,) we write in the standard manner

e" =Uj —u" = (Uy — Rpu”) + (Rpu™ —u™) = 6" + p",
and recall that ||p"|| < C(u)h?. To estimate §" we note that, for n > 2,

96" + Apd" = o™ = (UF — Up~) /k + AU

11.8 _ , _
( ) +(U;?*Ug)/k+Ah(U;?*U;LL)*(()"Rhuanthun,

with the obvious simplification for n = 1 where U}! = U}. Since U} is the
exact solution of (11.3) and A, Ry, = — P, A, we find, with w™ = (U} —U}Y) /k
and 7" = Ju™ — up,
o = thn + (I + kAh)w" — 5Rhu" + P, Au”
(11‘9) = Phuf‘ - 5Rhu" + (I + kAh)w"
= (P, — Rp)uy — Rpm™ + (I + kEAp)w"™, forn>1,

with w! = 0. A standard energy argument applied to (11.8), cf. Lemma 10.4
with ¢ = 1,p = 0, shows, since 6y = 0,

n
(11.10) 167> < CkY o725, where |x|-1n = 14,2 x1.
j=1
Here
|(Pn — Ry)up — Rpr" |10 < C([(Py — R)u?|| + | Ra7"])

(11.11) B
< Cy(u)(h* + k), fort, <t,
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and, since (1 + kX)/\ is bounded for & bounded and A\ bounded below,
|(I 4+ kAp)w™ |10 < C|(I + kAp)Y2w"|| = Clw™],

so that
o™ |—1n < Ci(u)(h* + k) + Clw™].

Since w! = 0, we therefore infer from (11.10) that
(11.12) 107> < Ci(u)(h® + k)* + Ck Y | [?, for t, <L
j=2

In order to estimate the term in w? we note that, by (11.6) and the triangle
inequality, we have

Uit = O < 6(1U° = UR [+ |UR = TR), if cor™ < 6.

If 6/(1 — ) < &, with ¢ to be specified below, we then have

jw| = kNUR - Up| < ek UR° = UR|
Noting that U}’ — U;:’O = k20%U} by (11.4), we conclude that
(11.13) w"| < k|0*U}| < ek(|0%0"| + |RpO°u™|), for n > 2.
Since |v| < C||v||; for k < 1, we have |R;,0%u™| < C||0%u™||1 < C¢(u), so that
(11.14) w"| < Ce(|00"] + 06" ) + Ci(u)k, forn >2, t, <L.
Hence, by (11.12),
(11.15) 07112 < Cr(u)(h® + k)? + ngkzn: |0607)2,  for t, <t

j=1

We now need an estimate for the last term in (11.15). For this purpose we
show the following lemma, which we express in the Hilbert space framework
used earlier, for the backward Euler method

(11.16) (I+ kAU =U""1 +kf", forn>1, withU%=v,

where A is a positive definite selfadjoint operator in the Hilbert space H. In
analogy with (11.5) we define |v| = ||(I 4+ kA)'/?v|| where || - || is the norm
in H, and we also introduce the corresponding dual norm and the associated
s-norms defined by

(11.17) e = |(I +kA) ™20 and |v].s = |A%/%0)]..

For the purpose of later application the lemma is stated in a more general
form than needed here.
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Lemma 11.1 Let U™ be the solution of (11.16) Then, for p > 0,
kY 10U < O(R T ol® + [vl2 pan) + Ck Y @I+ 112 ).
j=1 j=1

Assuming this for a moment, we can now complete the proof of Theorem
11.1. We apply Lemma 11.1 with H = Sp, A = Ay, = —Ap, and p = 0, to
(11.8), and obtain, since §° = 0,

kzn: 1067 < Ck:zn: o2
j=1 j=1
Using (11.9) and (11.11) we find, for 0 < ¢; < ',
[o7]« < Ciw)(B? + k) + C|(I + kA)w|. = Cilw)(h* + k) + Cl],
and thus, since w! = 0, using (11.14)
k i 106712 < Cy(u)(h® + k)* + Ce%k i |067)2.
Jj=1 j=1
Choosing ¢ sufficiently small yields
kzn: 0672 < Ci(u)(h® + k)2,
j=2
and hence, by (11.15),
10" < Cz(u)(h* + k) fort, <t
which completes the proof of the theorem. O
Proof of Lemma 11.1. By eigenfunction expansion if suffices to consider the

scalar case, with A = 1 > 0, in which case the statement reduces to

(L4 k)l y_45(OU7)2 <O (ML A+ hpe) + (1 kye) ~H 7)o

j=1

+C(L+kp) 'k i(tﬁ’ + P ()2,

Jj=1

or, replacing kup by A and kf7 by g7,

D U U SO+ (14 0)2AP )
j=1

+C(1+N)"2 i(jp + A7) (gh)%

Jj=1
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We shall first show this for ¢/ = 0 for § > 1, and v = 1, and then for v = 0.
The complete result then follows by linearity.
In the first case we have by the defining equation

Ur=00+N"'0" =...= 1+, forn>0,
and thus
(11.18) UV —UI ™ = XU = - N1+ N7, forj>1.
Since
(11.19) > 2l <Cax(l—2)Ph, for0<w <1,
j=1

it follows that, for A > 0,

S PUI —UIT? =N P+ )T
j=1
<SCNA4+N21—-1+N"H Pt
=CN 1+ N)PEA+N) P <CO(1T+ (T4 N)2APH),
which completes the proof in this case. (In the last step we only need to check

the order of the functions for A large and for A small.)
In the other case we have, since v = 0,

J
Ul = Z(l +A)"UH=Dgl for § > 1,

=1
and hence
j—1
U077 = (1+ 071 = A (1 + )0 for j > 2,
=1

and, using Schwarz’ inequality, for j > 2,

j—1
(Uj _ Uj—1)2 < 2(1 +)\) + 2)\2 Z 1 + /\ (j+1—l)gl)2
=1

j—1
21+ AN) 22+ 220+ X)) (14 1) UFD(gh2,
=1

After multiplication by jP, summation, and a change of the order of summa-
tion in the second term, we find, using again (11.19) and checking orders for
A small and large,



11. Incomplete Iteration at the Time Levels 191

PP s i el P Enjjp(gjf
j=1

+CAN1+ )" Z Z (IP + (G = DP)(1 + \)~UF1=0(gh)?
I=1 j=I+1

C(1+\) QZ P4 ATP)(g7)2

This completes the proof of the lemma. a

We shall now study incomplete iteration in the case of the homogeneous
equation with nonsmooth initial data. We recall that the exact solution of
the backward Euler scheme (11.2) satisfies

|UR — ™| < C(R? + k)t Yv||, fort, >0,

and our ambition is to show that the incomplete iteration scheme can be
designed so that this error estimate remains valid.

We shall begin by studying the time discretization in the Hilbert space
setting so that the exact backward Euler method is (11.16), and the iterative
scheme satisfies, for m > 1,

™ — U™ = DPU™? — U™), where Dy, = I — By (I + kA),

(11.20)

Un,O _ 2Un71 o U'n727
as in (11.4). After this we shall give the corresponding result for the fully
discrete case.

We thus first demonstrate the following theorem, which shows that the
desired nonsmooth data result holds provided the number or iterative steps
is chosen appropriately larger at the earlier time levels, where the solution is
less smooth.

Theorem 11.2 Assume that (11.6) holds with k < 1. Forn > 3, let U™ =
U™Mn be the solution of the incomplete iterative scheme (11.20) for (11.16)
with f =0, using M, iterations at time level t,,, and let U7 = U7 for j =1,2.
Then there is a § > 0 such that

(11.21) U™ —u™|| < CktMvll, tn >0, if &M < dmin(t3/?,1).

Proof. With w™ = (U™ —U™)/k and 7" = Ou™ — u}, the error e" = U™ — y"
satisfies, cf. (11.8), (11.9),

e + Ae" = 0" = —1m" + (I + kA)W" = —7" + &".

Therefore, application of Lemma 10.4 with ¢ = 1,p = 2, gives, since e = 0,
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n . .
talle"|® < CkY (#1072, + 107|2),
j=1

where, as earlier [v|_; = ||A77/2v|. Now, for ¢, bounded, and since A is
positive definite,

21072, + @725 < Cl@ |2, = C|A™V2(I + kA) |
< C|(I + kA2 | = Clwl|, for j > 1,

and thus, since w! = w? = 0 by assumption,

(11.22) talle™||> < Ck Y (172, + 17125) + Ck Y o .

Jj=1 Jj=3

We next show that

(11.23) kY (G112 + |72 5) < OF|Jo]|?.

j=1
Let s = 1 or 3. Then, by the definition of 77,
. &
P <Ok [ ) dy.
i1
and hence, for j > 1 when s = 1 and for j§ > 1 when s = 3,
, t
(11.24 W < O [ ) dy.
tj—1
To bound the sum in (11.23) we note that, by eigenfunction expansion,
[oe] o0 (oo}
v’ lun(y))? s dy < / YUY NN (v, 1) dy
0 0 I=1

(11.25) .
<CY (v,)* = Clo|*.
=1

Together these estimates show (11.23) except for the term corresponding to
j=1,s=1. But for this term we have

KEITH2y = kP 0w’ —up ]y < CRP (10wt 2 + |ug [24)

k
< Ck:Z/ g2 dt + CE3Ju(k) 2 < CE2||v]|?.
0

The proof of (11.23) is now complete.
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Combination of (11.22) and (11.23) gives
(11.26) t2lle]® < CR?|v])> + Ck Y |,
j=3

To bound the latter term we note that using assumption (11.6) we have this
time - -
|Un _ Un‘ < CoHM”(|Un’O _ Unl + |Un _ Un|)

Letting € be a positive number which is to be specified later, we may take
d = 0(e) in (11.21) small enough that ¢od/(1 — cpd) < € so that

co™Mn /(1 — cor™Mn) < obt3/% /(1 — ¢ob) < et/
Using the argument preceding (11.13), we then obtain

U™ —U"| < etd?lUm? — U™ = et/ ?k*|0°U",
and hence, for j > 3,

W] < et?? (k|0%W | + k|0%eT|) < et?? (k|0%u| + |De?| + |9’ 1)).
Thus
(11.27) EY WP < CRDY 81070 + Ck Y 131067
7=3 j=3 j=2

We now estimate the first term on the right. Using the fact that 92 annihilates
linear functions, Taylor’s formula shows, for j > 3,

2

£3)8%|? < Ct;’fH(z?/ (t — $)un(s) ds)

t
ti_o t=t;
s(r—1 [" 2 [T 2
<ct(b [ o)l ds) <0k [ (o) ds.
tj—o tj—o
Hence, using (11.25) with s = 0,
n —
B 81502 < CR ol
j=3
Similarly, using one less term in the Taylor expansion, we have
n —,
B 0% < ol
j=3

Since o] = ([v]|? + k(Av,v))"/2 < (vl + klvf2) 2 |v]|'/? < |lo]l + kvl it
follows that
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(11.28) KDY 1310%07F < CR? v,
j=3

To estimate the last term of (11.27), we apply Lemma 11.1 to €™ to obtain
(11.29) kY 3067 < ChY (B2 4 172 ) + Ck Y [,
j=1 j=1 j=3

where we have used t3|w’|? 4 [w/|2 _3 < Clw?]? < C|w?]?. Here, by (11.24)
and (11.25),

BB <k S0P < OR [y )P dy < OF o],
=2 =2 0
and we further have
I < BT < 287 ut — u® P+ 26 g || < COR?lo]*.
By (11.23) we already know that
EY IP2 g <k TP, < CRP ol
j=1 j=1
Combining the above estimates with (11.29) we find
Ith;?|5ej|2 < CE*|jv||® + kz |w? .
Jj=1 j=3
Together with (11.27) and (11.28) this shows
kY w]? < CR?ol® + C%k Y |w 2.
j=3 j=3
Choosing & small enough, and combining the result with (11.26) completes

the proof of the theorem. ad

We shall now apply our above nonsmooth data error estimate to the fully
discrete method for the homogeneous parabolic differential equation, i.e.,
(11.1) with f =0, so that our time discretization procedure is applied to the
spatially semidiscrete problem

(11.30) Upt + Apup, =0, fort >0, with up(0) = v,

where A, = —A;, with Aj, the discrete Laplacian. Recall that if v, = P,
then the solution of (11.30) satisfies

(11.31) lun(t) — u(t)|| < CR*t o], fort>0.

We have the following;:
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Theorem 11.3 Consider the fully discrete method (11.2) with f = 0. Let
Uy = U'ft for 3 =1,2, and for n > 3, let U™ be the solution of the incomplete
iterative scheme (11.4), using M, iterations at time level t,,, with f =0 and
vy, = Ppu. Assume that (11.6) holds. Then there is a 6 > 0 such that

|UR —u™|| < C(h2 + k)t |oll, fort, >0, if &M <smin(t3/21).

Proof. This follows at once by Theorem 11.2, applied to (11.30), together
with the estimate (11.31). O

To illustrate the above, we shall now present an example of a linear iter-
ation method of the form (11.4) for the solution of the linear system (11.3),
which has the convergence property (11.6) used in our analysis. The method
will be expressed in abstract form, but is based on the V-cycle multigrid al-
gorithm for the solution of the Dirichlet problem for Poisson’s equation in a
two-dimensional convex polygonal domain, in the way presented in Bramble
[30].

Let S be a finite dimensional linear space with inner product (-,-) and
norm || - || = (-,-)%/2, and with a structure to be made precise presently, and
let M(-,-) be a symmetric, positive definite bilinear form on S. With the
positive definite linear operator M : S — S defined by

(11.32) (MU, V)=M(U,V), YUVeS,

our concern is to solve the equation (corresponding to (11.3))

(11.33) MU =b, forbes,

by means of a linear iteration method of the form (cf. (11.4))

(11.34) U =U"'-BMU'"™' -b)=DU" ' +Bb, 1=1,2,....

Here the operator B : S — S will be defined by a multilevel algorithm which
we will now describe.

We assume that S is such that there is a nested sequence of subspaces
S1 C Sy C --- C S; =8, and define the positive definite local version

(11.35) (M;U,V)=MU,V), YUV €S,

In a way to be made precise below, we define approximations B; : S; — 5
of Mj_1 recursively, for j = 1,...,J, starting with B; = Ml_l, and finally set
B = Bj. The algorithm is designed so that determining Bjv for v given is
less costly than to find Mjflv.

The goal is thus to calculate Bx = Bz in (11.34), with x = MU'~ —b.
To do so we shall first express the action of B in terms of that of B;_;. Since
at this point By_1 is not known, we express it in terms of Bj_s, etc., till we
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get down to Bj. Since B acts on the space S1, which we assume to have a
much lower dimension than S, we may take By = Ml_l, i.e., we may solve
the equation Mja = x; exactly. Since we now know Bj, we can go back and
calculate the action of Bs, which was expressed in terms of B;. We proceed
with Bs, and so on, till we arrive at B, which thus defines the action of B.
Since at each iteration step the procedure makes us first go down in the scale
of spaces S;, from S to Sy, and then up again to Sy, it is referred to as the
V-cycle algorithm.

A typical example of a situation such as the one just described is as
follows: Assume that 2 is a polygonal domain, and that we want to solve the
problem

(11.36) —Au=f inf2, withu=0 on 9.

Let 77 be a coarse triangulation of {2 with maximal side length h;. We may
then construct a sequence of triangulations 7; of {2, where 7;,; is obtained
by subdividing each triangle of 7; into four by connecting the midpoints
of its edges. With h; the maximal side in 7; we then have h;y1 = h;/2,
or h; = 27U"Dh;. We now define S; to be the continuous piecewise linear
functions on 7; which vanish on 0f2. Clearly then S; C S;41. The standard
inner product in Lo (f2) then induces an inner product in S = S; and we may
define

MU, V)= | VU-VVdz, forUV €S.
(9]

The discrete variational form of (11.36) is now
M(U,V) = (f5,V) :/ fVde, WVeS,
9]

where fg is the Lo-projection of f onto S. The operator M; defined in (11.35)
is —A; where A; = Aj,; denotes the discrete Laplacian in S; = Sy, and the
Bj; are approximations of the (—A;)~!. In each iteration step the only equa-
tion of the form —A;W = g that has to be solved exactly is that associated
with —A;, which is based on the coarsest triangulation.

We now specify how the action of the operator B; : S; — S; is expressed in
terms of that of B;_; : S;_1 — S;_1. Letting thus g € S;, we define B;g € 5}
as the approximation of the solution w € S; of Mjw = g obtained in three
steps, referred to as pre-smoothing, correction, and post-smoothing. The basic
ingredient in the first and third steps is a preliminary approximation @; :
S; — S; of M;l, referred to as a smoothing operator, which has the property
that the corresponding error operator I — @Q;M; particularly well reduces
nonsmooth error components (or error components with high frequencies).
We assume for simplicity of presentation that (); is symmetric. In the middle
step the lower frequencies are reduced by projecting the residual onto S;_;
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and applying B;_;. Letting P; : § — S; denote the orthogonal projection
onto S;, the three steps are then the following.

(i)  Setp=Qjg.
(ii) Setq= Bj_1Pj_1y, wherey= M;p—g.
(i) Set Bjg=v—Q;(Mjv—g), wherev=p—q.

Thus, in the first step, p is an approximation of w = M ;1 g with a rel-
atively smooth error. The residual in this approximation is y = M;p — g =
M;(p—w). To get a better approximation we would therefore like to subtract
from p a good approximation of the solution of M;z = y. Since y has small
nonsmooth components, it may be well represented in S;_;, and we therefore
now project onto S;_; and use one step of the iterative method in S;_; to
find an approximation g of z such that v = p — ¢ is an improvement over p.
Finally, this approximation is improved once more in .S; using the smoothing
iteration.

The reduction of error in each step of the iteration (11.34) is determined
by the operator D = Dy = I — B; M, and the purpose of the convergence
analysis is thus to estimate |D| where | - | is a conveniently chosen norm. In
order to do so we note that since M(-,-) is symmetric and positive definite,
it defines an inner product [v,w] = M(v,w) and we now take | - | to be
the corresponding norm, |v| = [v,v]"/2. We shall also use the orthogonal
projection R; : S — S; with respect to [-,-]. In our above application, | - | is
the norm in H{(£2) and R; is the Ritz projection onto S;.

We define the error reduction operators K;, D; : S; — S; by

(1137) Kj:ijQij and Dj :ijBij,
where I; denotes the identity on S;, we note that D; satisfies the recursion
(1138) Dj :Kj(.[j *Rj_1+Dj_1Rj_1)Kj, forj=2,...,J.

In fact, to calculate Djw with w € S; given, we set ¢ = M;w and define
P, q,v as above. Then, we have by (iii) that BjM;w = Bjg = K;v+ Q;M;w,
and hence

Djw=w— B;M;w=w— K;jv—Q;M;w= K;(w—v).
Further, since Pj_1M; = M;_1R;_1 we find, by (2),
w—v=w—-p+q=w—p+ B;j_1P;_1M;(p —w)
= (lj = Bj-iMj 1 Rj1)(w —p) = (I; = Rj—1 + Dj 1 Rj1)(w — p).
Finally, by (1), w —p = w — Q,¢9 = Kjw, which shows (11.38).

In order to analyze the algorithm thus defined, we now have to make
some assumptions concerning the sequence of spaces S; and the smoothing
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operators @);. Our analysis will be based on the following three hypotheses:
With ); the maximal eigenvalue of M; there are positive constants C1, Cy, Cs
such that

(Hi) (I =Ryl < CAT2 I~ Ry)v|, forves, j=1,....J,
(Hg) )\j//\j,1 §027 for j:27...,J,
(Hs) |Kjv)? < |v|2—Cg)\;1HijH2, forveS;,j=2,...,J.

The assumption (H7) is an error estimate. In typical finite element ap-
plications it is proved by means of the Aubin-Nitsche duality argument and
expresses the fact that the error in the Ritz projection R; is smaller in the Lo-
norm than in the energy norm. Assumption (Hz) means that the transition
from S;_1 to S; is not too rapid. Assumption (Hs) expresses the smoothing
action of K; = I; —Q; M;: If v is an eigenvector of M; with eigenvalue A, then
(Hs) implies |K;v|? < (1—Cs)\/A;)|v|?. High frequency eigenmodes are thus
reduced in size by K; more than low frequency modes. Note that for (Hs) to
hold it is necessary that C'3 < 1 because otherwise the right hand side would
be negative for the eigenvector associated with ;. Further, C3 = 1 both for
the “perfect smoother” Q; = Mj_l7 and for Q; = )\j_le. In fact, in the first
case K; = 0 and

o2 = ATY| M2 > uf? — || M) 0] = 0,

and the second case is a special case of the following lemma.

Lemma 11.2 Let Q; = pl; with |pA; — 1| < e < 1. Then (Hs) holds with
Cg =1- 62.

Proof. We have K; = I; — uM; and hence for v € 5}
[of? = |Kjv|* = 2p[Mjv, v] — p?| Mol
Here [M;v,v] = ||[M;v]|? and |M;v]* < );||M;v|?, and hence
[0 = [K0* > (20 — 12X [| M0
= (1= (1= pA)?) AT Mol = (1 = e)A7 [ Mol
which proves the lemma. a

Assumption (Hs) is satisfied in finite element applications by other
smoothers of practical interest, for example, the point and block Jacobi and
Gauss-Seidel iterations, cf. [30].

Condition (Hj3) implies that |/K;| < (1—C3/k;)'/2, where k; is the condi-
tion number Apax(M;)/Amin (M;) of M;. In typical applications x; — oo and
hence |K;| — 1 as j — oo, which indicates a deterioration of the convergence
rate of the smoothing iteration as j grows large. In contrast we shall show
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that |D;| < k < 1, with x independent of j. Hence the multigrid iteration
defined above has a convergence rate which is uniform in the number of levels
involved.

The assumptions (Hy), (H3), and (H3) enter our analysis combined into
an inequality which we shall now state.

Lemma 11.3 Assume that (Hy), (Hs), and (H3) hold. Then
(I — Rj_1)v|* < Co(Jv)? — |Kv|?), VveS;, whereCy=CiCs/Cs.
Proof. To prove this inequality we first use (H;) to get
((I=Rj—1)vf* = [(I = Rj—1)v,v] = (I = Rj—1)v, Mjv)
< I = Ry—)oll Mol < CONEPIT = Byl [ Mo

and hence
(I = Rj—1)v]> < CEATL [|Mjvl|>.

In view of (Hs) and (Hs), this shows the lemma. O

We are now ready to state and prove a convergence result for the V-cycle
algorithm. The main point to note in this result is that the bound is smaller
than 1, independently of the dimension of S. This shows that condition (11.7)
and thus (11.6) holds for this iteration method.

Theorem 11.4 Assume that (Hy), (Hz), and (Hs) hold. Then
|ID| <k =1-1/Cy, where Cy = CiCy/C3, with D =1— B;M;.

Proof. Recalling the definitions of K;,D; : S; — S; in (11.37), we extend
the scope of (11.38) to all of S by setting

Dj=1—R;+ D,;R; =1 — B;M;R;,

Kj = I—Rj —I—KjRj = I—QijRj,

and find that l~)j = I~(j5j_1[~(j. In fact, restricted to S; this is the same as
(11.38), and on the orthogonal complement of S;, with respect to [-, -], both
sides reduce to the identity operator. Since D; = I — Ry we hence have

Dj=K; - Ky(I - R)*K; - Ky,
and setting By = I — Ry, and E; = K;E;_y, for j = 2,...,.J, this yields
D=1-B;M;=D;=E,;E}

Note that £ and E; are the error reduction operators of the non-symmetric
algorithms using only presmoothing and only postsmoothing, respectively.
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Since |D| = |E;E%| = |E%|* and |E%| = |E,|, it therefore suffices to
estimate the latter norm. In order to do so we take v € S and consider the
expressions

|E]‘_1’U|2 — ‘Ej’[}|2 = |Ej_1U|2 — |[}jEj_1’U‘2, for j = 2, ey J.
From the definition of K ; and Lemma 11.3, it follows that
|Kjw]® = [(I = Rj)w|* + | K; Rjw|?
< |(I = Rj)w|* + |Rjw]* = C5 (I — Rj—1) Rjw|?
:\w|2—00_1|(Rj—Rj_1)w|2, forwels, j=2,...,J.
Hence, setting w = E;_;v,
Co(|Ej—1v]* = |Ejul*) 2 [(Rj — Rj—1)Ej—1v* = |(R; — Rj—1)v]%,

where in the last step we used the fact that (I — E;_1)v € Sj_1 so that
(Rj — Rj—1)({ — Ej—1)v = 0. This follows by induction and the recursion
relation ]—EJ = I—EJ‘,1 +Q3M]RJE371 fOI‘j = 2, ey J, with I—E1 = Rl-
By summation we therefore have

J
Col|Evol—|Eso*) = Y (IRjv — Rj—10f)
j=2

J
= (|1Rjv]* = |Rj—1v[*) = [v]* = |Ryo|* = (I = Ra)o]?,
j=2

which, since Eyv = (I — Ry)v, yields
|Eyv]? < k|(I — R)v]? < klv]?, with k =1—1/Cp.

This implies the desired result. O

We end by illustrating how the abstract result of Theorem 11.4 can be
applied to the backward Euler discretization (11.3) of the heat equation. We
make the same assumptions for {2 and S, = S = S as in our above discussion
of the elliptic problem (11.36). With (-, -) and ||-|| the inner product and norm
in Lo = Lo(§2), we use

[v,w] = M(v,w) = (v,w) + k(Vo,Vw) and |v| = [v,v]'/?,

where the former defines the operators M; : S; — S;. Letting v; denote the
largest eigenvalue of —A;, the discrete analogue of —A on S; = S, the
largest eigenvalue of M; = I; — kA; is then A; = 1+ kv;. For our smoothing
operator we choose QQ; = p;1; with [p;A; — 1| < e < 1. Our aim is now to
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check that the assumptions of Theorem 11.4 are satisfied, with constants that
are independent of j and k.

We note first that (H3) is an immediate consequence of Lemma 11.2. For
(H3), we recall that v; is bounded above and below by positive multiples of
h;z. Since hj_1 = 2h; we therefore have

-2 -2
N Lteskh?  Ltekh?
Aji-1 T 14 akh? 14 fakh;?

We finally consider (Hy). For k < h?, we have \; <1+ czkh;2 < C and
hence Lo
(I = Ry)v|l < [(I — Ry)v] < CA; (I~ Rj)vl.

For k£ > h?, we use an adaptation of the standard duality argument. Let
1 € Ly and let w € Hi = H(£2) be the solution of

—kAw+w=1 in 2, withw=0 on 02,
or
(11.39) M(¢p,w) = (¢,%), V¢ € Hy.
Then, for any x € 5;,
(11.40) (I = Ry)o, ) = M((I = Ry)o,w—x) < (I = Ry)ol Jw - I
Here, with x suitably chosen,
w = x| = [lw = x|I* + k| V(w = x)|* < C(hj + k) [wli3 < Ckh|w]3.

We now show that kljw|ls < C|¢]|, uniformly in k. In fact, since —Aw =
k=1(x) — w), the standard regularity estimate for elliptic problems shows
El|wllz2 < C(|lw] + ||2]]). But choosing ¢ = w in (11.39) we have ||w||? <
w[? = M(w,w) = (w,v) < |lwl [[¢], so that [w]| < [, which completes
the proof. Hence for this x € S; we have

w = x[* < CKTIR3[[II* < OAT v )1%,

since \; < C’khj_z. Together with (11.40) this shows (Hj).

The assumptions of Theorem 11.4 are thus satisfied, and hence the multi-
grid algorithm studied produces a linear iterative method for the solution of
the backward Euler Galerkin method at each time level, for which our results
on incomplete iteration apply. More general multigrid methods may also be
used, with more than one presmoothing, postsmoothing, and inner iteration
step, and allowing more general smoothing iterations such as methods of
Jacobi and Gauss-Seidel type, see [30]. We shall not pursue this further here.
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The idea of using incomplete iteration was first analyzed for parabolic
problems in Douglas, Dupont, and Ewing [78] and Bramble and Sammon
[35] (cf. also Bramble [29], Keeling [136], Karakashian [133]) under the as-
sumption that the exact solution is smooth. The above presentation is taken
from Bramble, Pasciak, Sammon, and Thomée [34], where both smooth and
nonsmooth solutions are considered for more general multistep backward dif-
ference schemes of the type considered in Chapter 10 above.

The use of multigrid methods for parabolic problems has been considered
in, e.g., Bank and Dupont [22], Hackbusch [112], and Lubich and Ostermann
[160]; the presentation here is extracted from Larsson, Thomée, and Zhou
[149]. For the underlying basic material on multigrid methods for the elliptic
problem, we refer to Bramble [30] and Bramble and Zhang [31].



12. The Discontinuous Galerkin
Time Stepping Method

In the previous chapters we have considered fully discrete schemes for the
heat equation which were derived by first discretizing in the space variables
by means of a Galerkin finite element method, which results in a system
of ordinary differential equations with respect to time, and then applying a
finite difference type time stepping method to this system to define a fully
discrete solution. In this chapter, we shall apply the Galerkin method also
in the time variable and thus define and analyze a method which treats the
time and space variables similarly. The approximate solution will be sought
as a piecewise polynomial function in ¢ of degree at most ¢ — 1, which is not
necessarily continuous at the nodes of the defining partition.

As earlier, in order to avoid cumbersome notation we shall concentrate
first on the discretization in time only. Let thus H be a Hilbert space and
assume that A is a selfadjoint, positive definite, not necessarily bounded
operator with compact inverse, defined in D(A) C H. Allowing thus as usual
both spatially continuous and discrete operators, we consider the initial value
problem

(12.1) W+ Au=f, fort>0, withu(0)=uv.

In order to discretize this abstract ordinary differential equation we partition
the t—axis in a not necessarily uniform fashion by 0 =ty < t; < -+ < t, <

- and set J, = (tp—1,tn], kn = tn —tn_1, and k = max,, k,,. With ¢ a given
positive integer we shall then look for an approximate solution of (12.1) which
reduces to a polynomial of degree at most ¢ — 1 in ¢ on each subinterval J,,,
with coefficients in H, or, equivalently, which belongs to the space

g—1
Sp={X:[0,00) = H; X|, = ut!, ;€ H}.
j=0

Note that these functions are allowed to be discontinuous at the nodal points,
but are taken to be continuous to the left there. Note also that X (0) has to
be specified separately for X € S since 0 ¢ J;. For X = X, € S we denote
by X™ and X7} the value of X and its limit from above at t,, respectively,
and write S} for the restrictions to J,, of the functions in S.

To introduce our discretization method, consider a fixed interval [0,¢y],
and note that the exact solution of (12.1) satisfies, for w smooth,
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/ (0 w) + A, ) di = / o)t

and hence, after integration by parts in the first term, now if w(ty) = 0,

(12.2) /ON (= (u,w') + A(u,w)) dt = (u,w(o))+/0N(f,w) dt.

Here A(u,w) is the bilinear form defined by A(u,w) = (Au,w) = (u, Aw) for
u,w € D(A); it may be extended in a natural way by

A, w) =Y Ni(u, 0)(w, @), for u,w € D =D(A?),
j=1

where the A; and ¢; are the eigenvalues and eigenfunctions of A.

Replacing « in the weak formulation (12.2) by a function U € Sy and
integrating by parts in each J,,, we obtain for the first term on the left hand
side of (12.2), with w" = w(t,) (and w? = 0),

N

_ /OtN(U7 w')dt = — Z ((an)‘t:_1+0 - /Jn (V' w) dt)

n=1

tN N-—1
- / U wydt+ 3 (U] w™) + (U2, 00),

where [U], = U — U™ denotes the jump of U at t,, and where U’ is the
piecewise polynomial of degree ¢ — 2, which agrees with dU/dt on each J,,.
In particular, if ¢ = 1, we have U’ = 0 so that the integrand vanishes.
Recalling (12.2), we now define our discrete scheme by requiring that
U € S, satisfies
tN N-—-1
[ (@ x) e A X)) e Y0 x3) + 08X
0 n=1
(12.3) tn
:(U,X2)+/ (f,X)dt, VX €Sy,
0

U° =v.

Since the function X in Sk is not required to be continuous at the t,,
we may choose its values on the different time intervals independently. By
choosing X to vanish outside J,, we therefore see that the equation reduces
to one equation for each J,, with n < N so that the discrete scheme requires
us to determine U € S such that

/ (U, X)+ AU, X)) dt + (UL, X7
In

(12.4) _ (ot xnY +/ (f,X)dt, YX eS8 1<n<N,

n

U° = .
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This also shows that the definition of the discrete solution is independent of
the choice of the final nodal point ¢n. We remark that the exact solution of
(12.1) also satisfies this equation.

We now show that the local problem (12.4) has a unique solution in Sy, on
J, for U"~! and f ‘Jn given. We first note that to show uniqueness it suffices
to see that the corresponding homogeneous equation,

/J (U, X)+ AU X))dt + (U1, X171 =0, VX €Sy,

only has the trivial solution U = 0. For this purpose, assume U is a solution,
and choose X = U in J,. Then, since 2(U’,U) = 4||U||?, we find that

on = U3 2 [ A@U)des 2oy <o,

JTI,
or
(12.5) o2 + ||U1*1||2+2/ U dt = 0.
Here and below we again use the norm |v|, = ||A%/?v|| in H®. In particular,

A(U,U) = ||AV2U|]? = |U3. Tt follows from (12.5) that A(U,U) = 0 in
Jn and hence U(t) = 0 in J,, which proves our claim. Note that we may
also conclude directly from (12.5) that U™ = U?~! = 0 which implies that
U(t)=01in J, if ¢ =1 or 2, but not for higher values of q.

The existence of a solution to (12.4) follows from the uniqueness since,
using the eigenspaces of A, (12.4) can be reduced to a set of finite dimensional
problems, for each of which obviously uniqueness implies existence.

In the case ¢ = 1, i.e., when the approximating functions are piecewise
constant in time, then U’ = 0 and U(t) = U™ = U}~ " in J,,, and the method
reduces to the modified backward Euler method

"0+ b A 0) = @)+ ([ @), e,

or
(12.6) (I +k, AU" =U""! +/ f(t)dt.
Tn

Clearly then U™ € D(A). Equation (12.6) may also be written

Un — Un—l

o U™ + AU™ = i/ f(t)dt, where 0, U" =
kn In kn

Note that the f™ = f(t,) occurring in the standard error estimate for the
backward Euler method studied earlier has been replaced by an average of
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f over J,; the standard method may thus be interpreted as resulting from
(12.6) after quadrature.

In the case ¢ = 2, i.e., for piecewise linear functions of ¢, we may write
U(t) = Uur + UL (t — tn- 1)/k on J,, and obtain for the determination of
UO = UO and U1 = U1 the system

(ﬁOaw)+knA((70aw) ((71’¢) lk A(ﬁlaw)
(U, p) + / F(t)dt,v),
Skn A(Uo, )+ (U1 n) + 2k A(U1, )
= (k;l/ (t—tn)f(t)alt,n)7 for ,ne D, n>1.

n

Once (70 and (71 are determined, we have U™ = (70 + [71. This system may
also be written

(I + ko Ao + (I + Lk, AU, = U1 4 / f(t)
Lk, AUy + (A1 + 1k, ATy = k;l/J (t —tn) f(t)dt.

In the case of the homogeneous equation, i.e., when f = 0, it is easy to show
that, with the notation of Chapter 7, U" = ro; (k, A)U" ! where ro1()\) is
the (2,1)-Padé approximation of e™*.

Before we turn to the analysis of the method introduced, we pause to
discuss briefly some alternative approaches. It could perhaps appear more
natural to seek the approximate solution as a piecewise polynomial in ¢ of
degree ¢ — 1, which is continuous at the nodes of the partition, thus avoiding
the jump terms in (12.4). For suitable test functions X the defining equation
would then be

(12.7) /]((U’, X)+ AU, X)) dt /(f, X)dt, forn>1,

again with U° = v. Given U"~! = U(t,,_1), only ¢ — 1 conditions are now
needed to determine U on J,, and the local test space therefore should only
be of dimension ¢ — 1 in time. We consider two such possibilities:

St ={X el 1®D;X(t,—1) = X" =0}

and
S]?,II == {X S Hq72 ®D}

Let us demonstrate that in both cases the solution of (12.7) is uniquely
defined. As above, it suffices for this to show uniqueness, i.e., that if (12.7)
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holds with U"~! =0 and f =0 on J,,, then U = 0 on J,. In case I we may
choose X = U, since U € S ;, and obtain

aWﬂP+/|Uﬁﬁ=a

n

which implies U = 0 on J,,. In case II we choose instead X = U’ € Sp; to
find

/, |U'||?dt + 2|U™; =0

from which we again conclude U =0 on J,.
For ¢ = 2, i.e., for U piecewise linear, the methods reduce to

Uun — Unfl Unfl + 2U™ 2
A == —t
and
" — Un—l Un—l + Un

+ A(

1
- . )=%LJ@%

respectively. The first of these is only first order accurate, and the second is a
modified Crank-Nicolson method; the case II method is sometimes referred to
as the continuous Galerkin method. Because it has less advantageous smooth-
ing properties than the discontinuous Galerkin method (cf. Chapter 7), we
shall refrain from a detailed analysis here.

The following theorem gives our first error estimate for the time stepping
method (12.4). Here and below uY) = (d/dt)"u.

Theorem 12.1 We have, for the solutions of (12.4) (with ¢ > 1) and (12.1),

N 1/2
12.8)  |JUN —u(ty)| < C(Z kfﬁ/ |u<q>|§dt) . forty >0.

n=1 n

Proof. We define an interpolant u(t) € Sy of the exact solution u(t) of (12.1)
by demanding, for each n > 1,

u(ty) = u(ty), forn >0,

12.9
(12.9) / (U(t) —u()t'dt =0, forl<q—2, n>1,
In

i.e., u interpolates at the nodal points, and the interpolation error is orthog-
onal to II,_s on J,. (For ¢ = 1 the latter condition is void.) In order to see
that these equations define a unique u € I1,_; on J,, it suffices, by expansion
in H with respect to an orthonormal basis, to consider the scalar case, and,
since the number of equations and the number of unknowns in (12.9) then
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both equal ¢, to show that u(t) = 0 on J, implies @(¢) = 0 there. Transform-
ing to the unit interval (0,1), with ¢, corresponding to 0, we thus need to
see that if u(t) =t ;’-;g a;t! is orthogonal to II,_5 on (0,1), then u(t) =0
there. But this follows from

1 q—2 4 1 92 L
/ a(t)zajtfdt:/ t(> at’) dt=o0.
0 =0 0 Do

This also shows that u agrees with u on J, when uw € II,_; so that the

interpolation is accurate of order ¢. By standard arguments we then have
(with [ o= -1

(12.10) [a(t) —u(t)3 < Ckiq*1L P2 dt, forte J,, j=0,1.

We now decompose the error as
(12.11) U—u=U-u)+(u—u)=0+np,

and note that p" = p(t,) = 0 for all n > 0. It therefore suffices to bound %V
by the right hand side of (12.8). We have by (12.4) and (12.1)

(1212) [ (0.X)+ A6.X)) dt + (8,0, X7
:*/J (0, X) + A(p, X)) dt = ([pln—1, X171), VX €S

Here, by the defining properties (12.9) of @,

/J (0, X)dt + ([pln—1, X7

in

(12.13)

— X [ X (X5
tn—1+0 In
— (X (LX) =0, X €8
Choosing X = 260 in (12.12) and noting that
2/, (0',60) dt +2([0]_1, 07
= 110717 = 03717 + 201037 1* — 2(6"7,037)
> (0™ = 11057 1Z + 1051 — [lem =2
= [16"[1* — 1le" ]I,
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we have
o2 [ Jolar< o4z [ Aol ar
<lon P+ [ e [ ol an
JIn JIn
Hence
(12.14) o1+ [ toitde <16+ [ o,
JIn JIn
and, by summation, since ° = U° —@° = v —v =0,
tN tN
(12.15) ¥+ [ o< [ ok an
0 0

Using (12.10) we conclude from (12.15) that

N N
(12.16) 16N)12 < Z/J 1p|2 dt < CZk?ﬂ/J w3 dt,
n=1 n n=1 n

which completes the proof. O

In the case of constant time steps k,, = k, the error estimate of Theorem
12.1 reduces to

tn 1/2
o — el < cr( [ @R ar)
0

We note that in the case of the backward Euler method (12.6) the error
bound contains only first derivatives with respect to time, in contrast to the
standard error estimate for the backward Euler method for which u” enters;
it is natural that more regularity is required when the integral in (12.6) is
evaluated by a point-value quadrature formula.

Although the above error estimate concerns only the nodal values, esti-
mates of the same optimal order may be derived also in the interior of the
intervals J,, as follows from the next theorem. Here and below we use the
notation

el = sup [lp(®)]]-
teJn

Theorem 12.2 We have, for the solutions of (12.4) (with ¢ > 1) and (12.1),
for1<n <N,

U = ulls, <IU" = ulta)| +CIU™ = u(tn-1)|l + Ok u'?]

n —

In+
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Proof. This time we write the error
e=U—-u=U— Pyu)+ (Pyu—u)={+mn,
where P, denotes the La-projection in time onto Sj. Clearly then
7ll5,, + Fnlln |, < CREuD] .

Hence, in order to prove our result it remains to bound £. But

tn
Il < len] + / 1€ ds < [l + "] + / €' dt,

n

so that it now remains to bound the latter integral. We shall prove

(12.17) /J €Il dt < C(lle™ I + 110" 1),

which will imply our claim.

We first note that, using for the second inequality a transformation to
a unit size interval and the finite dimensionality of the polynomial spaces
involved,

(12.18) (/J 1€’ dt)2 gk;n/J ||£/||2dt§C/J (t — ta1)|| €' dt.

To estimate the latter integral we note that, using the orthogonality of 1 to
S,

[ (€ x)+aex)asxp
A ¢ /Jn(f,X) dt

- /J (Pyu)’, X) + A(Pyu, X)) dt — ((Peu)? ', X0

(12.19)
:(U”’l—(Pku)i_l,XI_l)—/ (. X) dt

n

= (et X

- (omxm - ety - f

| 0.x) )

= ("L X5 = (", X7,

Choosing X (t) = (t — t,—1)&(t) in (12.19) we find, since X}~ =0,

/ (t— tu )€1 dt + Shole"? < 1 / €2 dt + Ea ] 1€ (£

n
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In the same way as in (12.18), we have

BIEEIE<C [ =t P
so that we may now conclude

(12.20) / (t— ta )P dt < C / €2 dt + Ol |-
In

n

To estimate the integral on the right we now choose X = 2¢ in (12.19) to
obtain

lE™ 1% + s 1% + 2/ €15 dt < 2™+ 2l IE™ I,

which yields
[ reae<cqeip+ o).

Jn,
Together with (12.20) and (12.18) this completes the proof of (12.17) and
thus of the theorem. O

We have thus shown a global error estimate of order O(k?), which is the
optimal order using polynomials of degree ¢ — 1. We recall, however, that in
the case ¢ = 2, the approximation of the homogeneous equation is associated
with the subdiagonal (2,1)-Padé approximation of e~*. Since this is accurate
of order O(k?), this raises the question of the optimality at the nodal points
of the error bound derived, which is only second order for ¢ = 2. In our next
result we shall see that, at the nodes, the error in the discontinuous Galerkin
method is actually of order O(k??~1), which is of superconvergent order for
q=>2.

Theorem 12.3 We have, for the solutions of (12.4), with ¢ > 2, and (12.1),

N 1/2
U~ aen)l < Ok (YR [0, de) L orty 20,
n=1 In

where k = max,, k,.

We note that this thus shows
N a1 [ @2 12
TN — ulty)| < Ck (/ OB, dt) " for by > 0.
0

We remark that in application to partial differential operators A, severe
boundary conditions need to be imposed on the solution of the continuous
problem for ¢ > 2 since u(9(#) is required to be in H?4~! for ¢t > 0.
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The proof of this theorem will require some preparation. Because we are
interested in bounding the error in the solution of (12.4) at ¢t = ¢ we intro-
duce the global bilinear form

By (VW) = /tN (V, W) + A(V, W) dt
(12.21) L
+ 3 (V] W) + (VO W),

Here, for V' discontinuous at the points of the partition, we understand by V'
the piecewise smooth function obtained by differentiation on each J,. With
this definition the discrete equations (12.3) may be written

tN
BN(U,X)z(v,X3)+/ (f,X)dt, VX € &.
0

Since clearly the solution u of the continuous problem satisfies, for any ap-
propriately regular W, in particular for W = X € S, the equation

(12.22) By (u,W) = (v, W) + /OtN(f, W) dt,

we have, for the error e = U — u,
(12.23) Bn(e,X)=0, VX €S;.
In our analysis we shall also consider the backward homogeneous problem
(12.24) —2' 4+ Az =0, fort<ty, withz(ty)=e.
We note that, if z is the solution of (12.24), then
(12.25) Bn(u, z) = (u(tn), ¢).

Replacing the variable t by ¢5 — ¢t we find that the natural analogue of the
discrete problem (12.4) for (12.24) is to find Z € S such that

(= (X,Z')+ A(X, Z)) dt + (X", Z") = (X", Z7),
JIn

(12.26) VX €SI, n< N,

zy =

By integration by parts in (12.21) our bilinear form By (V, W) may also be
represented as

Be(v.w) = [ MW Ay ar
(12.27) ’
=) VW) + (VY W),

n=1
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As a result of this it is clear that the discrete analogue (12.26) of (12.24) may
also be stated as to find Z € Sj, such that

(12.28) BN(X,Z)=(XN,p), VXESs.

Thus, in particular, this problem has a unique solution and also other results
obtained for the forward problem translate to this case. In particular,

(12.29) BN(X,Z —2)=0, VX €S

Proof of Theorem 12.3. Let z and Z be the solutions of (12.24) and (12.28),
with ¢ € H, and let e¥ = UY — u(ty). Then, by (12.25) and (12.28),

(€, 0) = (UY,9) = (ultn), ¢) = Bn(U, Z) = By(u, 2)
=Bn(U —u,z) + By(U, Z — z).

Thus, using also (12.23) and (12.29), and setting Z — 2z = ¢ and p = u — w,
where @ is the interpolant defined in (12.9), we find

(eN,p) = Bn(U —u,z — Z) = By(t — u,z — Z)
=B == [ (=0 O)+ A0t

where in the last step we have used (12.27) and the fact that p™ = 0 for
n > 0. Since |(v, w)| < |v|s|w|—s it then follows that

in 1/2 tn 1
ol < ([ 1oBade) ([ (P s+ 162 gs) )
0 0

Here, cf. (12.10),

tN N N
| b= [ 1 dezo SR [ W@, ar
0 n=1 Jn n=1 Jn

We shall also show below that

/2

tN
(12.30) / (€12 21+ ¢20gss) dt < CR2] ]2

Assuming this for a moment, we find

N

1/2
@) < e (SR [ @B,y dt) el

n=1

which completes the proof of the theorem.
In order to show (12.30), we consider the corresponding forward problem
(12.1) and (12.4), with f =0, and show, for e = U — w,
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tN
(12.31) | 0P oy + e agea) dt < CR2ol

We now note that this will follow from
tn
| +1e) de < ooz ar o,
0

by replacing v by A~9* !y in the latter error estimate.
We write as in (12.11) e = (U —u) + (u — u) = 6 + p, and begin by
bounding p and p’. In the same way as in (12.10) we have, for any j,

/ |p(5)|? dt < Cka(T*S)/ |u(r)u\? dt, forted,, 0<s<1<r<gq.
JIn

n

This implies, as in (12.16),
tN
[ 2+ 1ok a
tN
a2a)  zoir [ (OR, e
tN
= C’k:2q72/ | AT )2 dt < Ck2972|| AT 2.
0

Note that in order to be in parity with the optimal order estimate for p’ we
have used a suboptimal order estimate for p.
It remains to bound 6 and ¢’. We have by (12.15) and (12.32)

tN tN
(12.33) | s [TioBar< o zantop?
0 0

which is the desired estimate for 8. For €', we note that by (12.12) and (12.13),
with X (t) = (t — t,—1)0'(t), we have

/ (t_tn—l)(”O/”Q +A(9a0,)) dt = _/ (t_tn—l)A(p7 0/) dta
Jn In
from which we conclude

l/(t—m_nww%ﬁsc{/<t—mhnummF+HAm%da

or, using a local inverse estimate on .J,,,
[ W< [ (an? + jap?) i

Application of this estimate with initial values A~'/2y rather than v, and
summation, together with (12.32) and (12.33) shows
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iN tN
| wRd< o [T (08 +10R) @t < crE AT

This completes the proof of (12.31) and thus of the theorem. O

We shall now turn to a different type of error estimates in which the Lo-
type norm in time of the error bound is replaced by a maximum-norm. In
this regard we state the following theorem; for ¢ = 1, cf. Theorem 7.6.

Theorem 12.4 Assume that kpy1/kn, > ¢ >0 for n > 0. Then we have, for
the solutions of (12.4) with ¢ > 1 and of (12.1),

t
|U = ullsy < CLymax (k&|u'?|;,), where Ly = (log Tz,
n<N kn

This result suggests, e.g., that to keep the error uniformly small, we should
choose the time steps inversely proportional to ||u(®) ||3{L ¢ Note that Ly is of
moderate size and does not effect the error bound in an essential way.

In the proof we shall use the following representation of the error, which
contains the approximate solution of the backward problem (12.24).

Lemma 12.1 Let U and u be the solution of (12.4) and (12.1), and Z that
of (12.28), with p € H. Then, with uN = u(ty) we have for the error e =
UN _ UN

(N, ) = Bn(u—X,2) + (XN —uM, ), VX €S
Proof. We have by (12.28) and the error relation (12.23)
(€, 0) = (O = XN, ) + (XY —u, )

(12.34) =Byn(U - X,Z) + (XY =™, p)
=Bn(u—X,2Z) + (XN =", p).

which shows our claim. O

We will also need the following two stability results, the second of which
is the main technical step in our analysis.

Lemma 12.2 When f =0 we have for the solution of (12.4)

tn N-—-1
O+ [ R X IR =
n=0
Proof. We choose X = 2U in (12.4) (with f = 0) to obtain
(12.35) 2/ (U, U) + AU, U)) dt +2([U]n1, UZ1) = 0.
J.

n

Here
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d
2 [ W vyar= [ L= o - ure,
J In

n

and
2([U)p1, UFY) = (U)ot U1+ U 4 [Ua)
= 1O = U2 + 1 [U)a 1%,

so that (12.35) yields

(12.36) U + 2 / URdt + [T ]? = U2

n

Summation from n = 1 to N now shows the lemma. O

Lemma 12.3 Assume that kp41/kn > ¢ > 0. Then we have for the solution
of (12.28)

tn N
/O (12"l + IAZID dt + D [11Z]all < CLwllll.

n=1

Proof. We shall show the corresponding estimate for the forward prob-
lem, i.e., assuming now that k,_1/k, > ¢ > 0, and with U° = v, Ly =
(log(tn/k1))Y? + 1 we show for the solution of (12.4) with f =0

tN N
(12.37) [ 0w+ 1av a1l <zl

n=1
For this purpose we shall establish

N

(1238) 3" (ta [ (WP + AU de + ok V) |2) < ClolP

n=1 In

which easily shows (12.37). In fact, by Schwarz’ inequality and (12.38)

tN N N
[ =3 [ i< e[ e
0 n=17n 1 Tn

and hence

tn N N
(/ U1 dt)* <7 bty Ztn/ 1T dt < C(Ly)?||v]1?,
0 n=1 n=1 In

where we have used
tn
k1

N dt t

Y katy! < 1+/ " :1+logk—N < (Ly)2
1

n=1
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The term in ||AU|| is treated in a similar way, and finally

N N N
2 — — *
(D MUTal)” <D katy ™Y ok [Ula|® < C(LR)? 0l
n=1 n=1 n=1

which completes the proof of (12.37).
We begin the proof of (12.38) with the estimate for AU, and choose X =
2AU in (12.4) (with f = 0), to obtain, similarly to (12.36),

UrR 2 [ AU dt (Ul < 0, ornz 2,

J?’l

and, after multiplication by t,, since k, < Ck,_1,

EaUT 2+ 21, / VAU 2 dt + b, |[U]s [
In

<t UM 4 UM R <ty g [UP R + Clina [U 1R,

Summation from n = 2 to N shows

N N—-1
(12.39) QZtn/ JAU|? dt < C Y kn|U™[3.
n=2 Jn n=1

Here, using an inverse inequality on each J,, and Lemma 12.2,
N—-1 tN—1

(12.40) S kU2 < c/ U2 dt < CJo]|2.
n=1 0

To estimate ||AU|| on J; we set again X = 2AU in (12.4) (withn =1, f =0)
to obtain

|U1§+|U3|%+2/J |AU|? dt = 2(v, AU?)
< E7f1|1|AU3||2 + (ek) ]l
Here, since ||AX||? is a polynomial of degree < 2q on Ji,
wlAXSP < C, [ JAX|Par, X e s,
1
and hence, with X = U and by choosing ¢ < Cq_l, we conclude

k1 |AU||* dt < C|v]|?.
J1

Together with (12.39) and (12.40) this shows the desired bound for ||AU]|.
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To estimate ||U’|| we choose X = (t — t,,—1)U’ in (12.4) (with f = 0) to
obtain

/ (t— by )72 dt = — / (t— tas) (AU, U") dt

In JIn
1 1
<5 [ t-tanlavPdes g [ (-t P e
In In
and hence
[ =t s [ G-nnlavita <k, [ av)a.
In In JIn

Again a local inverse estimate gives

/ ||U’||2dt§0k:;1/ (t—tn,l)HU'H?dtgc/ AU 2 dt,
Jn

n n

and the desired inequality for ||U’|| now follows from that for ||AU].
To estimate [U],—1, finally, we choose X = [U],,—1 in (12.4) (with f = 0)
to obtain, for n > 1,

N[0T ? = — / (U [U]1) + (AT, [U] 1)) d

n

<

DN | =

1
Wl + 5k [ (U712 +1A0IR) ar

or

ks U |12 < / (10712 + AU ) d.

n

The desired result again follows by multiplication by ¢, and summation using
the results already obtained for ||[U’| and ||AU]. ]

Proof of Theorem 12.4. We shall first bound eV = UN — «N. We apply
Lemma 12.1, choosing X = @, where u is the interpolant defined in (12.9).
With p = u — u we then have, using (12.27) and the properties in (12.9),

(e, ¢) = =Bn(p. Z) + (p", ¢)
tN N—-1
(12.41) =/0 ((p,Z2") = Alp, 2)) dt + go(p [Z1n)
= _/tN(paAZ)dtv

and hence, using (12.10) and Lemma 12.3,

tN
N < < q (9)
(€l < maxloll, [ 14Z] di < CLy el ma (ka1

Ta)-
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This implies
Nj < q|q, (@)
¥ < CLy mags (2[4,

It remains to show the estimate at the interior points of Jy. But with
the nodal estimates now proven, this follows from Theorem 12.2. The proof
is therefore now complete. a

For ¢ = 2 we shall also show the following superconvergent third order
error estimate at the nodal points, with a maximum-norm error bound.

Theorem 12.5 Assume that ky11/k, > ¢ > 0 for all n. Then, for q = 2,
we have for the solutions of (12.4) and (12.1)

IUN —u(tn)| < OLy max (k7| Ausll,).

Proof. Using (12.41) we have

N

<eN,sa>——i/ (Ap, Z)dt = - 3 K.
n=1"Jn

n=1

Here, since p is orthogonal to constants for ¢ = 2, we find

(Ap, Z} 7" + / t Z'(s)ds) dt = / (Ap, / t Z'(s)ds) dt,

Kﬁ:/
In tn—1 JIn tn—1

and hence

(12.42) K| SanApllJn/ 12| dt.

JIn

We conclude, using (12.10) with j = 2, that

tn
N < ( A ) A
(™, )] < max { knl|Apl.1, ; 12" dt
< 3 )
< CLy ma (k2| Aue |, ) o]
which completes the proof. a

We now turn to the application of the discontinuous Galerkin method to
the solution of the partial differential equation problem

(12.43) u— Au=f in £, for t > 0,
u=0 ondf2, fort>0, wu(-,0)=v in {2

For simplicity we now assume {2 to be a convex polygonal plane domain, and
recall that the standard elliptic regularity estimate (1.7) holds in this case
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for m = 0. We restrict the discussion to the standard family of continuous,
piecewise linear finite element spaces, and consider the semidiscrete problem
to find uy(t) € Sy, for ¢t > 0 such that

(uh,t»X) + (vuhva) = (f? X)7 VX € Shu t> 07

(12.44) un(0) = v,

where vy, is an approximation of v.

It is to this problem that we now want to apply the discontinuous Galerkin
time stepping method, so that the Hilbert space H will be S, equipped with
the Lo inner product, and the discrete Laplacian Ay defined in (1.33) will
play the role of the operator A. In order to discretize (12.44) in time, we shall
thus use the finite dimensional space

q—1
Sen = {X :[0,00) = Sp; X[, = X;t/, X; €S},

Jj=0

and our fully discrete method is now to find U, € Sk, such that
tN
(12.45) Bn(Up, X) = (vh,XS)r) +/ (f,X)dt, VX €S, N>0,
0

where this time

(12.46) By (V,W)

tN N—
:/ (V. W) + (VV, VW) d Z V], W) + (V2 W9)
0 =1
tn N-
:/0 (— (V,W,) + (VV,VW)) Z v + (VN W),

The equation satisfied by the error now takes the form
By(e,X) = (vh —v,X0), VX € Spn.

Note that the right hand side vanishes when v, = Ppv.

We shall only show the nodal error estimates corresponding to Theorem
12.4 with ¢ = 1 and to Theorem 12.5 where ¢ = 2. We first have the following
result where the approximating functions are piecewise constant in time. Here
and below we use the notation

el = sup [l 2., = sup [l@(t) ]2,
ted, tel,

where now || - || is the norm in Ly = Ly(£2) and | - ||2 that in H? = H?(£2).
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Theorem 12.6 Assume that ky1/kn, > ¢ >0 forn >0 and let g = 1. Then
we have for the solutions of (12.45) and (12.43), with vy, = Py,

10" = u(tw)| < CLy max(h?|ullz,s, + knlluel.s.)-

Proof. Let @ denote the piecewise constant function (with respect to t) de-
fined by u(t) = u(t,) for ¢t € J,, and write

(12.47) e=U, —u= (Up — Rpu) + (Rru —u) =6+ p,
where Ry, : Hi — S}, is the Ritz projection defined by (1.22). Since u(ty) =
u(ty), we have |[pV| = ||[(Rpu — u)(tn)| < Ch?||u(ty)]|2- To bound 8V, let
@ € Lo and let Zp, be the fully discrete analogue of our previous Z, i.e., the
solution of

BN(X,Zy) = (XN, Pup) = (XN, ), VX € Spn.
Then, since Z, ;(t) = 0 on each J,,

(0N, ) = Bn(0, Z1) = —Bn(p, Z)

N N-1
(12.48) _ *Z/J (Vo VZu)dt+ > (0", [Zu]n) — (0", Pup),

and hence, since (Vp,VZ}) = (Rpp, ApZy) we have

tn N-1
.0 < ol + 1Rapls) ([ 180730 e 3 120l + el

By the stability result of Lemma 12.3, applied in the discrete context, we
thus have

oN|| < CL .

1671 < CLy max|lol] s,

Now

7 = [|Rru — ull s, < ||(Ry —I)u
< CW?|lull2, s, + Ckallul s,

llp 7o =,

(12.49)

and since Rpp = Ryt — Rpu = p — (Rpu — u), this function admits the same
bound. This completes the proof. a

Theorem 12.7 Let ¢ = 2, and assume that kpy1/kn > ¢ > 0, for n > 0.
We have, for the solutions of (12.45), with vy, = Ppv, and (12.43),

|UN — u(tn)| < CLy max (h?||ull2, s, + K llwetll2,, )
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Proof. We again split the error according to (12.47), where now @ is the
piecewise linear interpolant defined by the case ¢ = 2 of (12.9). This time we
find instead of (12.48)

Z/ p» th (Vp, vZh)) dt

( ) [Zh]n) - (pNa PhSD)

MZ

+

3
Il
—

Here we have, using the definition of w

/ (p Zn) dt = / (Ruii — u, Zny) dt = / (Rnu — w, Zn.y) dt,
J'"r J

n JW,

and, by Lemma 12.3,

N
’Z/ (Rhu—u,zh,t)dt‘ <
n=1"Jn

tn
Nz
0

< 2
<CLnh max el
and similarly
\Z (PN, Pap)l
N-1
< max | (Ruw = ) (ta)l| (3 11Z3]n ]l + [ Pas])
n=1

< 2 )
<CLyh max [ull2,.., el

Finally, by the definition of Ry,

Z/ (Vp,VZy)dt = Z/ (U —u),VZ,)dt
N

:72/ (i —u), Zn) dt = 3 Ko,

n=1 n=1

and we conclude as before in (12.42) that

Kl < Bl — ulla, / 1Zu.| dt,

JIn
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and hence that
N

N
S 1ol < s (Ol =) 3 [ el

n=1

< L ma (a2, |
Together these estimates show
(O™, @) < CLy max (i uulla.s, + b2 ull2,s,) el
n<N
which bounds [|#%|| as desired. The proof is now complete. O

Our earlier error bounds contain quantities which depend on the exact
solution and are of the desired order of magnitude provided this exact so-
lution has specified regularity properties. Such error bounds are referred to
as a priori error bounds. However, since the exact solution is unknown, such
estimates do not provide precise quantitative upper bounds for the error. We
shall therefore now show an a posteriori bound, which gives an error estimate
expressed in terms of only the data of the problem and of the computed solu-
tion. Such estimates may be used to design adaptive methods for solving our
initial value problem, thus defining the successive time steps of the method
so that the error is guaranteed to be below some fixed tolerance.

We shall restrict our discussion here to the discontinuous Galerkin method
studied above in the case of piecewise constant approximating functions in
time, i.e., with ¢ = 1. We shall again begin to do so in our Hilbert space
framework, so that only the discretization in time is involved, and then apply
this to the spatially discrete version of the heat equation, for simplicity here
only with piecewise linear finite elements, i.e., with r = 2.

We consider thus first the initial value problem (12.1) and an approximate
solution in S = {X : [0,00) — H; X’Jn = 1) € H}, defined by

tn
BN(U,X):(v,XS)r)Jr/ (f,X)dt, VX €Sy,
0

where By (U, X) is defined in (12.21). As noted in (12.6), this may be written
as

(12.50) U™ + kAU =U" ! +/ fdt, forn>1 U’=wv.
In

Our a posteriori error estimate is then the following. Recall that Ly =
(log(tn /kn))Y? + 1.
Theorem 12.8 We have, for the solutions of (12.50) and (12.1),

IUN = u(tn)| < CLy max (kn”fHJn + kn”gnUnH)
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We remark that, by Theorem 12.4, if ky,y1/k, > ¢ > 0 for n > 0,
kal|0,U" | = [lU™ = U™
< U™ = u(ta) | + 10" = ulta-1)]| + [lu(tn) — ulta-1)]|
<CL, Ijngaf (kjllugllg,),  for m < N,
so that, modulo the logarithmic factor Ly, the contribution of this term to
the error bound is bounded by the earlier derived a priori error bound.
The proof requires some preparation. It will use the solution of the back-
ward problem (12.24). Note that in the proof of the a priori error estimate
of Theorem 12.4, it was the discrete analogue of the solution of this problem

that entered.
We shall need the following representation of the error.

Lemma 12.4 With U and u the solutions of (12.50) and (12.1), and z that
of (12.24), we have fore =U —u

eN = " z—
(e™, ) /0 A(U, X)dt

N-1 tN
+Z([U]n,zn—X1)—/ (f,z—X)dt, VX €S
n=0 0

Proof. We recall that the error e satisfies (12.23). Using first (12.27) with
V =¢,W = z and then (12.21) and (12.22) with W = z — X we therefore
have at once

(e, ) = By(e,2) = By(e,z — X) = By(U,z — X) — By(u, z — X)

N N-1
:/O AU,z = X)dt+ 3 (U, (2 — X)2) + (U2, (2 — X)2)

—(v,(z = X)%) — " z—
(v, (= — X)2) /0 (f.2— X)dt,

which shows our claim. O

We shall also need a stability estimate for the exact solution of (12.24).

Lemma 12.5 We have for the solution of the backward problem (12.24)

tN—1
/0 lztll dt + 1|zl < CLllell-

Proof. This follows from the corresponding result for the forward problem
(12.1) with f = 0, which reads

tN
4
/ el dt + llulls, < CLy o], with Ly = (log 72)"* + 1.
k1 1
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To show the latter estimate we note that ||u(t)|| < ||v| for ¢ > 0, so that, in
particular, |lu|l;, < |v|, and, by a simple energy argument,

oo
| el e = 3ol
0
from which we conclude

tN tN tn
2 dt tN
([ e < [ 75 [ thualPa < $og 2 ol
k‘l kl k}l 1

which completes the proof. a
We are now ready for the proof of Theorem 12.8.

Proof of Theorem 12.8. We denote the three terms in the representation in
Lemma 12.4 by I, IT and III. We choose

X(t)=z"= k;l/ 2(t)dt, forté€ J,, n>1.
‘]’VL
Then, since U(t) is constant on J,, we have

AU,z—=2z")dt =0, forn>1,
In

and hence I = 0. For II we have since X = zntl

IUI< max |[U IIZII - 2"
Here

|z" — 2”71” = H]ggl/ (z — z"fl)dtH < / |z¢]| dt, for n < N,

n n

and ||z — 2N71|| < 22|y, so that, by Lemma 12.5,

N tN—1
SOz — e S/ el dt + 2|12llsy, < CLxll]-
n=1 0

Since [U],, = k,0,U™ this shows the desired estimate for II.
For III we have similarly

N
1111 < mas 1) 3 (67 / & — 2)| d)

tN—
/0 el dt + 211211,

<CLn max (Knll f110,) Il

/N

< nmgaﬁ (anfHJn)

This completes the proof. a
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We shall close with a discussion of an a posteriori error estimates for the
discontinuous Galerkin method in the case of the heat equation in a bounded
convex polygonal domain 2 C R?, with Dirichlet boundary conditions. The
continuous problem we want to solve is (12.43) and its fully discrete analogue
is now

tN
(12.51) BN (Up, X) = (v, X3) +/0 (f,X)dt, ¥ X €Sk, N=>1,

with By(+,-) again defined by (12.46), and with S}, the basic family of con-
tinuous, piecewise linear finite element functions, which, for simplicity, we
now assume to be associated with a quasiuniform family of triangulations.
Note that (12.51) implies that we assume that the discrete initial values are
chosen as vy, = Pv.

We emphasize that we thus restrict the considerations to the case when
Sy is independent of time and only the time steps vary. For more refined
estimates, allowing different approximating spaces S, on different time in-
tervals, thus resulting in more precise adaptive schemes, see the references
below. The method is thus to find U, € Sy, such that

/ (VU,, VX)dt + ([Uh]n_l,Xﬁ_l) :/ (f,X)dt, VX € Spp, n>1,
JTI,

n

or
(U0 + k(U 90 = @370+ ([ 1®dtx), ¥xesn a1
JIn

and with U° = Pjv.
We recall that Theorem 12.6 shows, assuming k,,11/k, is bounded away
from zero,

|Un = ullgy < CLy max(knlluells, + h?[|ul
n<N

2,7,)-

For an a posteriori error estimate we thus have to replace the right hand side
of this estimate by quantities which are known at the time of the computation.
For this purpose it is natural to try to replace u; on J, by 0,U, ». We also
need to use an approximation for the second order spatial derivative norm.
We therefore introduce the interior edges {7y} of the triangulation 7}, and
denote, for x € Sy, by [0x/0n], the jump in the normal derivative across -y

and set 9
X1 (2\1/2
xllzn = (311501,
vy

Note that because Vx is constant in each 7 € 7}, so is the normal derivative
along v within 7. We may therefore also think of the jump in dx/0n as
Ox/on(Py) — Ox/On(P2) where P; and P, are the points of gravity of the
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two triangles involved, or as a multiple of order O(h) times the difference
quotient

(2P - X (py) 1P, - P,

which latter has the character of an approximation of a second order deriva-
tive.
The a posteriori error estimate we shall show may now be stated as follows:

Theorem 12.9 We have for the solutions of (12.51) and (12.43)
10 — u(tn) | < CLy ma (0% + ko) g, + W210R o+ kol B.UF )
For the proof we shall need the following auxiliary estimates.
Lemma 12.6 If W € Sj,,v € H} N H?, then
(YW, V(Py = 1)v)| < CR2||W ||2,p [[v]]2-
Proof. We first show that if W € Sj,,v € H}, then
(12.52) (VW Vo)| < Cl[Wllan (o]l + Al[Vol).

In fact, for each triangle 7 in 7 with edges v, ;,7 = 1,2,3, we have by

Green’s formula
/ vds.
Yri Jy

T

- oW
= on

/VW~Vvda::

Summing over the triangles 7 we find that each edge v occurs twice and thus
the coefficient for [ vds is [0W/On],. Using the Cauchy-Schwarz inequality

we thus have !
2,h (Z(/vds)z)

5 ol

1/2
(12.53) (VW, V)| < C|[W

Here, using the trace inequality (2.10) scaled down to each triangle, when ~
is one of the sides of 7 (cf. (2.11)),

2 —
([Yvds) gChLu2dsg0h(h/T|vu|2dx+h 1/Tv2dx),

and hence

v

2 (/“d5)2 < C(vl” + R2(|Vv]?).

Together with (12.53) this completes the proof of (12.52). The proof of the
lemma is now concluded by noting that, when the triangulation is quasiuni-
form,

1(Ph = D)oll + 2]V (P = Dol < Ch? [Jv]l2. 0
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Proof of Theorem 12.9. The representation of the error e = Uy, —u of Lemma
12.4 remains valid and we thus have

N-1

(¥, 9) = _/0 (VUL VX =) dt = 3 (Ul X — 2"

n=0
tNn
+/ (f,X—2)dt=T+1I+1I1I, for X € Spp,
0
where Ug = Ppv. We now choose X € Sgp, as the orthogonal projection onto
Lo (2% J,) of z, for n > 1, i.e., X = PyZ, where P}, is the Lo-projection onto

Sy and z|;, =k fJn zdt. We then write X — 2z = (PrzZ — Prz) + (Pyz — 2).
Now

/(VUh,V(PhE—PhZ))dt:—/ (AhU}“E—Z)dt:O,

n n

whereas by Lemma 12.6

y/ (VUh,V(thfz))dﬂ:|(VU,’[,V((thI)/ 2dt))|
JIn JIn
gcmuu,:fuz,h”/ zdt{|2§C’h2||U§||27hHA/ 2di).

Jn Jn

Since fJN Azdt = fJN 2z dt = z(ty) — z(tn—1), Lemma 12.5 shows

N
11 < O o U o 3| / st

tN—1
<O U7l ([l de+ 1l )
= 0

< 2 n )
< CLnh max 1T Nl2,n ||l

We have since [Up]n—1 = U} — U,’fl = knénU,?

N N
1= =3 (Unloet, X" = 2" = 3 ([UhJue1, X = Pz
n=1 n=1

N
<Y kall@aURIE" = 2,
n=1
so, again by Lemma 12.5,

_ tN—1
< n
111 < Comae (al0,UR1) ([l + 121

< CLy max (b |02U7 )l



12. The Discontinuous Galerkin Method 229

For IIT finally we have

r/‘pr—Adﬂsann/ 1Pz — 2| dt.
JWr J’VL

Here, by adding and subtracting P}z, we have on J,

1Pnz = 2|l < [|Puz — 2]l + 12 = 2]l < CR?[|2]l> +/ ¢ dt,

JIn

and hence,

/

n

|z — Puz|| dt < C(h* + kn)/ lz¢|| dt, forn < N.
JIn

Further, since ||z — PpZ|| < 2|/z]|jx on Jy, we find
| = Puzldt < 2hulaln,
JIN

so that altogether, using as before Lemma 12.5,

tN—1
%KA el dt + 11255

< CLy max ((h* + ka) | f..) 2]

[T < Cmax ((h* + k)| f
(12.55) n<N (

Our three estimates for I, IT and III, together with (12.54) complete the
proof. O

In order to see that the error bound in Theorem 12.9 is not excessively
large we shall demonstrate in the next theorem that the quantities in the error
bound which depend on the computed solution may, in fact, be bounded by
the a priori error bound of Theorem 12.6.

Theorem 12.10 Assume that ky11/kn, > ¢ > 0 for n > 0. Then we have
for the solutions of (12.51) and (12.43)

(12.56) K2 |UY

2.0 + k|| On U || < CLy max(h?|[ullz, s, + knuel

Jn)'

Proof. With uj, = Ipu the standard interpolant of u we have
WU Nl < PUR = @3 [l2,0 + B2 (1@ [12,-

Using the Bramble-Hilbert lemma one easily shows [[ad |2, < C|u™|2.

We now note that quasiuniformity implies the inverse estimate ||x|2,, <
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Ch=2||x|| for x € Si. In fact, since area(r) > ch?, with ¢ > 0, we have

0 / /
Ilen = (SIGRE) T < o(SIvnliee)
o'k T

- 1/2 _ _
< (Y arealr) VNI, m) = ChIV < Ch 2]l

T

Using Theorem 12.6 and the standard estimate for the interpolation error,
we therefore have

WU =y 2 < CIUG = @™ < JUR = u™|| + o™ — @™

< CLy max (h?|ull2, s, + Enlluell 1),

so that we have shown the estimate claimed for the first term in (12.56). For
the second term, we have

En[ONUR I < 10 = uM | + U™ = a7+ kvl

which is bounded as desired, by Theorem 12.6. O

The discontinuous Galerkin method was introduced and analyzed for or-
dinary differential equations in Delfour, Hager and Trochu [67], and applied
to partial differential equations in, e.g., Lesaint and Raviart [155] and Jamet
[128]. In the context of parabolic equations it was first studied in Eriksson,
Johnson and Thomée [93]. A posteriori error analysis and adaptive time step
control was initiated in Johnson, Nie and Thomée [131]. The approach taken
here was essentially proposed by Lippold [157], and further developed in a se-
quence of papers by Eriksson and Johnson, in the linear case in [88], [89], [91]
and Eriksson, Johnson and Larsson [92]. The variant (12.6) of the backward
Euler method, which appears here as a special case, was analyzed in Luskin
and Rannachaer [167]. The continuous Galerkin method was investigated by
Aziz and Monk [8].



13. A Nonlinear Problem

In this chapter we shall consider the application of our previous methods of
analysis to a nonlinear model problem. For simplicity and concreteness, we
restrict our attention to the situation in the beginning of Chapter 1, with a
convex plane domain and with piecewise linear approximating functions. We
also consider the problem on a finite interval J = (0,%] in time; some of the
constants in our estimates will depend on ¢, without explicit mention.

Let thus {2 be a plane convex domain with smooth boundary and consider
the parabolic problem

(13.1) ug — V- (a(w)Vu) = f(u) in 2,te€J,

u=0 ondf2, teJ, wu(-,0)=vin £,
where a and f are smooth functions defined on R such that
(13.2) 0<p<a(u) <M, |d@)|+]|f(u)<B, forueck.

We assume that the above problem admits a unique solution which is suffi-
ciently smooth for our purposes.

Let now, as in Chapter 1, 75 be a member of a family of quasiuniform
triangulations of {2 with max,¢7;, diam 7 < h and let S}, be the corresponding
finite dimensional space of continuous functions on {2 which reduce to linear
functions in each of the triangles of 73, and which vanish on 0f2. We may
then pose the semidiscrete problem to find wuy, : J — S, such that

(un,t, X) + (a(up)Vup, Vx) = (f(un), x), Yx €S, t€J,

(13.3) up(0) = vy,

where vp, is an approximation of v in Sj. Representing the solution as

up(x,t) = Z;\f:hl a;(t)P;(x), where {Qij}jy:hl is the standard basis of pyra-

mid functions, this may be written

Np, Np, Np,
S (1)@, )+ > oy () (a( 3 ailt)d) Ve, V@k)
7j=1 J=1 =1

(13.4)
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Setting o = «(t)

(1(t),...,an, (t)T and introducing the matrices
B = (bjx) and A(«) (

(ar(a)) with elements

Np
bik = (9;,Pr) and aji(e) = (a(Zalsﬁl)Vgﬁj,V@k),
=1
respectively, and the vector f(a) = (fi(),..., fn, ()T, with fj(a) =
(f(Zf\Ql a;P;),P;), the system (13.4) may also be written in matrix form
as

(13.5) Ba' + A(a)a = f(a), forteJ, witha(0)=r7,

where 7y is the vector of nodal values of vy,.

By our assumptions (13.2), the matrices B and A(«) are positive definite,
and A(«) and f(a) are globally Lipschitz continuous on RV, It follows easily
that the system has a unique solution for ¢t € J, which is bounded there; it
may be obtained, e.g., by determining the «,, = @, (t),n =0, 1,..., from the
iterative scheme

Bag, 1 + Alan)anyr = flay), forteJ, anpi(0) =+, forn >0,
ao(t)=~ on J.

Our first purpose is to estimate the error in the semidiscrete problem
(13.3). As earlier we shall write the error as a sum of two terms,

(13.6) up, —u = (up, —wp) + (wp, —u) =0+ p,

where wy, is an elliptic projection in S} of the exact solution u. This time we
shall use the projection wy, = wy,(t) defined by

(13.7) (a(u(t))V(wa(t) — u(t)),Vx) =0, Vx €Sy, t >0,

and we shall therefore need some estimates for the error in this projection.
Note that the inner product defining u;, depends on the exact solution u. We
begin with the following auxiliary result.

Lemma 13.1 Let b = b(z) be a smooth function in 2 with 0 < p < b(x) <
M for x € 2. Assume that w € H> N HE and let wy, be defined by

(bV(wp, —u),Vx) =0, Vx € Sp.

Then

(13.8) IV (wn = w)|| < Crhllull2
and

(13.9) [wn — ul| < Coh®|ulls-

Here Cy depends on the family of triangulations Ty, and on p and M, and
Cy in addition on an upper bound for Vb.
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Proof. We have, for x € S,
IV (wn — )2 < (b9 (wn — w), V(wy, — u))
= (bV(wp —u), V(x —u)) < M|V(wp —u)[[[[V(x = )],
and hence, with Iju the standard interpolant of w,
IV (wn = w)l| < (M/)[|V(Ihw = w)|| < Crhjull2,
which is (13.8). To show (13.9) by duality, we solve the problem
(13.10) —V-(bVY) = —bAY—Vb-Vp=¢ in2, =0 ondR,
and note that, since ||¢|| < C|| V| for ¢ € H,
plIVel? < (6VY, V) = (9, 9) < llell 12l < Cllell Vel
so that | V|| < C||¢||.- Hence, for Vb bounded,
[¥ll2 < CllAY[| < ClpAY[| = Clle + Vb - V|| < Cllell.
Therefore, with x = I,
(wh = u, 0) = OV (wp — ), Vip) = (bV (wn — u), V(¥ = X))
< M|V (wn =W [V(® =) < (Chllull2)(Ch [[¥]l2) < Col?||ullz [|¢]l,
which completes the proof. a

We can now show the following result for the error in the elliptic projection
up, under the appropriate regularity assumptions for u. Here, and in the rest
of this chapter, we refrain for brevity from specifying the dependence of the
constants in the error estimates on the regularity of the exact solution.

Lemma 13.2 With wy, defined by (13.7) and p = wy, — u we have under the
appropriate reqularity assumptions on u, with C(u) independent of t € J,

lp@l + RIVa®)] < Clw)h?,  forte J,
lpe @)l + B V(8] < C(u)h®,  forte J.
Proof. Since Va(u) = a'(u)Vu the first estimate follows at once by applica-
tion of Lemma 13.1 with b(z) = a(u(x,t)).
By differentiation of (13.7) we have

(a(u)vpt7 VX) =+ (a(u)tvpa VX) = 07 VX € Sh'
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Hence, assuming a(u) and a(u); uniformly bounded,

1Vl < (a(u)Vpr, Vi)
= (a(u)Vpi, V(x — ur)) + (a(u)Vpe, V(wp,e — X))
= (a(u)Vp, V(x — ur)) + (a(u)Vp, V(X — wn,))
<OVl IV(x = u) | + IVl IV (x = wa)ll),

and with x = Ipuy,
Vel < Chlludl2 Vel + Vol (Chllucll2 + Vo)
I
< §||thH2 +O(IVoll? + h2||uelf3)-

In view of the estimate for Vp already shown this yields || V|| < C(u)h.
For the Ly estimate we use again the duality argument of the proof of
Lemma 13.1. We have with ¢ as in (13.10) (with b = a(u)),

(p1s ) =(a(w)Vpu, V) = (a(w)Vpr, V(8 - X))

+ (a(u):Vp, V(¥ = x)) = (Vp,a(u): Vi),

and hence, choosing x = I and using integration by parts in the last term,
(ot 0)l < C(IVpell Rl ll2 + Vol B2 + el 1]12),
whence, by the estimates already shown for p, Vp and Vpy,
(ot )| < C(u)h?[[]|2 < Clu)h?|l ],
so that ||p¢]| < C(u)h?. This completes the proof of the lemma. O
We shall also need the boundedness of Vuy,:

Lemma 13.3 We have, with wy, defined in (13.7),

[Vwr®)llL., <C(u), forteJ

Proof. Using the inverse estimate (which is trivial in this case since Vy is
constant on each triangle)

(13.11) IVxllz. <Ch7Y Vx|, forx € Sh,
together with Lemma 13.2 and the known error estimate for Iu, we have
IV (wn = Inu)llz.. < Ch™HIV (wp — Iyu)|
< ChH(IVoll + IV (Tnu = w)ll) < Clu).
Since it is easy to see that |VIpul|L., < C||Vul/L,., the result follows. O

We are now ready for the Ly error estimate for the semidiscrete problem.
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Theorem 13.1 Let up, and u be the solutions of (13.3) and (13.1), respec-
tively. Then, under the appropriate regularity assumptions for u, we have

lun(t) = u(®)]| < Cllon — ]| + Ch, forte J.

Proof. With the error written as in (13.6) it suffices, in view of Lemma 13.2,
to bound 6 = up — wy. We have, using (13.7), for x € Sy,

(04, x) + (a(un) V0, Vx)
= (un,t, X) + (a(un)Vun, VX) = (wn1, x) = (a(un) Vwn, V)
= (f(un), x) = (pr: %) = (ur, x) = (a(u) Vwn, V)
+ ((a(u) = alun))Vws, VX)
= (f(un); x) = (P x) = (w, x) = (a(w)Vu, V)
+ ((a(w) = alun))Vwn, Vx)
= (fun) = f(u), ) + ((a(w) = a(un))Vwn, VX) = (pr: x)-
(

Hence with x = 6, using (13.2), Lemma 13.3 and (1.4)

|I9||2 + pl|VO|* < C(llun — ull(J16]] + IVOI) + llocll [16]])
< ulVOIZ+ U1 + ol + lloel?)-

1
7d
After integration, this shows

t
lo)]* < [l6(0)]> +C/O (101 + 1lpl* + llpell*) ds

and, using Gronwall’s lemma (with C' now depending on %),

¢
lo®)1* < Cllo()II* + C/O (Il + e ]1?) ds

Using Lemma 13.2 together with

(13.12) 10O < llvn = vl + llwn(0) = v]| < flon = v]| + CR?|jv]l2,

this shows [|0(¢)|| < C|lvn, — v|| + C(u)h?, and thus completes the proof. O

The corresponding estimate for the gradient follows easily by an inverse
estimate as in Theorem 2.4. We refrain from giving the details.

We shall now pause to make a comment concerning the global nature of
our assumption (13.2) for the functions a and f. It should be clear from our
analysis that as long as wuy is close to u, the assumptions referred to only
come into play in a neighborhood of the range of w. It is therefore natural
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to make the less stringent assumption that @ and f are defined in such a
neighborhood and satisfy (13.2) there. It has to be kept in mind, however,
that closeness now has to be interpreted as being valid at each point, or that
up, be close to u in the uniform norm.

Let thus Iy be the range of u, Iy = [mg,mi] = {u(z,t);z € 2,t € J},
and consider for a fixed § > 0 the interval Is = [mg — §,m1 + §]. Assume
now that f and a belong to C'(Is), so that a’ and f’ are bounded on Iy,
and that a is positive and bounded away from 0 and co on I5. Then, if v,
is sufficiently close to v, or vxy(z) € Is/9, say, for z € (2, we have that the
problem (13.3), or (13.5), is well defined and has a solution in Is, at least for
t in an interval [0,¢,] with 0 < ¢, < . Assume, for instance, that vy, is chosen
so that ||vy, — v|| < Co(v)h?. Then, using the easily proven inverse estimate

IXllzw. < Ch7IxIl,  for x € Sp,
taking 7 to be the interpolant of v, say,

lon = vz < Ch™Hvw —nll + [In = vl
(13.13) X )
< Ch™Hvn — vl + Ch I — vl + [In — ]z < Ci(v)h,

so that vy, € I5/5 for small h. As long as u(t) € I5, however, the above error
analysis remains valid, and we conclude from the proof of Theorem 13.1 that

llun(t) —u(t)|| < Cllvp —v|| + C(u)h? < Ca(u)h?, for t < ty,
and thus, again for t < ¢5,, as in (13.13),
lun(t) — u(t)||r., < C(u)h <d6/2, if h < hg,

where the latter inequality defines hg independently of ¢,. Thus wu(ty) €
Is/2, and hence the solution continues to exist beyond ¢, if ¢, < t. We may
therefore conclude that ¢, may be chosen as t.

Thus the local assumptions for a and f suffice in the proof of Theorem
13.1, for h small. These hold, in particular, if a and f are in C'(R), without
any requirement of boundedness of a’ and f’. On the other hand, since a(u)
and f(u) only enter in the semidiscrete problem for values of the argument in
the interval Is, these functions may be modified outside I5, so that the more
stringent condition (13.2) may be assumed without restriction of generality.

We shall now turn to fully discrete schemes. As usual, let k& be the time
step, t, = nk, and let now U™ be the approximation of wu(t,) in Sy; as in
Chapter 1 we shall omit the subscript & in the notation for the fully discrete
solution. We begin with the backward Euler Galerkin scheme which in this
case reads
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(13.14)  (oU™,x) + (a(U™)VU™, V) = (f(U™),X), VX E Sh, tn € J,

with U® = vy,, where as earlier 0U"™ = (U™ — U™ 1) /k.
Introducing the vector a™ by U™ = Ej\]:"l ajj®;, the equation (13.14) may

be written in matrix form as

a — 04"71 .

B+ Ala")a" = fa"),

or
(B+ kA(@™))a™ = Ba™ ' + kf(a™), fort, € J,

with a® = 7 given by vy, where B, A(a), and f(a) are as above.

In order to show that there exists a solution of this equation we multiply
(13.14) by 2k and write it as (GL(U™),x) = 0, where G, : S, — Sy, is
continuous. It is a well-known simple consequence of Brouwer’s fixed point
theorem that the equation Gj(X) = 0 has a solution X € B, = {x €
Sk Ixll < g} if (Gr(x),x) > 0 for ||x|]| = ¢. In fact, if we assume that
Gh(x) # 0 in By, then the mapping @5,(x) = —¢Gr(X)//|Gr(X)| : By — By
is continuous, and therefore has a fixed point Yy € B,, with ¢ = ||x|* =
—q(Gr(X), X)/[[Gn(X)|l, which contradicts (Gh(X),X) > 0.

To show the condition needed for (G, (x), x), we use (13.2) to obtain

(Gr(x),x) = 2(x = U"™',x) + 2k(a(x) Vx, V) = 2k(f(x) x)
> [l = U HP = Cr A+ IxID I,
which is positive if || x| is large enough, provided k < ky < 1/C.
Uniqueness is less obvious, but in the following theorem we show an error

estimate which is valid for any solution of (13.14). After this theorem we shall
comment again on uniqueness.

Theorem 13.2 Let U™ and u be solutions of (13.14) and (13.1), respec-
tively. Then, under the appropriate reqularity assumptions for u, we have

U™ = u(ts)|| < Cllon — || + C(u)(h® + k), fort, € J.
Proof. We write as before, with v = u(t,),
(13.15) U —u" = (U™ —wp) + (wp —u™) =60" + p",

where w} is the elliptic projection of u™, defined in (13.7). In view of Lemma
13.2, it remains to bound 6". We have, for y € Sp,

(0™, x) + (a(U™)VO"™, V)
= (U™, x) + (a(U™)VU", Vx) — (Qwp, x) — (a(U™)Vwy, Vx)

= (f(Un)aX) - (U?,X) - (ng - u?vX)
— (a(u")Vwy, Vx) = ((a(U") — a(u”))Vwy, V).
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Using (13.7) in the second to last term and the weak form of the continuous
problem, we find

(90", x) + (a(U™)VO", Vx) = (F(U") = f(u"),x) = (9p", x)

— (0u" —uf,x) = ((a(U") — a(u"))Vwy, V).

Taking x = 0™ this yields, by (13.2) and the boundedness of Vw}' shown in
Lemma 13.3,

30167 (* + Ve |

< U™ = umI(16" 1+ IV O™ ) + (19" + low™ — ui' [)]16" ],
and hence, after kicking back ||[V"||,
(13.16) 0™ + pl Ve[| < C(10"* + Ru),

where - -
Ry = [|p"]1 + [19p" |1 + [|[0u™ — ug|]?).

This shows
(1L=CR)6™]]> < (16" > + CkRn,

or, for small k&,
1671 < (1+ CR)|0")* + CkRy,

whence, by repeated application,

167 1% < (1 +Ck)"|6°)1> + Ck Y _(1+ Ck)" /R,

Jj=1

(13.17) .
<C|0°> +CkY Ry, fort, €.

j=1

By Lemma 13.2 we have ||p?|| < C(u)h?,

t;
1857 = 5" / prds|) < C(u)h?,

tji—1

and, cf. the estimate of w{ in the proof of Theorem 1.5,
_ . tj
[0u? — ui]| = Hk_l/ (s = tj—1)un(s) ds|| < C(u)k.
tj—1

This shows R; < C(u)(h? + k)?, and using also (13.12), (13.17) yields
(13.18) 1671 < Cllvn — vl + C(u)(h* + k),

which completes the proof. a
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We return briefly to the question of uniqueness of the solution of (13.14),
and show that this holds when the solution of the continuous problem is
smooth and when |jvy, — v|| < Ch?, provided that h and the mesh-ratio k/h,
and thus also k, are sufficiently small. In fact, let X and Y be two solutions
of (13.14) with U™~! given. Then by subtraction

(X =Y, x) + E(a(X)VX —a(Y)VY,Vx) = k(f(X) = f(Y),X), VX €E Sh.
Choosing x = X — Y we find
X Y| + (a(Y)V(X ~ ¥), V(X - ¥))
= k(f(X) = f(YV), X =Y) = k((a(X) — a(Y))VX, V(X - Y)),
and hence, after obvious estimates and a kickback of ||V(X —Y)][,
IX = Y|* + 3ku|| V(X = Y)[I* < CIIX = Y[*(k + K|VX]L.)-

Thus, if k[|VX|7_ may be bounded by an arbitrarily small constant and k
is small, we conclude that | X — Y| = 0, which shows uniqueness. But, by
Lemma 13.3 and (13.11),

VX2 <IVwillze +IV0" 2. < C+ ChTY|VE"|.
Here by (13.16), (13.18) and the estimate for R,, before (13.18),
kIVO™||* < CI0" 1P + K[|0°[° + kRna) < C(R* + k)2,

and hence k[|VX|7 < C(k+ h* + (k/h)?), which shows our claim.
For the solution of (13.14) we could employ the iterative scheme

(X U™, x) + k(a(XT) VX, V) = (F(X7).x), V€ Sh, 520,

with X0 = U"~1, say. Multiplying (13.14) by k and subtracting we obtain
by similar calculations as the above

|X7H = UMP < Ok + kUM )IXT = U™* <Al X7 = U7,

with v < 1 if h and k/h are small. Thus the iterative scheme converges to
the solution of (13.14).

We remark finally that when a is independent of u, so that the only source
of nonlinearity is f(u), no mesh-ratio condition is required for uniqueness or
convergence of the iterative scheme.

The above method thus has the disadvantage that a nonlinear system of
algebraic equations has to be solved at each time step, as a result of the
presence of a(U™) and f(U"™) in (13.14). We shall therefore now consider a
linearized modification of the method in which this difficulty is avoided by
replacing U™ by U™ ! in these two places, so that we now have, for ¢, € J,
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(13.19) QU™ x) + (aU""HVU",Vx) = (f(U"1),Xx), V¥x € Sh,

where U° = v;,. With B and A(«) as before, this equation may be written
(B+ kA" 1))a"™ = Ba" ' + kf(a™ 1), fort, €.

Note that these linear systems may always be solved for ™.
We shall show that the result of Theorem 13.2 remains valid for this
linearized form of the backward Euler Galerkin method.

Theorem 13.3 Let U™ and u be the solutions of (13.19) and (13.1), respec-
tively. Then, under the appropriate reqularity assumptions for u, we have

U7 = u(ta)]l < Cllon = ol + QOB+ ), or tn € T,

Proof. Using again the splitting (13.15) we only have to consider the modi-
fication in the estimation of #™. Similarly to above we have now

(06" X) + (a(U" 1)V, Vx) = (fU") = f(u"),X)
= ((@(U™™") = a(u™))Vw™, Vx) — (0p", x) — (Ou™ — u, x).
Here
IO = fum <Ot —w™| < O™ + 10" + Ellou™]),

and, bounding the term in a(-) similarly, we obtain now, with x = 6™,

306" |17 + plvom |
< (1" + 1"~ + Ellou™ | + 19" || + [[0w™ — wi ) IVe" |

where we have used Friedrichs’ inequality [|6™| < C||V6"||. Hence, arguing
as before, B
allo|* < Clle" = + C(u)(h* + k)?,

or

16712 < (14 CK)||6"1||* + C(u)k(h> + k)>.
Hence, by repeated application,

672 < IR + Clu)(h + Ky
which shows (13.18) and thus completes the proof. O

For the purpose of obtaining higher accuracy in time we shall now consider
the Crank-Nicolson Galerkin scheme, or, with U™ = (U™ + U""1)/2,

(13.20)  (AU™,x) + (a(U™)VU™, Vx) = (f(U"),x), VX € Sh, tn € J,
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with U = vy,. This equation is symmetric around the point ¢t = t,,_4 /2, and
one should therefore expect second order accuracy in time. It shares, however,
with the first backward Euler method discussed above, the disadvantage of
producing a nonlinear system of equations at each time level. For this reason
we shall consider also below a linearized modification, in which the argument
of a and f is obtained by extrapolation from U"~! and U™ 2, or, more
precisely, with U" = 3U"~1 — LU"=2 for n > 2,t, € J,

(13.21) U™, x) + (a(UM)VU", V) = (F(U™),x), VX € Sh.

As was the case for the backward Euler scheme, the nonlinear equation (13.20)
will be solvable for U™ in terms of U"~! for k small, whereas the linearized
equation (13.21) is always solvable for U™ when U"~! and U™? are given.

Note that taking a and f at U""!, as we did for the backward Euler
scheme, will not be satisfactory here since this choice would be only first
order accurate, whereas since

(13.22) " =3u" T - Lun T = w24 O(K?), ask — 0,

1
2

the extrapolation just proposed will give second order accuracy.

We observe that since the equation now contains U™ 2 it may only be
used for n > 2, and we have to supplement it with some other method for
determining U'. We shall discuss such a choice later.

We shall now present the error analysis for the basic Crank-Nicolson-
Galerkin method. We shall then need another auxiliary estimate:

Lemma 13.4 Assuming the appropriate regularity for v we have, for the
elliptic projection defined by (13.7),

|Vwn ()| < Clu), forteJ.
Proof. Differentiation of (13.7) with respect to t twice gives
(a(u)Vwn,ut, Vx) = (alu) Vg, Vx) = 2(a(w)i Ve, V) = (a(w)iVp, V),
and hence, with x = wp, 4,
1l Vwn e < C () (I[Vueell + Vol + 1V pll) [V ewnzel.
from which the result follows, in view of Lemma 13.2. O

Theorem 13.4 Let U™ and u be solutions of (13.19) and (13.1), respec-
tively. Then, under the appropriate reqularity assumptions for u, we have,
for small k,

U™ —u(t,)|| < Cllop —v|| + C’(u)(h2 + k%),  fort, e J.
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Proof. Partitioning the error as usual according to (13.15), p™ is bounded as
desired, and it remains to consider ™. We have this time

(80", X) + (a(U™)VO", V)
=(@U™, ) + (a(U")VT", Vx) — (Gw}t, x) — (a(0™) V], V)
(PO, = (uf ™ x0) = (@uf — a2, x)
,VX) — (a(ﬁ")V@,’; - a(u”_%)VwZ_%,Vx)
—(F(T™) = Fu"%),x) — (Fuf —up "2, x)

— ((a(T™) = a(u™3))ViE} +a(u" })V (@} —w) ?), V).

(13.23)

Setting y = 6" and using (96", 0™) = 10||6"||* and (13.2), we find

100" + ulve"|?

< C(J0™ — "3+ 9ug — " F | + V(@ - wH)]) V8],
and hence
(13.24) 30”2 < CIT™ — w3 |2+ 00" —uf 2P+ |V (@ — ) *)|2).
Here applying Lemma 13.2
T — w2 < 07 + 157 + @™ — w2 ]| < 107 + Clu)(h? + K2).
Similarly
|Bwf —up 2 < 87| + 19" — ) 2] < Clu)(h? + k),

and, by Lemma 13.4,

t
n—3 "
IV (@~ <k [ [Funalds < C,

tn—1
Altogether, this shows 9||6™||> < C|0"]|?> + C(h? + k)2, or
(L= CR)[0"* < L+ CR)[0"H1* + Clu)k(h® + k)7,
whence, for small k, by repeated application,
10" < Cllvn — v|| + C(u)(h* + k?), for t, € J,
which completes the proof. O

We now turn our attention to the linearized Crank-Nicolson Galerkin
method. As we mentioned earlier, this method will require a separate prescrip-
tion for calculating U'. We shall analyze here a predictor corrector method
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for this purpose, using as a first approximation the value U'° determined
by the case n = 1 of equation (13.21) with U replaced by U° and then as
the final approximation the result of the same equation with U replaced by
%(Ul’O + U%), so that thus our starting procedure is defined by

(13.25) U° = wy,

followed by

1,0 _ 770 1,0 0
(13.26) (%w) + (a(UO)V(¥)7vx) = (f(U”),x),
and then
1,0 0 B 1,0 0
(1321) QU + (o) VO V) = (F( ) )

with x € Sj,. For this method we shall show the following:

Theorem 13.5 Let U™ be the solution of (13.21), with U° and U' defined
by (13.25) and (13.26), (13.27), and let u be the solution of (13.1). Then,

under the appropriate reqularity assumptions for u, we have
U™ —u(ty)|| < Cllop —v|| + C(u)(h* + k%),  fort, € J.

Proof. This time we have instead of (13.23), for n > 2,

(96", X) + (a(TU™)VE",Vx) = (F(U™) — f(u""%),x) — (Dwf —uy 2, %)
— ((@(T™) = a(u"2))Vay + a(u" 2)V (@} —w, ), Vx),
and therefore this time
Bl6™12 < (U™ — w3 |12 + || Fwp —uy "2 |2 + | V(@] —wy ?)|?).

Here, using our definitions and (13.22),

O™ — w2 < |67 + ("] + f|a" — w7
<o+ 16"72]) + C(u)(h? + &),
and we obtain
1671 < (1 + CR) (6" + CE[16"2[* + C(u)k(h* + k?)?,
or
167(” + Cklle" 2
< (14 2CE)(|0" Y2 + CE[|0™2||?) 4+ C(u)k(h? + k*)2.
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This shows
(13.28) 07112 < C(J|6"|> + E[|6°]|) + C(u)(h? + k*)?, for n > 2.

We now estimate |01 || from the equations (13.26) and (13.27). In the same
way as above we obtain from (13.26), with 1.0 = U0 — w,ll, 690 =90,

3|90|2 < CIU° — uz |2 + C(u)(h? + k2)2.
Since
U —uz || < [10°) + [0 + [lu® — wl/2[| < [|6°] + C(u)(h® + k),

this shows 9|01

2 <.C)6°)2 + C(u)(h* + k%), and hence
10712 < (1 + CR)[I°)* + Cwk(h* + k%) < ClI6°]* + Cu)(h* + k).
We now apply equation (13.27) to obtain this time, instead of (13.24),

(1320)  B0M> < LU +U°) —u | + Clu)(h + k2)2).

Here, by above,

IR0+ U°) —ub ] < 160 +6%) + [T —ud |
< L0 + [16°]) + C(u) (kK + h?) < C[|6°]| + C(u) (h* + K*/2)
and hence from (13.29),
16Y2 < (1 + CR)|[6°]2 + Clu)k(h* + k) < C[10°% + C(u)(h? + k2)?.
Together with our previous estimate (13.28), this yields
07| < ClI6°]| + C(u)(B? + k) < Cllon — vl + C(u)(h* + k?).

The proof is now complete. ad

The material of this chapter is already essentially covered in the work of
Douglas and Dupont [74] and Wheeler [246] cited in Chapter 1.

Among a large number of later related works we quote Douglas and
Dupont [75], [76], Rachford [198], Dendy [69], Douglas [73], Luskin [165],
Lubich and Ostermann [163], [164], Zlamal [252], [253], Cermak and Zlamal
[46], Chen, Larsson and Zhang [48], and Larsson, Thomée and Zhang [148].

The discontinuous Galerkin method was studied for nonlinear equations
in Eriksson and Johnson [90]. For maximum-norm analyses, see Dobrowolski
[71], [72]. Analysis of finite element methods for the Navier-Stokes equations
has been pursued by Heywood and Rannacher [120], [121], [122], [123].
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In the last chapter we considered discretization in both space and time of a
model nonlinear parabolic equation. The discretization with respect to space
was done by piecewise linear finite elements and in time we applied the back-
ward Euler and Crank-Nicolson methods. In this chapter we shall restrict the
consideration to the case when only the forcing term is nonlinear, but discuss
more general approximations in the spatial variable. We shall begin with the
spatially semidiscrete problem and first briefly study global conditions on the
forcing term and the finite element spaces under which optimal order error
estimates can be derived for smooth data, uniformly down to ¢ = 0, and
then turn our attention to the analysis for nonsmooth initial data. We then
discuss discretization in time by the backward Euler method, in particular
with reference to nonsmooth initial data.

We shall thus be concerned with spatially and fully discrete approximate
solutions of the semilinear initial-boundary value problem

(14.1) w—Au=f(u) in2, forteJ=(0,1],
u=0 on 012, forteJ, with ©(0) =v in 2.

Here (2 is a bounded domain in R? with a sufficiently smooth boundary 942,
and f is a smooth function on R, for which we assume provisionally that

(14.2) |f'(u)] < B, forueR.

We shall now permit finite element spaces also of higher order than linear,
and let thus S, C H = H{(£2) be a family of finite dimensional spaces satis-
fying our standard O(h") approximation assumption (1.10) for some integer
r>2and forve H N H}.

We first study the semidiscrete solution wuy, : J — S}, defined by

(14.3) (un.t, x) + (Vun, Vx) = (f(un), x),  Yx € Sh, t € J,

with up,(0) = vy, where v;, € S}, is an approximation of v. It is easy to see that
under our present assumptions this semilinear system of ordinary differential
equations has a unique solution.

We first note that the argument of last chapter immediately shows the
following result. Here and below we omit the dependence of constants on B.
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Theorem 14.1 Assume that (14.2) and (1.10) hold, and let up, and u be so-
lutions of (14.3) and (14.1), respectively. Then, if vy, is appropriately chosen
and u sufficiently smooth, we have, with C = C(u,t),

(14.4) lun(t) — w(@®)|| + hllun(t) — u®)|1 < Ch™, forte J.

In Chapter 13 we noted that in applications, f might not satisfy the global
condition (14.2), but for the problem studied there it was sufficient to assume
such a condition in a neighborhood of the range of the solution u considered.
The analysis then required us to show closeness of uj to u in maximum-norm,
and this was accomplished by using the inverse property (1.12), satisfied when
S}, consists of piecewise linear functions on quasiuniform triangulations. For
the more general elements satisfying (1.10) it suffices to assume the inverse
property

XL, <CR7"|Ix]l, V¥x € Sh, forsome v < r;

in the d—dimensional case with quasiuniform partitions this holds with v =
d/2 and hence is always satisfied for r > d/2.

In the one-dimensional case the desired closeness may be shown, without
requiring any inverse properties, from the fact that ||v||._ < C||v||;. In fact,
for as long as up(t) belongs to a neighborhood Is = [mg — §, my + J] with
§ > 0 of the range Iy = [mg, m] of the solution u, in which f’ is bounded,
we have

lan(t) = u(®) 1. < Cllun(t) — u(®)]ly < Clu, DA™ < 5/2,

for small h, and uy(t) therefore remains in Is.

We shall now show that also when d > 2 the error estimate of Theorem
14.1 remains valid without inverse assumptions, provided that f’(u) only
grows mildly with u. We shall thus assume that there is a positive number p,
with p <2/(d — 2) when d > 3 and with p arbitrary when d = 2, such that

(14.5) |f(u)] < C(1+ |ulP), forueR.

Theorem 14.2 Let d > 2 and assume that f satisifies (14.5) with p appro-
priate, and that (1.10) holds. Let uy, and u be solutions of (14.3) and (14.1),
respectively. Then the error estimates of Theorem 14.1 hold if u is sufficiently
smooth and vy, is suitably chosen.

Proof. In the standard way we write up, —u = (up, — Rpu) + (Rpu—u) = 0+ p,
with Ry, the elliptic projection onto Sj defined by (1.22), and recall that
llpll = O(R™). For § we have this time
(61, x) + (VO0,Vx) = (f(un), x) — (Rnur, x) — (VRu, V)

= (f(un) = f(u),x) = (Pt X)-

We shall use (14.5) to show that

(14.6)
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(14.7) |(f(un) = f(w),0)] < Cllup —ull VO]
Applying (14.6) with x = 6, this implies

d
%@H@ll2 + VOl < CUI012 + llpll* + llpell?) + V612
and hence, using the standard estimates for p and p;,

d r
16| < Cllo|> + cr>

Choosing, e.g., v, = Rpv, this implies ||0(¢)|| < Ch"™ on J, and thus completes
the proof of the Lo-estimate for up — u.

To show (14.7) we consider first d = 2. Choosing ¢ with 2 < ¢ < 0o, we
have 0]/, < C||V6||, and Holder’s inequality shows, with ¢~ + (¢/) ™' =1,

(14.8) |(f(un) = f(u), )] < Cllf (un) = f(w)lz,, [IVO]-

Here, using (14.5) and Holder’s inequality once more, now with exponents
2/q and 2/(2 - ¢'),

If (un) = F)f < C/ Jun, — ul? (14 |un| + [u)P* da
(14.9) ‘ 2

< Cllup, — ullf, (14 ]|ua| )", with s = 2pg/(q — 2).

L. +ul

Since s < 0o, we have ||up||z, < C||Vup|| and since w is smooth, we find
1S (un) = f(w)llL, < Cllun —ul[ (14 [[Vup]])?.

In view of (14.8), the proof of (14.7) may now be completed by showing that
|IVO|| and hence also ||Vup]|| is bounded for small h. For this purpose we use
(14.6) with x = 26, to obtain, after kickback of 2]|6,]|?,

d
IV < 1 f () = f@)I” + llpe]®
< 2|\ f(un) = F(Ruw)l* + 2] f (Ruu) — f(u)|* + Ch*".

(14.10)

Here, similarly to the above estimation of f(up) — f(u),
(R = F@) < € [ 20+ |Rual)? d

SC(/qudx)wq(/g(l—k|Rhu|)sd:r)(q72)/q

< OHPH%Q (1 + ”RhU”Ls)2p < C||Vp||2 < C«h2r727

since |RpulL, < C||VRpul < C||Vu|| < C. In the same way we have
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2 2
£ (un) = F(Rra)l* < CIVOIP (1 + [[Vun])™ < CIVOI (1 + [[VOI]) ™
Let #), € J be as large as possible with ||[V6| < 1 on [0,%,]. Then, for t < #;,

we have, by (14.10),
d
= IVOI* < ClIVo|* + Ch* 2.

Thus, with C' independent of #,,
VO] < CeCth™ =1 < 1/2, for h < h.

It follows that ¢, =t for h < hg, so that ||[V6|| < 1 on J for these h, and thus
|Vun|| < ||[Vul|| + 1 on J. This completes the proof of (14.7) for d = 2.

For d > 3 we choose ¢ = 2d/(d — 2). Then ||v||z, < C||Vv|| for s < ¢
so that (14.8) and (14.9) remain valid. Since p < 2/(d — 2) we have s =
2pq/(q — 2) < q, and the proof proceeds as for d = 2. O

To guarantee that u is smooth enough for Theorem 14.1 to apply, both
smoothness of v and compatibility conditions between v and the differential
equation at 92 for t = 0 are needed. For instance, in the linear homogeneous
case (f = 0in (14.1)) we know from Chapter 7 that, with |v|,. = ||(—=A)"/?v],

llun(t) — u(t)|| < Ch"|vl|,., forve H" = H"(2), t>0,

and we recall that this requires A/v = 0 on 92 for j < r/2.

We note that the solution of (14.1) will always be smooth for positive
time; in the case of the linear homogeneous equation this was expressed in
Lemma 3.2 as the fact that the solution operator E(t) of the initial value
problem is an analytic semigroup and that

(14.11) |E(t)v|s < Ct=B=/2)y|,, fort>0, if0<a<p.

Using this, and a similar property of the solution operator Fj(t) of the cor-
responding semidiscrete problem, we showed that if the discrete initial data
vy, are chosen as the Ls-projection Ppv of v, then

(14.12)  Jlun(t) — w(®)|| = [|En(t)Phv — E(t)o| < CRt/2|jv||, for t > 0.

With Fy(t) = En(t)Pn — E(t) we have by Theorem 3.5 the whole scale of
estimates

(14.13) | Fu(t)o]| < ChHt= =2y, for 0 <a<p<r

We now show a somewhat weaker result of this type for the semilinear
equation (14.1); in the case of piecewise linear finite elements, i.e., when
r = 2, this implies that (14.12) essentially remains valid. Note that because
of the nonlinear character of the problem, the norm |[v|| of the initial data
does not enter as a factor on the right, but instead the constant depends on
a bound for [|v]|.
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Theorem 14.3 Assume that (14.2) and (1.10) hold. Then there is a constant
C = C(k,t) such that, for all solutions up, and u of (14.3) and (14.1) with
v € Ly and v, = Py, we have

(14.14) |jupn(t) —u(®)| < CR*(t~' 4+ max(0,log(t/h?)), for |v| < &, t € J.

Proof. Simple energy arguments together with Gronwall’s lemma show that
u(t) and up(t) are bounded in Ly for ¢t € J so that (14.14) trivially holds
for t < h?. With our above notation we have by Duhamel’s principle, for the
solutions of (14.1) and (14.3), that

u(t) = E(t)v + /0 E(t—s)f(u(s))ds
and .
up(t) = En(t)vn +/0 En(t — )P f(un(s)) ds,

respectively. Hence, with FJ,(t) as above, e = uj;, — u satisfies

e(t) = Fp(t)v + / En(t — s) P (f(un(s)) — f(u(s))) ds
(14.15) 0

t
+ / Fp(t —s)f(u(s))ds.
0
Using the cases p = 2 and 0, o = 0 of (14.13) and (14.2) and the boundedness
of || f(u(s))|| we thus find
h? t

le(®)]| < Crh?t~1 + CB(/ +/ )He(s)H ds

0 h2

+ (/Ot_hz T /:h ) | Fn(t — s)f(u(s))|| ds

(14.16) .
t t—
< Ch*t™ '+ Ch* + C/ lle(s)]| ds + ChQ/ -
h? 0

ds

— S

+ Ch?

t
< Ch*t~' 4 Ch?log(t/h?) + C’/ le(s)||ds, for t > R
h2

Letting o(t) = f}fz |le]| ds, we conclude that
' (t) — Co(t) < Ch*t~1 4+ Ch*log(t/h?), for h? <t <,

with (h?) = 0, whence

t
ot) < C [ e (h2s7! + h?log(s/h?))ds < Ch?log(t/h?).
h2

Inserted into (14.16), this completes the proof. O
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It turns out that the nonsmooth data error estimate (14.12) for the linear
problem, with optimal order convergence for positive time, without regularity
restrictions on initial data, does not quite generalize to semilinear equations
when r > 2. However, we shall demonstrate a reduced smoothness conver-
gence result which will show an O(h") error for r > 2 under the assumption
of initial regularity and compatibility of essentially order r — 2. We note that
the argument of the proof of Theorem 14.3, using a superposition of the es-
timate (14.13) for the linear homogeneous problem, does not carry over to
the present case. In fact, in order to apply (14.13) with r = p > 5/2 to the
expression Fj,(t — s)f(u(s)) in (14.15), this would require f(u(s)) to be in
some H® space with o > 1/2. In particular, this would demand f(0) =0,
which we do not want to assume. We shall therefore give a direct proof which
does not depend on (14.13). We shall now assume that £2 C R? with d < 3.

In order to express our assumptions on the initial data, we define the
set F, of compatible data of order «, for simplicity only with o < 4, by
Fo=LoNH*if0<a<2 and F, = {v € Fo; f(v) + Av € H* 2} if
2 < a < 4. (Note that for a smooth solution u(0) = f(v) + Av has to vanish
on 912.) To measure the regularity we also introduce the functional

(v) vz + |v]a, for0<a<2,
V) =
[0l + |v]o + [f(0) + Av|q_s, for 2 <a <4

We first state the following special case of a regularity result from Johnson,
Larsson, Thomée and Wahlbin [130], which generalizes (14.11) for the values
of o and 3 considered. The restriction in 8 derives from technical difficulties
associated with the nonlinearity of the equation.

Theorem 14.4 Let d < 3 and assume that (14.2) holds, and let 0 < o < 4
and 3 < a+5. Then there is a constant C = C(k, 1) such that for all solutions
w of (14.1) with v € F, we have

lu(t)|s + |ue(t)|p_a < Ct=P=/2 forteJ, if Folv) < k.

In the elementary but somewhat lengthy proof one first estimates suc-
cessive time derivatives of u in spaces H? with 8 < 2, and then uses elliptic
regularity to translate regularity with respect to time into regularity in space.
We refer to [130] for details.

We are now ready for the convergence result indicated above, which shows
O(h*) convergence with p < r if the initial data are in F, with a > p — 2.
As in (14.13), a negative power of ¢ is required in the error bound if o < p. It
follows that if « is given with 0 < «a < 4 then for positive ¢ the convergence
rate is essentially O(h2%).

We shall also demonstrate below that for e = 0 this result is best possible,
so that a convergence rate of higher order than O(h?) is not possible without
regularity restrictions on initial data. In [62] this maximal order convergence
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for t positive was improved for 0 < o < 2 from O(h?T%) to O(h?T2%), and this
was also shown to be best possible for these a. For » = 4, e.g., this essentially
brings down the regularity requirements for O(h*) convergence from v € F,
towv € Fy.

Theorem 14.5 Let d < 3 and assume that (14.2) and (1.10) hold, and let
0<a<41<pu<r, anda < pu < a+ 2. Then there exists a constant
C = C(k,t) such that, if up and u are solutions of (14.3) and (14.1) with
initial values v € F, and vy, = Pyv, respectively, we have

un(t) — u(t)|| < ChHH=D/2 0 fort e J, Fy(v) < k.

Proof. Let T = (—A)~': Ly — H?, and let T}, : Ly — S}, be the approxima-
tion defined by (3.10). We recall that the operator T}, is bounded, symmetric,
positive semidefinite on Lo and positive definite on Sy, and that the elliptic
projection satisfies Rpv = T (—A)v. Application of T to (14.1) yields

Tus +u=Tf(u), forted, withu(0)=mwv,
and the semidiscrete problem (14.3) may similarly be written
(14.17) Thune +un =T f(up), forteJ, with uy(0) = vp.
Let e = uj, — u be the error. We have

Ther + e = Thupt +up — Thuy —u =Ty f(up) — Tf(u) + (T — Th)uy
=Tn(f(un) = f(w) + (Th = T)(f(u) — ut)

or
(14.18) Thet + e = Th(we) + p,

where we = f(up) — f(u) so that
1
w= / fnup + (1 —n)u)dn and p= (T, = T)(—A)u = (Ry — I)u.
0
Multiplication of (14.18) by e; yields

d d

(Ther,er) + 3= llell” = (Tu(we), er) + —(p,e) = (pr, e).
dt dt

Since T}, is positive semidefinite, we have

(14.19) |(Tho, w)| < (Tho,v)?(Thw, w)'/?,

and hence, using also the geometric-arithmetic mean inequality,

d d
(Thet,er) + %aH@HQ < 5(Ther, er) + 5(Th(we), we) + a(ﬂye) — (pr,e).
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Employing the boundedness of T}, and of w, this shows

d, 9 9 d
< + 2— — .
dt”e” — C”eH th(p7e) 2(ptae)

Multiplication by t* now gives, recalling that t < ¢,
d o 12 2 201,112 d o 2
7 Ellell”) < 2tllel|” + Ctlle]|” + 2 (t(p, €)) — 4t(p, €) — 2t7(pr, €)

d
< 22 (%(p. 0)) + C(tlpll” + 1 pell” + tlell®),

whence, by integration and a trivial kickback argument,
t t

(1420)  £elf < CE ol +C [ (slolP + 5% orl)ds+C [ slelPs.
0 0

In order to bound the last integral, we return to the error equation (14.18),
which we now multiply by 2te to obtain

%(t(The, e)) + 2t|le]|? < 2t(Ty(we),e) + 2t(p,e) + (The, e).

Here, by (14.19), for € suitable, since T}, and w are bounded,

1 1
(Th(we), e) < (T (we),we) + 4—€(The,e) < ZH@HQ + C(The,e),

so that

d _
%(t(The,e)) +tlle||* < C(tl|pl|* + (The,e)), fort <t

and hence by integration

¢ ¢ ¢
(14.21) / sllel|*ds < C/ s||p||? ds + C’/ (The, e) ds.
0 0 0
For the last integral we set é(t) = fot e(s) ds and integrate (14.18) to obtain
¢ ¢
Th(e(t) —e(0)) +e(t) = Th/ weds +/ pds.
0 0
Recalling from the proof of Theorem 2.5 that Tre(0) = 0 we obtain after
multiplication by 2¢’ = 2e,
¢

t
2(The,e)—|—i||€||2 :2(Th/ weds, e) —|—2(/ pds,e)

t t t
< (hece) + (T [ weds, [ weds) +2 [ ol ds el
0 0 0
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or, by integration, since €(0) = 0,

/(Theeds<0/ /H )| dr) ds+2/ e ||/ lo(7)|| dr ds.

Together with (14.20) and (14.21), this yields

t
Cllel* <C (ol + [ (sl + ) s

+/Ot(/os ||e(7)d7)2ds+/0t le(s)ll /0 lo(r) | dr ds).

Now by our assumptions on v we have using Theorem 14.4
lo@®)ll = Ry = Du(®)l| < Ch*[u(t)],, < CR*t™77%, 0 =pu—a,

and similarly ||p,(t)|| < Ch*|u,(t)|, < Ch#t~1=9/2. Hence, since o < 2,

2le? < o(n= / / lelldr) ds+h"/ P2l ds).

For o(t) = t7/2?||e(t)|| this shows

t s
o(t)? gC(h2“+t_(2_U)/ (/ 77/ 2p(7) dr)" ds

0 0

t
+h”t_(2_")/ sl_"(p(s)ds>.
0

With ¢(t) = maxo<s<t ¢(s), and choosing £y = to(t) such that ¢(to) = ¥ (),
we have

plt)? < w(t? < O(h 4 15277 /Oto 27T (s)? ds+ (1))

whence, for small h,
t
b(t)? < C(W +/ b(s)? ds).
0

Gronwall’s lemma shows 1(t) < Ch*, and since t7/2||e(t)|| = ¢(t) < ¥(t),
this completes the proof. a

We remark that the proof of Theorem 14.5 immediately extends to the
case that the semidiscrete problem is defined by (14.17) where T}, satisfies
conditions (i) and (ii) of Chapter 2, with the only change that p now has to
satisfy 2 < pu <.
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For the special case a = 0, Theorem 14.5 shows that for any o < 2 there
is a C = C(k,to,t) such that, for the solutions of (14.3) and (14.1) with
vp = Py, we have

(14.22) lun(t) — u(t)]| < Ch?, for 0<to<t<t, if |[vllp. <r;

we recall from Theorem 14.3 that in this case O(h?) may be replaced by
O(h%log(1/h)) and that only boundedness of v in Ly is required. We shall
now give an example which shows that, in contrast to the linear case, this
result is essentially sharp, in the sense that (14.22) cannot hold for any o > 2,
even if r > 2.

Consider thus the spatially one-dimensional problem

Uy = Uge +u® in [0,7], for t >0,

14.23
( ) w(0,t) = u(mw,t) =0 fort >0, withu(-,0)=wv,

and let Sj, consist of continuous piecewise polynomials of degree < r on a
uniform partition, i.e., S, = {x € C[0,7],x|r; € II,_1,j = 1,...,n}, where
I; = (xj_1,x;), with z; = jh, h = m/n,n integer. We assume that r > 2.

We shall construct a sequence of solutions v = u, of (14.23), with ini-
tial data v = v,, depending on n, such that the corresponding semidiscrete
solutions up = unp € Sp, with h = w/n, violate (14.22) when o > 2. The
construction will start by choosing v,, = u,/(+,0) orthogonal to Sj. Since then
for the discrete initial data v, j, = Ppv, = 0, the semidiscrete solution u, 5 (t)
vanishes for ¢ > 0, and thus the error equals —u,,. The desired contradiction
is therefore achieved by choosing v,, bounded in L., uniformly in n, and such
that, for some ng,tg > 0,

(14.24) llun(to)|| > en™2, with ¢ > 0, n > ny.

To accomplish this, let 1 (y) = Z;:} ;i sin(jy) # 0 be orthogonal to I, _;
on [0, 7] (which is possible since the number of 1); is greater than r). The
function v, (xz) = ¥(nx) is then orthogonal to IT,_; on each I;, and hence
orthogonal to Sp,. Further, independently of n, ||v,||L.. < Z;: || = k.

By comparison with the initial value problems

(14.25) 2 =22, fort>0, with 2(0) = +s,

it follows that there exist £ > 0 and M such that ||u, (¢)||r, < M fort € J =
(0,%], uniformly in n. In fact, the solutions of (14.25) may be thought of as
solutions of the differential equation in (14.23) which are independent of x
and with boundary values dominating those in (14.23), so that the maximum
principle may be used to achieve the comparison. Since thus u,, is bounded,
we may regard u,, as the solution of an equation in which the forcing term u?
in (14.23) has been replaced by a function f(u) with f(u) = u? for |u| < M,
and with f’ bounded on R, thus satisfying the assumptions of Theorem 14.4.
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Letting ¢, = ¢,(t) = [ un(z,t)sinzdr denote the first Fourier sine
coefficient of w,, it sufficies for (14.24) to demonstrate that

(14.26) en(to) > con~2, for n > ng, for some ty > 0,
for by Parseval’s relation |juy, (to)|| > (2/7)"/?|c,(to)|. Here ¢, (0) = 0 since
vp(z) = ¥ (nx) is orthogonal to sinzx for n > 1, and thus from (14.23)

e+ cn = gn(t) = / u?(z,t)sinzdr, fort >0, with c,(0)=0.
0

We shall show that with positive constants kg, u, and w,
(14.27) gn(t) > u67“”2t, for n?t > ko > 0.

Choosing to such that 2kgn=2 <ty < £, this implies
to 9 to 9
cn(to) > ,u/ e (to=8)g=wn’s gg > ,uefto/ e ¥ S ds > con” 2,
k‘(]n*z

k()n*?

with ¢g > 0, and thus proves (14.26).

For (14.27) we first note that if w, is the solution of (14.23) with the
forcing term u? replaced by 0, then wu, > w,, and hence u? > w% 4, Where
Wp,4+ = max(wy,0). With ¢, the first non-vanishing coefficient in ¥(y),
which we normalize so that 1, = 1, we have

r+1
wy(x,t) = emn’t sin(mnzx) + Z wje_j2”'2t sin(jnz).
j=m+1

Denoting the first term on the right by w, it is clear that
& 2, 2
/ Wy (x,t)?sinzdr > ce” ™ ™ with ¢ > 0.
0

Since w4 < wy + |w — w| we have w2 < 2w? + 2|w — w|?, and hence

wi > %wi _ |w _ 1E|2 > %wi _ 06—2(m+1)2n2t.
Thus, for n?t > kg > 0, with kg large enough,

i 2,2 2, 2 2

gn(t) > / wy (x,t)sinzde > ce 2™ — Cem MmN > o= Cntt
0

which shows (14.27), and thus establishes our counter-example.

We now turn to a discussion of the fully discrete backward Euler Galerkin
method for (14.1), to find U}’ € Sy, for n > 0 such that
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(1428)  (@UP) + (VURVX) = (FUP),X), ¥X € Shy n = 1.
We also consider the linearized version of (14.28) defined by

(14.29) (OUR,x) + (VU Vx) = (fUF 1), X)), VX € Sh, > 1.

Since we are also going to discuss an abstract problem in a Hilbert space be-
low, we now use the subscript A in the notation for the fully discrete solution.

As in Chapter 13 one shows at once the following smooth data results for
these two methods.

Theorem 14.6 Assume that (14.2) and (1.10) hold and let U and u be
the solutions of (14.28) or (14.29), and (14.1). Assume that U} = vy, is

appropriately chosen and that u is sufficiently smooth. Then there is a C =
C(u,t) such that (in case of (14.28) for k small)

(U7 —u(t,)|| < C(h"+k), fort, € J.

We now turn to the case of nonsmooth initial data and concentrate on
the linearized method (14.29). We begin by considering the problem in the
Hilbert space framework and consider thus the semilinear problem

(14.30) u + Au= f(u), forteJ, withu(0)=ouo,

where A is a positive definite selfadjoint operator with a compact inverse in
the Hilbert space H, and f : H — 'H is continuous and such that

(14.31) If ()| < B, forueH,

where f’ denotes the Fréchet derivative of f. The analogue of (14.29) is the
linearized backward Euler scheme

(14.32) U™ = BERU ' + kE f(U™Y), fort, € J, with U =,

where By, = (I + kA)~1. We shall show the following:

Theorem 14.7 Assume that (14.31) holds, and let U™ and u be the solutions
of (14.32) and (14.30), respectively. Then there is a constant C = C(k,t)
such that

1 tn .
U™ —u(t,)| < Ck(t— + log ?), fort, € J, if ||v| < k.

Proof. We find at once

n—1
U"=Efv+kY E7f(U7).
j=0

Similarly, with J; = (¢j,t;41) and u™ = u(ty),



14. Semilinear Parabolic Equations 257
n—1
W= B()o + Z/ Elt, — ) f(u(s)) ds.
j=0"7i

Hence, for the error e = U™ — u",

n—1

(14.33) e = (E} — E(ty))v + ; /J d?(s) ds

where
d}(s) = E; 7 f(U7) = E(ty — ) f(u(s)).

We shall estimate the terms in (14.33). We first have, using the known
nonsmooth data error estimate in the case of a linear homogeneous equation,

k

n k
1B} = B(ta)ll < ool < Cry

We proceed with the terms in the sum in (14.33). We write

dj (s) = B (f(U7) = f() + (B ™) = E(ta—y))f(u')
+ Btn—j)(f(w?) = f(u(s))) + (B(tn—j) = Etn — 5)).f (u(s))

= dj(s).
=1

For the first term we have by the stability of Ej and by (14.2)
5|l < CIU7 = || = Clle?|],  for j <n—1

and, for the second term, again by the standard linear nonsmooth data esti-
mate, since || f(u(s))|| is bounded,

k
, forj<n-—1.

I3l <
n—j

For the third term, we find, using the analogue of Theorem 14.4 with o =
0, B=2,

()| < If(u’) = Flu(s))]l < Cllw? — u(s)]

k
< Ck sup ||/ (s)] < Ct—, forse Jj, 1<j<n-1,
seJ; J

and since dfj; is bounded we conclude

k
[dis(s)| < C-—, forseJ;, 0<j<n-—1
i1
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—At

)

Finally, applying now also a spectral argument, since E(t) = e

54 (s)| = |AE(t, — s) A~ (E(s — t;) — I) f(u(s))]|
—A(s—t;) _
e 1 Sup|6 1|§C k
n — S A>0 A

, forseJ;, 0<j<n—1
th—j—1

Since [|dy, _; 4] is bounded, we have

k
a3l < O, forsed; 0<j<n—1
n—j
Altogether we obtain
n , k k .
1d7 (s)|| ds < Cklle’|| + Ck(— + ), for0<j<n-1,
Jj tit1 tnj

and hence after summation, from (14.33),
n—1

n K j
(14.34) le”]| < Ok(a +logn) + Ck z(:) e
iz

Setting o™ =k Z?:o le7]|, we thus have

(6" —o" Nk < Ck(tE +logn) + Co™ !, forn >1,

and hence .
o < (1+ Ck:)a"‘1 + Ck:Q(t— + logn),

and, since the time interval is bounded,

o" < CkY (1+ Ck)"*l’j(g +klogj) < C(k + 1)klogn.

Jj=1

By (14.34) this completes the proof.

The above result may be applied to derive a nonsmooth data error esti-

mate for (14.29). As an illustration we consider the solution uy, : J — S, of
(14.3) in the case that Sy is a standard piecewise linear finite element space,
so that Theorem 14.3 holds. For this problem we have the following.

Theorem 14.8 Assume that (14.2) and (1.10) (with r = 2) hold, and let

Ul and u be the solutions of (14.29) and (14.1), with U = Pyv Then there
is a constant C = C(k,t) such that, for t, € J,

1 1
U7 — ulty)| < Ok(t— +log %) + ChQ(t— + max(0, log Z—’;)), if ||v| < k.
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Proof. We write U}» —u(t,) = (U™ —up(tn)) + (un(tn) — u(ty)). The second
term is bounded by Theorem 14.3, and the first by Theorem 14.7, now applied
with H = S, and A = —Ay, where A, is the discrete Laplacian: With
Eyn = (I—kAp)~1 and Py, the Lo-projection onto Sy, (14.29) may be written

Ul = EgpU" Y + kB P f(UPY),  fort, € J, with U’ = Pyv.

Since the assumptions of Theorem 14.7 are satisfied for the data P f(u) and
Prv, uniformly in h, this theorem applies, and shows

1 tn
[UF — un(ta)ll < Ch( +1og ™), for [ Pol] < o] < .
n
This completes the proof. a

In Chapter 13 we also considered the Crank-Nicolson method, and it
is clear that the results shown there are valid in the particular case of a
semilinear equation, and also generalize to the more general finite element
spaces considered here to give O(h" + k?) error bounds for smooth solutions.

Another class of methods for the semilinear equation are the Runge-Kutta
methods which were introduced in Chapter 9 in the case of a linear inhomo-
geneous equation. Applied to the semilinear equation (14.30) such a method
takes the form

Ut =U"+ kY bj(—AUnj + f(Unj)),
j=1

Um’:Un+kzaij(_AUnj+f(Unj)>v i=1...,m,

j=1

where the coefficients are associated with the quadrature formulas in (8.9).
It may also be written

U™ = r(RA)U™ + & pi(kA) f(Un)),

j=1
j=1

where the r(\) and p;j(\) are as in (8.10) and, with e = (1,...,1),

(51(A)y -y sm (W) = (Ve and (si;(V) = (M)A, o(A) =T+ 1A~

It is not difficult to show that if the method is stable, so that (7.10) holds,
and such that the quadrature formulas in (8.9) are exact of orders ¢ — 1 and
q — 2, respectively, then the error is of order O(k?) if the exact solution is
sufficiently smooth.
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In the same way as for the spatial discretization discussed in connection
with Theorem 14.5, it may be shown that it is not possible to generalize the
nonsmooth data error estimate

[U" = u(tn)l] < CRPE" o]l

for the abstract linear homogeneous equation to the semilinear case when
p > 1. In fact, in [58] using the ideas in our above counter-example in the
spatially semidiscrete case, a simple semilinear system of the form (14.30),
and with uniformly bounded initial values, was exhibited such that for any
Runge-Kutta method corresponding to a rational function of type III, i.e.,
such that |r(A)| <1 for A > 0, and |r(c0)| < 1, one has for any ¢t € J

limsup ||[U™ —u(t,)|| > ck, with ¢ =c(t) > 0.

n=t/k—oo

However, similarly to the situation in Theorem 14.5 one may show O(kP)
convergence for ¢, > 0 for such methods under regularity assumptions which
are reduced compared to the smooth data case by essentially two orders. For
instance, full second order convergence is achieved for positive time for a
second order method for v € H?, see [58].

The discussion in the beginning of the chapter concerning nonlinear forc-
ing terms which are not globally Lipschitz is from Thomée and Wahlbin [231].
The results for nonsmooth data were derived in Helfrich [118], Johnson, Lars-
son, Thomée and Wahlbin [130] and Crouzeix, Thomée and Wahlbin [62] in
the spatially semidiscrete case and in Crouzeix and Thomée [58] for fully
discrete methods.

For similar analyses on other types of semilinear problems we mention,
e.g., Elliott and Larsson [85], [86] and Akrivis, Crouzeix and Makridakis [3].
The long-time behavior of finite element solutions was studied in, e.g., Khalsa
[139], Larsson [143], [144], Larsson and Sanz-Serna [145], [146], Elliott and
Stuart [87]. Application of the discontinuous Galerkin method to semilinear
equations was studied in Eriksson and Johnson [90], [91] and Estep and Lars-
son [95]. For work related to blow-up of solutions, see Nakagawa and Ushijima
[174].

For a recent development concerning so called nonlinear Galerkin methods
we refer to Marion and Temam [168], Temam [223] and Marion and Xu [169].

The continuous semilinear problem has been discussed in, e.g., Amann [4]
and Henry [119].



15. The Method of Lumped Masses

In this chapter we shall consider a modification of the standard Galerkin
method using piecewise linear trial functions, the so-called method of lumped
masses. In this method the mass matrix is replaced by a diagonal matrix with
the row sums of the original mass matrix as its diagonal elements. This can
also be interpreted as using a quadrature rule for the corresponding Lo inner
product.

We consider the simple initial-boundary value problem

ur—Au=f in 2, t>0,
u=0 ond,t >0, withu(-,0)=v in £,

where again for simplicity {2 is a smooth convex domain in the plane.

Let S, C H} = HL(£2) consist of continuous, piecewise linear functions
on a quasiuniform family of triangulations 7, = {7} of {2 with its boundary
vertices on {2 and which vanish outside the polygonal domain £2;, determined
by 7. Let {Pj}jvzh'l denote the interior vertices of 7; and let {@j}é\f:hl be
the standard basis for S} consisting of the pyramid functions defined by
P (Pr) = 0.

Recall that the basic semidiscrete Galerkin method is to find uy, : [0, 00) —
Sh, such that

(15.1) (un,t, x) + (Vun, Vx) = (f,x), Yx € Sp, t >0, up(0) = vp,

where vy, is some approximation of v in Sj,. Recall also that this method may
be written in matrix form as

(15.2) Bo!(t) + Aa(t) = f(t), fort >0, with a(0)=~,

where B = (bjx) and A = (aji) are the mass and stiffness matrices with
elements bj, = (@5, Py) and aj, = (VP;, VPy,), respectively, where o (t) and
~y; are the coefficients of uy(t) and vy, with respect to {®, };V:’ll and where f
is the vector with components (f, §y).

The lumped mass method consists in replacing the mass matrix B in
(15.2) by the diagonal matrix B obtained by taking for its diagonal elements
the numbers b;; = Zgzhl bjk, 1.e., by lumping all masses in one row into the
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diagonal entry. This makes the inversion of the matrix coefficient of o/(t) a
triviality.
We shall thus study the matrix problem

(15.3) Ba'(t) + Aa(t) = f(t), fort >0, with a(0)="7.

We shall now describe two alternative interpretations of this procedure, and
then use the first of these to show some error estimates for it.

Our first interpretation will be to think of (15.3) as being obtained by
evaluating the first term in (15.1) by numerical quadrature. Let 7 be a triangle
of the triangulation 7y, let Pr;, j = 1,2,3, be its vertices, and consider the
quadrature formula

3
(15.4) Q-n(f) = 3 area (1) Zf(PT,j) ~ /fdx.
Jj=1 T
We may then define an approximation of the inner product in S;, by
(155) (waX)h = Z Q‘r,h(wX)'
T€ETH

We claim now that the lumped mass method defined by (15.3) above is
equivalent to

(15.6) (un,e; X)n + (Vun, Vx) = (f,x), ¥x € Sp, t >0, up(0) = vp.

In fact, setting up(t) = Z;V:hl a;(t)P; this system may be written

Np, Np,
S A )@, Pe)n + > a;(t)(VP;, VD) = (f,8k), k=1,...,Ny,
j=1 j=1

and to show the equivalence it remains only to observe that (®;,P;)n, = 0
for j # k, as @;(x)Px(x) vanishes at all vertices of 7}, and to show that

Np,

(15.7) 195117 = (@5, 85)n = Y (B, D).
k=1

To prove this latter fact, note that (@;, ) is only non-zero for j # k if P;
and P are neighbors, and observe that in such a case, if 7 is a triangle with
P; and Py as vertices, simple calculations, for instance after transformation
to a reference triangle, show that

/Qj@g dr = 75 area (1) and /@? dx = § area (7).

It follows, since for each pair of neighbors P;, P}, there are two such triangles
7, that with D; the union of the triangles which have P; as a vertex,
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Np,

Z(Eﬁj,sﬁk) = 1 area (D).
k=1

Since clearly
D517 = Qrn(®3) = % area (D;),

this completes the proof of (15.7).

We now turn to the other formulation of the method under consideration.
Let again 7 be a triangle of the triangulation and P; one of its vertices. Now
draw the straight lines connecting each vertex of 7 to the midpoint of the
opposite side of 7. These straight lines intersect at the barycenter of 7 and
divide 7 into six triangles of equal area. Let B;, be the union of the two
of these that have P; as a vertex. Clearly, then, the area of B, ; is a third
of that of 7. For each interior vertex P;, let B; be the union of the B; . for
which 7 has P; as a vertex.

Now let S}, denote the functions which are constant on each B; and vanish
outside the union of the B;. We note that the elements ¥ of S}, are uniquely
defined by the values at the vertices P; and we may write

Ny,
X(z) =Y x(P)d;(x),

Jj=1

where Q_5j = 1 on B; and vanishes elsewhere. Since the functions of S are
also uniquely determined by their values at the P; there is a one-to-one
correspondence between the functions of S and those of S}, and for x in S,
we denote by x the associated function in S;, which agrees with x at the P;.

With this notation the semidiscrete equation (15.3) or (15.6) may also be
formulated as

(ﬂh,tai) + (Vuhva) = (f7 X)a VX S Sha t > 07 ’LLh(O) = Up.

In fact, this follows similarly to above if we observe that trivially (@;,®;) = 0
for j # k and that ||®;]|> = area (B;) = area (D;)/3 = |®;]|3.

One may think of this latter formulation as being obtained by reducing
the H' regularity requirements for the functions in S}, in the first term of
(15.1), where they are not needed for the products to make sense. This latter
approach was taken in [203] and [49].

We now turn to the error analysis and return to the formulation (15.6).
We begin with the following lemma.

Lemma 15.1 Let e (v,w) = (v,w)n, — (v,w) denote the quadrature error in
(15.5). We then have

len (¥, )] < CRAIVY| VXL, for 4, x € Sh.
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Proof. Since the quadrature formula (15.4) is exact for f linear we have, by
transformation to a fixed reference triangle 79 and using the Bramble-Hilbert
lemma and the Sobolev inequality || f{|L. (ry) < C|lfllwz (). that

Qe () / fdo| < S 1D Fls -

|a]=2

After application to f = 1y this implies, since both ¢ and x are linear in 7,
that

Qo () — / x| < Ch V]| Loy IV X 2a(r)-

Using the Cauchy-Schwarz inequality we conclude that

len(®, )] < Ch2 D IVl oI Vx| 2oy < CRA(IVI [V xI,
T€T)
which is the desired estimate. O

We shall now show the following error estimate:

Theorem 15.1 We have for the error in the semidiscrete lumped mass
method (15.6), fort >0,

() = (o)) < Cllon = o]+ O (ol + )l + ( | el ds) 7).

Proof. We write, with R, the standard Ritz projection, up, — u = (up —
Rpu) + (Rpu — u) = 6 + p, and p(t) is bounded in the desired way. In order
to estimate 0, we write

(02, X)n + (VO,VX)
= (un,t; X)n + (Vun, VX) = (Rpu, X)n — (VRRru, V)
= (f,x) — (Rnue, X)n — (Vu, V) = (ug, X) — (Rpue, X)n
= —(pe,X) — en(Rpus, X).

(15.8)

Setting xy = 6 we obtain

1 4

(15.9) C

1017 + V01> = —(pt, 0) — en(Rnus, 0).
Here we have at once

(e, 0)] < e — Ruu 0] < CH2Juell2 0] < CH2usllo | V9],
and, using Lemma 15.1,

len(Ruue, 0)] < Ch? ||V Ryue|| [ VO] < Ch?|Ju 2] VO]
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It follows thus that
1 d
2dt

from which we infer

10115 + IVOI* < Ch2|lur|l2[|VOI| < [[VOI* + Ch*|[ue3,

t
167 < 160)I7 +Ch4/0 lue3 ds.
We now note that || - ||, and || - || are equivalent norms on Sy, uniformly in h

(this follows easily by considering each triangle separately), and that hence

t
1/2
1000)] < ClIO(O)]| + C2( / o3 ds) .

Here [|0(0)]| = ||vn, — Ryl < ||vn — v|| + Ch?||v|2, whence 6(t) is bounded as
desired. The proof is complete. a

We now turn to an estimate for the gradient.

Theorem 15.2 We have for the error in the semidiscrete method (15.6), for
t>0,

t

1/2
IV (un = w)(0)| < 9 (0n = )| + Ch(Jlells + lu®)]2 + ( / V|2 ds)''?).
Proof. We now set x = 6; in the equation (15.8) for 6 to obtain

(1500) 103+ SIVOI = ~(pu80) — (o, 60).
Here, as in the proof of Theorem 15.1,
[(pe, 0)| < [Jur — Ruue [ 10:] < CRI V[ ]6:]-
Further, by Lemma 15.1,
len(Ruue, 0¢)] < Ch?||[VRyue|| | VO] < Ch|[Vue | [0l

where in the last step we have applied the inverse estimate (1.12). (The use
of the inverse estimate may be avoided by a slight modification of Lemma
15.1.) Using again the equivalence between the norms || - || and || - || on Sy
we conclude

d
16:117 + 3 2 [VOI* < CRIVul 0]l < 1017 + CP*[[ Ve,

so that, after integration,

t
IV6()| < [IVO(0)] + Ch( / Vg2 ds)
0

t
1/2
<19 =)+ Ol + ([ 190 d5)7%).

Together with the standard estimate for Vp(t) this completes the proof. O
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This demonstration does not immediately yield the superconvergent or-
der O(h?) estimate for VO which holds for the standard Galerkin method.
However, as is shown in the following lemma, a slight modification of the
proof shows such a result.

Lemma 15.2 For each t > 0 there is a constant C = C(t) such that for
0=up — Rpu and 0 <t <,

V00 < 9000 + O (el + ( | (ol + el ds) 7).

Proof. It suffices to consider the case v, = Rpv, or #(0) = 0. For the solution
uy, of the homogeneous equation with initial data w,(0) = v, — Rpv = 6(0)
satisfies

~ d, o~
[0l + V]2 =0,

and hence
IVan()[? < [Van(0)[* = [[V6(0)]>.

We have as before (15.10), which we now write in the form

(15.01) 107+ 5 IVOI> = (o0 00) — e (Ru, 0) + e (Rove, 0).
Here

(06> 00)| < llpell 1021 < CR*[luella[|6211n < Ch*luell + 116617
Further, by Lemma 15.1,

len(Ruue, 0)] < Ch? ||V Ry || [ VO] < Ch [JueIF + 31VOI1%,

and similarly with u; replaced by uy. By integration of (15.11) we therefore
obtain, since 8(0) = 0,

t t
VOO < O (lea(®I + | (ol + el ds) + [ 19012 s

The result now follows by Gronwall’s lemma. O

As one application of the lemma we shall prove the following maximum-
norm error estimate:

Theorem 15.3 Let v;, be chosen so that ||V (vy, — Rpv)| < Ch?. Then under
the appropriate reqularity assumptions we have for the error in (15.6)

llun(t) —u(t)||L. < C(Eu)h?ly,, where £, = max(1,log(1/h)), fort <.
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Proof. We recall that since the triangulation is quasiuniform we may apply
the “almost” Sobolev inequality of Lemma 6.4 together with Lemma 15.2 to
obtain

10(t)]12.. < CEun6,.

In view of the maximum-norm error estimate of Theorem 1.4 for the elliptic
problem, this shows the result. a

We observe that because of the use of quadrature, our above error analyses
of Theorem 15.1 and Lemma 15.2 require more regularity of the solution
than was the case for the standard Galerkin method. For the homogeneous
equation, for instance, Theorem 15.1 shows by standard calculations using
the definition of the norm in H* = H*(§2) (cf. Chapter 3) that, for v, = Ryv,
say,

lun(t) — u(t)| < Ch2Juls, for v e H?,

and Lemma 15.2 shows similarly
IVO(t)|| < Ch*|vly, for v e H.

In addition to smoothness these estimates require v = Av = 0 on 9f2. We
shall demonstrate now how at least the latter boundary condition may be
removed for ¢ positive, by using our previous techniques for nonsmooth data
error estimates.

Lemma 15.3 Consider the homogeneous equation (f = 0) and let 0 = up, —
Rpu. Then for each t > 0 there is a constant C such that if 0(0) = 0 then for
0<t<tandve H?

0t)] < Ch*t 2]y and ||[VO(t)|| < Ch*~ula.
Proof. Multiplying (15.9) by ¢ we have

d
27 (CIOIR) + tIVOI* = —t(pe, 0) — ten(Bnwr, 6) + 310117

Hence by integration and routine estimates

t t
6l + [ 161 ds < Cnt [ (sl + sfuel ) s
(15.12) o 0 .
+C [ 16l ds < 'l +c [ 16l ds
0 0

In order to estimate the latter integral we set 6(t) = fot 0(s) ds and integrate
the error equation (15.8) from 0 to ¢ to obtain

(0, 0n + (V6,Vx) = (p(0) = p(t), x) = en(Ra(u(t) = v),x), ¥x € Sh.

Setting y =0 = 0~t this yields
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d ~
0|2 + L —|ve|?
161 + 51V

= (p(0) ~ p(t),0) — S en(Ru(u(t) ), 8) + en(Ruue, D),

and hence, by obvious estimates,

t
0

t
/O 10117 ds + [[VO]|* < Ch4/ (lu(s)ll2 + [[oll2)* ds
t t
+ ChY|[V Ry (u(t) — v)||> + Ch4/ ||VRhUt||2ds+/ VO ds,
0 0
so that, using also Gronwall’s lemma, for ¢ < t,
t t
(15.13) [ e as < ont (ol + [ ulas) < ot

Together with (15.12) this proves the first estimate of the lemma.
In order to bound V@ we multiply (15.11) by #?> and obtain easily

L d

d
§£<t2|\ve|\2) < —%(t%h(Rhut,G)) + Ct | pe?

+ 2 (Rpug, 0) + 2ten, (Ruug, 0) + || V0|2,

or
t
VO[> < Ch* (8[| Vue (6)]? +/0 (s luae 1T+ °[[uel|3 + slluel7) ds)
t t
+0/ s||VO|? ds < Ch4t|\v||§+c/ s||VO||* ds.
0 0

Hence we have using (15.12) and (15.13), since ¢ < ¢,
2Ivot)|* < Chiuls,

which completes the proof.

It is obvious how Lemma 15.3 may be combined with our different es-
timates for the error p in the elliptic projection to yield Ly and Lo, norm
bounds for the error in the homogeneous semidiscrete equation with initial

data v € H2. We shall not insist on the details.

The method of lumped masses may, of course, be used in fully discrete

methods. With d as usual denoting the backward difference quotient and 0 <
# < 1 one could, for instance, consider the method defining U™ = U} € S,
by,

QU™ X)n + k(VU™,Vx) + (1 = &)(VU" "', V)

(15.14) U
= (f(tn—1 +kk),x), VX ESh n>1 withU"” = vy,
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or in matrix form, with a™ the vector of the components of U™ with respect

to the basis {®; };V:”l, and F"~17% that with components (f(t,—1 + kk), D),

Béan + rAa™ + (1 _ H)Aa”fl _ Fn71+nv
or since B + kk.A is obviously positive definite,
a = (B+ IikA)*l(B _ (1 _ I-i)k'.A)Ozn71 + (BJF Rk,A)flan—lJrn'

The backward Euler method corresponds to x = 1, the Crank-Nicolson

method to kK = %, and for kK = 0 we now have a method which is purely

explicit since B is diagonal.
As an example, let us briefly analyze the backward Euler method and
show the following.

Theorem 15.4 We have for the backward Euler Galerkin method (15.14)
with k =1, fort, >0,

JU™ = u(ta)| < Cllon = v]
2 t" 2 5\1/2 n 2 ;\1/2
+ OR (el + lutn) 2+ (| Nl ds)'7?) + Ok( [l ds)

Proof. Writing as usual U™ —u™ = 6™ + p”, we need only bound ™. We have
= (OU™, \)n + (VU™ Vx) — (ORu"™, X)n — (VR,u™, V)
= (fnv)() - (5Rhun7X)h - (Vun? VX) = (u??X) - (5Rhun7X)h'
Choosing y = 6™ we find after some manipulation
i
2k
= (u! —ou™,0™) + (Ou™ — ORpu™,0™) — ep(ORLU™,0™) = Ry + Ra + Rs.

n n— 1 n n— n
(117 = 16"~ HI7) + o lle™ — 6m =7 + [ ver|?

We have for the contribution of the discretization in time

tn
Ry| < [luf — du™] l0"] < C / e ds [ V67|

tn 1/2
ngW(/ | ds) V0.

tn—1
Further
|Ro| < [|(I = Rp)u"™| |67 < Ch*||0u™|||6™ |

<ont [ asl o < cnzk 2 ( [ w2 ds) I ver
< [|utl|2 ds|| VO™ || < lutllzds) (VO™
tn—1

tn—1
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and finally, using again Lemma 15.1,
|Rs| < Ch?|[VROu™|| [ VO" || < Ch?[|9Vu” || |Ve"

tn tn
< Ch2k'71 ||V |d ||v9n|| < Ch2k71/2 |2d 1/2||V9n
< e ds < [ue3 ds I
tn—1 1

ty—

Altogether we conclude, after a kickback of k||V6™||?,

tn tn
671 < 6"+ Cht [ s + Ok [ sl s,

to too
and hence
tn tn
1671 < 16°0 + Cnt [l ds+ €8 [ s P s
0 0
By the equivalence of || - ||, and || - || on Sy and the standard estimate for
16°]| this concludes the proof of the theorem. O

We shall now show that if the triangulations used are of Delaunay type,
then there is a maximum-principle associated with the lumped mass method.
Recall from the beginning of Chapter 6 that this is not the case for the
standard Galerkin method. A triangulation is of Delaunay type if for all edges
e of 7y, with a1 and as the two angles opposite to e in the two triangles 7
and 7o determined by e, respectively, we have a; + as < . This condition
is satisfied, in particular, if all angles a of 7}, are acute. Note that this does
not require 7, to be quasiuniform.

We consider the homogeneous equation

(Uh,hX)h + (Vuh, VX) =0, Vxe€S, t>0, with uh(O) = Vp,

and we denote by Ej(t) : S, — S, the solution operator of this problem.
This problem may also be written

upy — Apup, =0, for ¢ >0, with u(0) = vp,
where Ay, : S, — Sy, is now defined by
(15.15) —(AnY, )n = (V,Vx), 9, X € Sh.

With this notation Ej,(t) is the semigroup on Sj, generated by Ay.
Note that we may write the complex form of the discrete inner product
(v, ) defined in (15.5) as

Np,
(15.16) (¢, x)n = ijmp where w; = é Z area(t), ¥; = Y(F;).

j=1 Pjer
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From this we may easily see that

—(Ant); 12%% where o = (V&;,V®;), forj=1,...,Np.

i=1
We shall begin with a characterization of Delaunay triangulations.

Lemma 15.4 The triangulation 7y, is of Delaunay type if and only if
(VP;,VP;) <0, forall P, # P;.

Proof. Let e = P;P; be an edge of 7, let 7 be one of the two triangles
determined by e, and let « be the angle in 7 opposite e. Then V¢i|T is in

the direction of the normal to the side of 7 opposite P; and |[V®;| |T =1/6; -,
where §; , is the distance from P; to the opposite side of 7. One sees at once
that the angle between the two normals is 7 — «, and hence

(V®;, VP;); = —cosa[VP;||_|VP,||_area(r) = — cosaél - 6j - area(T).
But we also have
area(r) = {; 4 - sinaw = {; 0; /2,
where /¢; - is the length of the side opposite to P;. Hence altogether
(VP;, V), = *i cot a.

We finally have

2 .
sin(ay + ao)
V&, Vo;) (VP;,VDj),, = —Licot t = &
( ; 4 (cot az + cot as) 4 sin orq Sin g
from which the conclusion of the lemma immediately follows. O

We shall show the following discrete maximum-principle.

Theorem 15.5 Assume that the triangulations T, are of Delaunay type.
Then

min((),néigvh(ac)) < (Bp(t)vp)(x) < maX(O,mEagvh(x)), Yoy, € Sh.

In particular, Ey,(t) is stable with respect to the mazimum-norm, and
IEn)onllze < lonllza,  fort>0.
Proof. We write as above the system in matrix form

Bd/(t) + Aa(t) =0, fort >0, with a(0) =7,
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where «(t) and 7 are the vectors whose components are the coefficients of
up(t) = Ep(t)vy, and vj, with respect to the basis {®; }jvzhl of Sy, and where
B = ((®j,®,)) is diagonal and A = ((V®;, V,)) is the stiffness matrix.
Clearly, the maxima and minima of wuy(t) and v, coincide with those of the
components of a(t) and v, respectively. Since, with A and G(t) defined by
the latter two equalities,

aft) = e_gilAt’Y = 6_“&7 =G(t)y, fort>0,

it suffices for the first statement of the theorem to show that the matrix
G(t) > 0 (in the sense that its elements g;;(t) are nonnegative) and that for
each j,

Np,
(15.17) > galt) < 1.
=1

For the purpose of showing G(¢t) > 0 we observe that the off-diagonal
elements of the stiffness matrix A are nonpositive by Lemma 15.4. Therefore
we have use for the following simple matrix lemma.

Lemma 15.5 Let M = (mj;) be a positive definite symmetric matriz with
mj <0 for j #1. Then M~ > 0.

Proof. Let p > max; m;; be such that all eigenvalues of K = pZ — M are
positive. Then the largest eigenvalue of K and thus also its norm are smaller
than p. Hence

M =@ -K) ' =p T -p 'K =D T >0,
§=0
since I has nonnegative elements. O

It follows from the lemma that (Z+kA)~ > 0 for k > 0. In fact, B+ kA
satisfies the assumptions of the lemma so that (B + kA)~! > 0, and hence

(ZT+kA) =B B+kA) = (B+kAd)B>0.

Since the powers of nonnegative matrices are nonnegative, we conclude

~ t —~
g(t) =e ™ = lim (7 + ~A) >0,

We now complete the proof by showing (15.17), that is, with 1 the N-
vector with components 1, that (element-wise) G(t)1 < 1. We shall show
below that A1 > 0. Assuming this for a moment we have (B + kA)1 > B1.
It follows that (B + kA)"'B1 = (I + kA)~'1 < 1, and hence as above
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G(H1 = e 1= lim (I + A) "<l
For the purpose of showing that Al > 0, we extend the basis {®; }N "

with additional pyramid functions {®y, 4 }1; corresponding to the boundary
vertices. In fact, we only need to consider these defined on the polygonal
domain (2, defined by 7}, so no extension of 7; is needed. In the same way
as before, we have for P; an interior vertex and Py,4+; a boundary vertex

that (V®;,VPy, 1) < 0. Hence, since ZN"+Mh @, =11n 2y,

Np+Mp, My,

Zaﬂ_ (V®;,V Z D) =Y (VO;, VP, 11) > 0.

=1

This shows A1 > 0 and thus completes the proof of the maximum-principle.
The second part of the theorem is an obvious consequence of the first. a

Maximum-principles are also valid under certain conditions for the homo-
geneous case (f = 0) of the fully discrete schemes (15.14) with « € [0, 1]. We
show the following:

Theorem 15.6 Assume that T;, is of Delaunay type, and that (1 — k)k <
62../3, where dumin = min; ; &;,. Then the solution of (15.14) with f = 0
satisfies, for x € (2,

min(O,mig vp(z)) <U™(z) < max(O,maé{vh(x)), forn > 0.
ze EAS

In particular,
UL < llonllLo-

Proof. We write the scheme (15.14) with f = 0 as above in matrix form,
= (B+kkA) Y (B-(1-rkA)a" ' =G o™

We need to show as before that Qk,K > 0 and gfk,,.@l < 1. For the backward
Euler scheme, corresponding to k = 1, our above proof of Theorem 15.5 shows
the result. For more general s € [0, 1] we still have (B+xkA)~" > 0 by Lemma
15.5. In order to guarantee Qk « > 0 we now demand B — (1 — k)kA > 0.
Since aj; < 0 for j # [ it suffices for this to require bj; — (1 — k)kaj; > 0 or
(1 — r)k|VD,|* < ||®;]|2 for j =1,..., Np,. But

IV, 2= S 672 area (),
TCsupp P,
and, recalling that D; = supp @,

||Q'5]||% = % Z area (1) = % area (D;),
TESUpp P,
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so that the condition is valid if (1—x)k < 67 /3, for all j, 7, which is satisfied
uI}der the assungptions of the theorem. Since Al > 0 as before we have
(B+ krkA)L > (B—k(1 —k)A)L, and thus

Grwl=(B+krA) (B —k(l—r)A)L<1.
This completes the proof of the theorem. a

Note that, except when x = 1, a mesh-ratio condition of type k < Ch? is
required in this result.

We shall end this chapter by showing that the semigroup Ej,(t) discussed
above is, in fact, an analytic semigroup with respect to the maximum-norm.
We shall then use this fact to conclude that it has a smoothing property and
also to demonstrate a stability estimate for the fully discrete method (15.14).
The analyticity of E,(t) is a consequence of the following resolvent estimate,
where we again assume that the family {7} is quasiuniform.

Theorem 15.7 With A, defined by (15.15) we have

(15.18)  ||R(z;—An)||p.. < COP12|7Y,  for z € Bs,, 6 = s —cty /2.

We begin by stating a resolvent estimate in the discrete L,-norm which
we define in analogy with (15.16) as

1/p
Il = (D wsbuil?) s for x € S
J

Theorem 15.8 With A, defined by (15.15) we have
(15.19)  ||R(z;—An)lz,n < VB I2|7Y forze€ X5, 6,=4in—pt/2
We now use this result to give the
Proof of Theorem 15.7. Setting U = R(z; —A,)F we have, with j appropri-
ate and p < oo, since w; > ch?,

Uz = U] < w; V21U, 0 < CR722 /B |2 "M Fli,
for 2 € Xs,, 6, = %7‘( — p~ /2. Choosing p = ¢;, = log(1/h) for small h now
completes the proof. O
The basis of our L, analysis is the following lemma where for an edge e of

7T, defined by two neighbors P; and P;, 0;U = U;, — Uj,.

Lemma 15.6 For every edge e of Ty, there is a real-valued constant . such
that

(VU,VX) =D 70t - Dex, Vb, X € S

J
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Proof. We note that >N " o = 0 since YN @, = 1. Tt therefore

suffices to remark that, noting that ¢; = x; = 0 for N +1 < j < Np, + My,

Np+Mp,
(VO, V) = D> aithiX; = 3 (5 — 1) (X — Xi)-
i,j=1 i#£j
This shows the lemma with v, = —a;; for e = P P;. a

We also need the following lemma:

Lemma 15.7 Let z and w be two complex numbers and set
H, = (w— 2)(w|lwP~2 — 2|2[P72), where p > 2.

Then
|arg H,| < arcsin(1 — 2/p).

Proof. Setting d = w — z and p(t) = d(z + td) |z + td|P~2 we may write
1

Hy =G )+ dP ™ = dalal ™ = (1) = 9(0) = [ p(0)dt,
0

and it hence suffices to show |arg¢’(t)| < arcsin |1 — 2/p|. For this we write
d? mz = re we have

¢(t) = SldPlz +tdP = + %f G+ td) |z + tdp

= 3lz + P~ (p + (p — 2)e*).

We now easily find

larg ' ()| = |arg(p + (p — 2)¢*™)| < arcsin(1 - 2/p),
which completes the proof. a
Proof of Theorem 15.8. We first show, with 6, = %7‘(’ + arcsin(1 — 2/p),
(15.20) IR(z; —Ap)|l,.n < |2|7', forz€ Xy .
Letting U € S}, be the solution of the discrete elliptic problem
(15.21) U+ AU = F,
we have U = R(z; —Ap)F so that the statement (15.20) will follow from
(15.22) 1UL,n <1217 |F|lL, ., forz € Xy .

We obtain from (15.21)
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We choose x = X = I;,(U|U|P~2) and note that, by Lemma 15.6,

(VU,VY) = Z%a Ud.(UUP~?) Z% pes

where, for e = F; P;,
Hyo = (U; = U)(U;|U; P2 = Ti|UP~2).
Note that each H, . is of the form of H, in Lemma 15.7, and this lemma

therefore shows |arg(VU, V)| < arcsin(1 — 2/p).
We may then write (15.23), with y = ¥, as

(1524) _Z”UHip,h + (VU7 VS(J) = _(F7 X)h
and think of this as a relation of the form
(15.25) ae® +be’ =¢, with a,b >0, ¢, ¥ € R,

where ¢ = arg(—z) and where |arg| < arcsin(l — 2/p). By multiplication
by e~% and taking real parts, this implies

(15.26) a<le, if |arg(—=2)| < im— arcsin(l—2/p),
since then cos(i) — ¢) > 0. Hence
(1521 IO < 1Pl U1, for € 5,

from which (15.20) follows.

Noting that 6, > %w, we now want to derive a bound for the resolvent in
a wider sector which extends to the right half-plane. For this we use (15.20)
(with A replaced by () to obtain

[R(z; —=Ap)|lL,.n < [|R(G;=An)|z,.n/(1 = |z = C[I[R(C; —An) |, 1)

1
¢l =1z = !
Letting || — oo we find (| — |z — | — |#| cos(d, — | arg z|) and hence, with
Mp(p) =1/ cos(0p — |¢|),
M
[R(z; —=Ap) 1,0 < p(|z;u1|°gz)7 for 6, — ir < |argz| < 6,.

In particular, if we assume that z € X7 5 aresin(1/5), then
cos(f, — |arg z|) > cos(arcsin(1/+/p) + arcsin(1—2/p)) = 1//p,
and hence
|R(z; —Au)llL,n < v/Pl2l 7, for |arg z| > Lm — arcsin(1/y/p).

Since $7 —arcsin(1/\/p) > 37 —1/./p, this shows (15.19) and thus completes
the proof. a
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In the same way as in Chapter 6, Theorem 15.7 can be translated into
properties for the semigroup Ej,(t) = et4#. In particular, we have the follow-
ing smoothing property in maximum-norm.

Theorem 15.9 Assume that the Ty, are of Delaunay type. Then we have
1B, (8|1 < Clpt™,  fort > 0.

Proof. This follow at once from Theorem 15.7 and Lemma 6.6, with M =
My, =Cl?, § =6, = Im — et /% since

1/2
b

(15.28) cos Oy, = COS(%TF—O@;I/2> = sin(cﬂglm) > cl), c>0. O

Using the techniques of Chapter 9 one may also use the resolvent estimate
of Theorem 15.7 to show stability of fully discrete methods. We illustrate with
the homogeneous case of (15.14), which we now write

(15.29) OU™ — kARLU™ 4+ (1 — k) AR U™t =0, forn>1, with U° =u,.
The solution of this problem is then

1-(1-k)z

15.30 U™ = E} v, = re(—Ap) vy, h (2) =
( ) nOn = re(—Ap)"vp,  where r.(2) T+ 1o

We first need a somewhat more precise result than that of Theorem 9.1
in the special case of the rational function in (15.30). Recalling from (6.48)
that ¢(¢) = max(1,log(1/t)) we have the following.

Lemma 15.8 Let A be an operator in the Banach space B satisfying (9.2)
and (9.3), and let r.(z) be the rational function in (15.30) with 1 < r < 1.
Then

|ER|| < CMe(cosd), forn >0, with By =r.(kA).

Proof. We follow the proof of Theorem 9.1. Consider first the case xk > %,
so that |r,(c0)| < 1. Choosing 1 = § the estimates for the integrals over v
and v¢/™ are unchanged. For the integral over I 571 we note that, as is readily
proved,

Ire(2)] < e Rz <emecosdlZl - for 2 € X5, |2| <R,

and hence the bound in (9.11) is replaced by
M o0
—/ e‘cmosap@ < CM/{(cos ).
™ Je/n P

For k = 1 we have |r,(co)| = 1, which case is handled correspondingly as in

the proof of Theorem 9.1. m]

The following is now our stability result for (15.30).
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Theorem 15.10 Assume that the T}, are of Delaunay type. Then we have
for the solution of the fully discrete scheme (15.30), for % <k <1,

U™ < CH20E) Jonll Ly forn >0,

Proof. Since r,(z) is A-stable (cf. (9.5)) for 3 < x < 1, this is an immediate
consequence of Theorem 15.7 and Lemma 15.8, together with (15.28). O

The lumped mass method described here is a special case of a family
of methods involving quadrature analyzed in Raviart [203]. The supercon-
vergence result of Lemma 15.2 and the corresponding maximum-norm error
estimate as well as the reduced smoothness estimates are from Chen and
Thomée [49]. The maximum-principles of Theorems 15.5 and 15.6 are con-
tained in Fujii [102], and applied in Ushijima [237], [238] to derive uniform
convergence, which, except for the case of uniform triangulations, was only
shown to be of first order in h. The resolvent estimate of Theorem 15.7 is
from Crouzeix and Thomée [60], where also nonquasiuniform families of tri-
angulations are considered. In Nie and Thomée [177] a lumped mass method
with quadrature also in the other terms in the variational formulation was
discussed for a nonlinear parabolic problem.



16. The H! and H~! Methods

In this chapter we briefly discuss some alternatives to the Galerkin methods
considered above which use other inner products than that in Ly(§2) to for-
mulate the discrete problem. For simplicity we shall content ourselves with
describing the situation in the case of a simple selfadjoint parabolic equation
in one space dimension, and only study spatially semidiscrete methods.

We begin with the H' method in which Galerkin’s method is applied with
respect to an inner product in H!. We consider the initial-boundary value
problem

(16.1) u +Au=f in I, for t >0, where I =(0,1),
u(0,t) = u(l,t) =0, fort >0, with (-,0) =v in I,

where Au := —(au')’ + bu, with a and b smooth on I, a > 0,b > 0.

Let r and k be integers with » > 4 and 1 < k < r — 2, and consider
a family of partitions 0 = zg < 1 < --- < xpy = 1 of I into subintervals
I; = (zj—1,2;). Set h = max(xz; — x;_1) and

Sp={xeC"(I);x|r, € 1 for1<j<M; x(0)=x(1)=0}.

Since k > 1 we have S, C H2N H} (in this chapter all spaces are with respect
to I), and we have with our standard notation

2
(16.2) inf z%hillv —xll; < Cr*||v|ls, for2<s<r v(0)=wv(l)=0.
]:
Introducing the bilinear form corresponding to A,
1
A(v,w) = / (av'w’ + bvw) du,
0

the semidiscrete H' method for our parabolic problem is then to find wy, :
[0,00) — S}, such that

(16.3) Aup e, x) + (Aup, Ax) = (f, Ax), VX € Sh, t >0, up(0) = vy,
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with v, € Sj a suitable approximation of v. This is based on the corre-
sponding weak formulation of (16.1) obtained by multiplying the parabolic
equation by Ay, integrating over I, and integrating by parts in the first term.
It may also be thought of as resulting from a weak formulation with respect
to the inner product A(-,-), or

Alug, ) + A(Au, ) = A(f, 9);

since f — Au = wu; vanishes at £ = 0 and 1, an integration by parts brings it
to a form analogous to (16.3).

With {Qj};y:hl a basis for S, the semidiscrete problem (16.3) may be
written in matrix form as

(16.4) Ba'(t) + Aa(t) = f(t) fort >0, with a(0)=~,

where the elements of B and A are A(®;,P;) and (AP;, AP;), respectively.
Both B and A are thus symmetric and positive definite, and it is therefore
clear that a unique solution of (16.4) exists for ¢ > 0.

As usual in the analysis of a parabolic problem we shall need to study
separately the corresponding stationary problem, in this case the two-point
boundary value problem

(16.5) Au=f inlI, withu(0)=wu(l)=0.
The corresponding discrete problem is then to find uw, € Sy such that
(166) (AUh,AX) = (f7 AX)v VX S Sh~

As is easily checked, this Galerkin formulation is, in fact, equivalent with the

least squares problem to find uy, € Sy, such that it minimizes ||Au, — f||.
We shall begin by demonstrating the following result in which we note

that an error estimate in H? is also included. We use the negative norm

[0]]—q = sup{(v,9)/ll¢llg; » € H}, for ¢ > 0.
Lemma 16.1 If up and u are the solution of (16.6) and (16.5), then
2 .
ZhJHuh —ull; < Ch®||lulls, for2<s<r,
=0

and
lun —ul|—g < CR*|ulls, for2<s<r, 0<g<r—4.

Proof. We have for the error, e = u, — u,
(16.7) (Ae, Ax) =0, Vyx € Sh,

and hence
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|Ae||? = (Ae, A(x — u)) < [|Ae|| [A(x — ), for x € Sh,
so that by (16.2)

(16.8) | Ae|l < iné |A(u —x)|| < Ch*2||ulls, for2<s<r.
XESh

Since ||e”|| < C||Ae, the desired estimate in H? follows.
We now turn to the negative norm estimate; this includes the Ls-norm
error bound as a special case. We shall show that

(e, )l < Ch*ullsllellq,  for o € H.

For this purpose we associate with ¢ the solution v of the two-point boundary
value problem

A= inl, with $(0) = Ay(0) = (1) = Ay(1) =0,

and observe that for any ¢ > 0, [|¢||4+4 < C|l¢|l4- By integration by parts we
have, in view of the boundary conditions, (e, ¢) = (e, A%¢) = (Ae, Av), and
hence, by (16.7), (16.8) and (16.2),

(e, ) = (Ae, Ay —x)) < [ e inf [A(¢ =X
< (CH?||ulls) (ChIF2[[Pllga) < CRHlulls [,

which is the desired estimate.
Finally, for the first derivatives, we have by the results already obtained

le']]* < CA(e,e) < C|Ae|l [le]| < Ch*~2||ulf3,
which completes the proof. a

For the case that the approximating functions are at most twice differ-
entiable at the nodal points, i.e., for kK = 1 or 2, we shall also show some
superconvergence results for the error at the points of the partition; for k = 1
we have such a result also for the error in the derivative at these points.

Lemma 16.2 Let T be a point of the partition and let up and u be the solu-
tions of (16.6) and (16.5), respectively. Then

lun(z) — u(@)| < CR*Hfull,, if k=1 or2,
and
(16.9) luj, () — /' (2)] < CR* Hull,, ifk=1.

Proof. Letting G* = G*(y) = G(z,y) be the Green’s function for the two-
point boundary value problem (16.5), we have for any v € H? N H{,
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(16.10) v(z) = (Av, G%).

In particular, with T the exact solution operator of (16.5),

(16.11) v(Z) = (Av, ATG") = (Av, Ago), with go = TG".

We note that since G® is smooth except at Z, but continuous there, go is in
C? and smooth outside z, so that for k = 1,2

(16.12) inf go — x> < Ch""2.
XESh

We now apply (16.11) to e = uj, — u and find in view of (16.7)
e(Z) = (Ae, Ago) = (Ae, A(go — X)), Vx € Sh,
and hence, using (16.12) and Lemma 16.1,

le(z)] < Cllellz inf (g0 — xll2 < CR**||ul,,
XESh

which is the first estimate of the lemma.
Let now k = 1. By differentiation of (16.10) we obtain «/(z) = (Au, G%),
and setting g1 = T'G%|.—z we have similarly to the above

e'(z) = (Ae, Agy) = (Ae, A(g1 — X)), VX € Sh.

Since G%(y) has a simple discontinuity at y = z we have g; € C! and thus
infyes, [lg1 — x|l2 < Ch"~2. This implies (16.9), and completes the proof. O

We are now ready to analyze the error in the semidiscrete parabolic
problem (16.3). We shall then use the elliptic projection Ry : H?> N H} —
Sp corresponding to the method (16.6) for the stationary problem, i.e.,

(A(Rpu — u), Ax) = 0 for x € Sy, for which thus, by Lemma 16.1,
(16.13) |Rpu —uly < Ch*~|ull,, for —(r—4)<q<2<s<r
We begin with the following:

Theorem 16.1 Let up and u be the solutions of (16.3) and (16.1), respec-
tively. Then, if v, = Rpv, we have, fort >0,

W%@_uwugcm@mwm+pénwmwf”)

and

o) = @)l < 0 (o)l + ([ uall-1s)'”). - gorj = 1.2
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Proof. We write u, — u = (u, — Rpu) + (Rpu —u) = 0 + p, and find at once
from (16.13), ‘
le@)ll; < Ch™flu(t)]l,,  for j =0,1,2.

In order to estimate 8, we note that
A(QtaX) + (AG,AX) = _A(ptaX) = _(pthX)a VX € Sh7 t>0.

Setting x = 0, yields
d
A(0y,0:) + %&”A@W = —Alps,0) < Alps, pe) /> A0y, 0,)'2,
whence, since 6(0) = 0,
t t
401 < [ Atprpds < [ lnlias
and thus, by Lemma 16.1,

t 1/2
ool < Cn=2( [y as) "

Similarly, using x = 6, we find

d
and hence
t 1/2 L t 1/2 )
o < e [ Npas)" < onr ([l jas) "L or =0,
0 0
Together these estimates show the theorem. a

In order to indicate how negative norm estimates and superconvergence
results at nodes may be derived, we shall briefly sketch the adaptation of the
methods employed in Chapter 6 to the present context. Let thus Ty, : Ly — Sy,
be the solution operator of the discrete problem (16.6) so that

(16'14) (AThf> AX) = (f’ AX)7 VX € Sh.

With T as above the solution operator of the continuous problem, the esti-
mates of Lemma 16.1 may then be stated as

[Tnf —=Tfllg < Ch* | flls—2, for —(r—4)<g<2<s<r
For f € H} our definition (16.14) may also be written

(ATwf, Ax) = A(f,x), Yx € Sh.
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In particular, (AT, f, AThg) = A(f,Thg) for f,g € H}, from which one easily
shows that the restriction of T}, to H{ is selfadjoint and positive semidefinite
with respect to the inner product A(-,-), and positive definite when further
restricted to S},.

With this notation our parabolic problem (16.3) may be stated as

Thupt +up = Tynf, fort>0, with uh(O) = Vp,

and the machinery developed in Chapters 2, 3 and 6 may be applied. The
equation for the error e = uy — u takes the form

Ther +e=p:= (T, — T)Au = (Ry — I,

and recalling that the basic inner product for the analysis is now A(-,-), we
have by Lemma 2.4 that

t
Jun(6) = w(®ll < Cllon — o+ o (ol + [l ds),
0
and for the homogeneous equation, the technique of Theorem 3.4 shows, now
with vp, = Rpv defined by A(+,-), that
lun () = u(®)[lr < Ch" === o)1

We may also define discrete negative norms and corresponding inner prod-
ucts as in Chapter 6, this time by

[oll—en = (v,0)22,, with (v,w)_on = AT o, w),
and we find easily as in Lemma 5.3, for 0 < s < r — 2,0 € H}, and with
[v]|—s = (T*v,0)"/2,
[vll—s,n < C([[vll—s + h°[lv]l) and [jv]l—s < C([[v]|-s,n + h*[|0]).

For example, we have for s = 0, with v € H{,
[0]13,n = A(Thv,v) = (ATyv,v) < C|[Tpol2 [|v]
< (ClTho = Tollz + [v])) [lv]| < Cllv]*.

In the same way as in the proof of Theorem 5.2 it is possible to use these
discrete negative norms to show the following negative norm estimates for
the parabolic problem.

Theorem 16.2 Let up and u be the solutions of (16.3) and (16.1), and let
0 < s <r—4. Assume that vy, is chosen so that ||vy, — v||—s + h®|lvp, — 0| <
Ch™*#||v]|,.. Then we have

t
Jun(t) = u(®)l—o < (ol + [l ds). fore =0
0

We shall not give the details of the proof.
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Similarly to the situation in Chapter 6 one may also demonstrate esti-
mates of the type

(16.15) D7 (un () — u(®))||—s < C(t,u)h", for —2<s<r—4.

Such estimates are again useful for deriving superconvergent order error es-
timates at the nodes for low order k of continuity of Sj. This time we have:

Theorem 16.3 Let T be one of the points of the partition, and let up and u
be solutions of (16.3) and (16.1). Then if k = 1 or 2 we have for e = up —u,
and anyn > 0,

le(@, 1) < C (W Dy elly + B2 Y [ Dfella + | Df el -2a), 20,
j=0

If k =1 the quantity |%(E,t)| is bounded by the same expression.
x

Proof. We have as in the proof of Lemma 16.2 that e(z,t) = (Ae, Ago).
Setting
L(v,w) = A(vs, w) + (Av, Aw),

we have, as in the proof of Theorem 5.6,

e(z,t) = (Ae, Ago) = Y (~1)L(Dfe, Tj,) + (~=1)" T A(D} e, T"go).

=0
Noting that L(Dle, x) = 0 for x € Sy, we obtain
|L(Die, T go)| = |L(Dje, T g0 — x)| < C( D el + 1"~ Diell2),

where we have used the fact that 77 gy is twice continuously differentiable at
z. Further

|A(D} ™ e, T"go)| = [(T" D}~ "e, Ago)| < C|ID}~"el| —2n,

which completes the proof for e(z,t). The proof for (0/0x)e(z,t) is similar.
O

Combined with the appropriate estimates of the form (16.15) we may
conclude that
le(z,t)] < C(t,u)h® =4 ifk=1or2,

and 9
|8—e(f,t)| < O(tuh® =, ifk=1.
X

For piecewise cubic elements (r = 4) both these estimates are O(h?).
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We shall next turn to the H~! method for (16.1). This method may be
described as a Petrov-Galerkin method, which term is used to indicate that
the trial and test functions are selected from two different spaces. With the
above partition of I, and r and k integers with » > 1 and —1 < k < r — 2,
we shall then use as the trial space

Sp={x€C*(I);xlr, € I,—y, forl<j<M}

(where C~1(I) is interpreted as not requiring any continuity at the nodal
points) and as the test space

Vi = {w € C*2(I);wly, € 41, for 1< j < M; w(0)=w(l)=0}.

Note that no boundary conditions are prescribed for S;, and that the order
of continuity and the degree of the polynomials are two orders higher for V},
than for S,. An interesting choice is k = —1 for which the functions of Sy
may have discontinuities at the nodes of the partition and the functions in
V}, are continuously differentiable.

The semidiscrete method we shall study is then to find wuy, : [0,00) — S},
such that

(16.16) (upt, w) + (up, Aw) = (f,w), Yw € Vi, t >0, up(0) = vp,

where vy, is a given approximation of v in S;, and where, as usual, (-, -) is the
inner product in Ls. As we shall see below, the present method may also be
interpreted as an ordinary Galerkin method, now with respect to an inner
product in the dual space to H{, which is the reason the method is referred
to as the H~! method.

For the purpose stated, we introduce the solution operator T} of the two-
point boundary value problem

—u” =f inl, withu(0)=u(l)=0,

and observe that V;, = TyS;. The operator Ty is positive definite on Lo,
and we may therefore define the inner product (v,w) = (v,Tow) and the
corresponding norm |v| = (v,v)*/2. In fact,

(16.17) [0]* = (v, Tov) = —((Tov)", Tov) = [[(Tov)'|%,
and it follows easily (cf. the discussion following (5.14)) that

T I /
clv] < sup M* sup MSC’M with ¢ > 0,

weH(I) w1 7w€Hé(I) w1

so that | - | is a norm on the dual space to H¢}. Note that |v| < C||v]|. Setting
also
B(v,w) = (v, ATyw) = (v, aw) + (v, Ay Tow),
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where Ajv = —d/v' + bu, we may now write (16.16), with w = Tyx € V},, in
the form of the ordinary Galerkin method

(1618) <uh,ta X> + B(uh,X) = <fa X>a VX S Sha t > 0.
Since in view of (16.17)
(16.19)  [(v, A\Tow)| < Cllo|[ [Towl < Cllv]l [(Tow)'|| < Clloll [wl,

we have
B(u,u) = Hal/QuH2 + (u, A1 Tou) > co||uH2 — f{|u|2.

It is also clear from (16.19) that
(16.20) |B(u, v)| < Cllull{|v]]-

After a transformation of variables & = e~ "'u, the equation (16.18) takes the
form _

<ﬂh,t7X>+BR(ahaX):<faX>a VXGS}H
where By (v, w) = B(v,w)+ k(v, w) is positive definite. We shall assume that
this transformation has been performed from the outset so that we may keep
the equation in the original form (16.18), where now

(16.21) B(u,u) > collul*.

For the analysis we now introduce the elliptic projection Qp : Lo — Sj
defined by

(16.22) B(Qpu—u,x) =0, Vx € Sp;

the existence and uniqueness of Qpu is guaranteed by the positivity of B(,-).
We shall have use for the following lemma, where

(u, @)
|ul —q = sup :
T e llollg

Lemma 16.3 With Qp, : Ly — Sy defined by (16.22) we have
(16.23) 1Qnu —ul|—q < Ch*F9|u|ls, for0<gq, s<r.
Proof. Recall that for the standard Ls-projection P}, onto Sj we have

(16.24) | Pru —ull = inf [lu— x| < Ch?||lulls, for 0 <s <.
XESh

From (16.20), (16.21) and (16.22) we infer

col|Qnu — ul|* < B(Qnu — u, Qpu — u)
= B(Qnu — u, Pyu —u) < C|Qpu — ul| || Pyu — ull,

whence, by (16.24), ||Qru — u|| < C||Pru — u|| < Ch®||ul|s.
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In order to show (16.23) for ¢ > 0, we define for ¢ € Lo the function
1) € Lo as the unique solution of the equation ATy1) = ¢; it may be found
by determining w = Tyt from Aw = ¢ in I, with w(0) = w(1) = 0 and then
setting 1) = —w”. We note that

[llg = 1(To))"llg < CllTotllgr2 < Cliellq-

We have now

‘(Qhu —u, @)' = |(Qhu —u, ATOQZ})| = ‘B(Qhu - uv’l/))‘
= [B(Qnu —u,v = Py)| < Cl|Qnu — ull | — Put]| < Ch™H|Juls[[¢ ],
which completes the proof. O

We shall now begin our error analysis for the parabolic problem and start
by an error estimate for the case of a smooth solution.

Theorem 16.4 Let up, and u be the solutions of (16.16) and (16.1), respec-
twely, with ||v, — v|| < Ch"||v||-. Then for each t > 0 there is a constant
C = Cf such that, fort € [0,1],

o 8) = e < € (ol + o)+ ([ ()2 )'7%).

Proof. We write up, —u = (up, — Qpu) + (Qru — u) = 0 + p, and find at once
by Lemma 16.3, ||p(t)|| < Ch"||u(t)||,. From our definitions we have in the
standard fashion

(16.25) O, x) + B0, x) = —{(pt,x), Vx € Sh, t>0.

We set x = 6; and note that, using (16.19),

d
B(0,6;) = (0,a8;) + (0, A Tob,) = %%nal/?en? + (0, A Tob;)

>

d
33 la'2001% = Clla'/20]| 164

This yields

d
16:1* + %@HGUQHHQ = —(pt,00) — (0, A1To0:) < C(lpe|* + [la'/20]|%) + 164,
or
16.26 4 1729112 < O(|py |2 172912
(16.26) L0l < Ol + la>0]?)

Gronwall’s lemma now shows
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t
la'20()]|* < e“la'/?0(0)|* + C/ U= | py(s)|? ds,
0

or, for ¢t bounded,

t
1/2
oo < (o + ([ 1 ds)%).
Here, using Lemma 16.3,
10(0)[| = [[vn — Qnv]l < CA" ]|,

and |p¢] < Cllpt||-1 < Ch"||ut||r—1, so that

([ )" < on( [ i)

Together these estimates show the theorem. a

For the special case of the homogeneous equation we have the following
result, where in the same way as in Chapter 3, H" = H"(I) denotes the space
defined by the norm

= ., 1/2
[l = lloll e = (D Aj (v, 00)%) 7,
j=1
where {A;}22, and {(;}52, are the eigenvalues and eigenfunctions of A, with

boundary conditions ¢;(0) = ¢,(1) = 0.

Theorem 16.5 Let uj, and u be the solutions of (16.16) and (16.1), respec-
tively. Assume that v € H” and f = 0. We then have, with C = Cf,

[un(t) = u(®)]| < Cllon = vl + Ch"|vl,,  for 0 <t <4t

Proof. This follows at once from Theorem 16.4 upon noting that as in Chap-
ter 3, |Ju(t)|l» < Clu(t)|r < Clvl,, and similarly

t t
AHWWJMSCAWMHMSCM% 0

We shall end this chapter by showing the following nonsmooth data error
estimate.

Theorem 16.6 Let up, and u be the solutions of (16.16) and (16.1), respec-
tively, with vy, = Ppv and f = 0. Then, with C = Cf,

lun(t) — u(®)|| < Ch™t2|v||, for0<t<t
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Proof. We shall show that
un(t) —u(t)|| < Cht=Y2|v||, for0<t <%

The result claimed then follows by an integration argument, exactly as in
Chapter 3.

As in Theorem 16.4 we write the error e = up, — u = 6 4 p, and note first
that by Lemma 16.3 and a standard smoothing estimate,

lo@)Il = 1Qnu(t) — u(®)]l < Chllu(t)ly < Cht~'2|jv]|, for0<t<i.

In order to derive the estimate needed for 8 = up — Qpu, we shall first use
(16.25) to show

1620 RO < O + [ (2l + o) ds).

and then observe that this implies
(16.28) t2)|6(t)|| < Chlv||, for 0 <t <t

thus completing the proof.
To prove (16.27) we first multiply (16.26) by ¢> to obtain

d
5 (@lla'2011%) < CL|puf? + Ctlla26]%,

or, after integration,
t t

(16.29) £2)10(1)[]* < C’/ s%|ps)? ds + C/ s/|0]| ds.
0 0

To estimate the latter integral, we choose x = 6 in (16.25) and multiply by
t, which gives

d
35 (HOP) +1B(0,0) = —t(p1, 0) + 3101 < C|puf* + Cl0)”

and hence, using (16.21),

t t t
(16.30) / s||9||2ds§(]/ 32|pt|2d8+0/ 1012 ds.
0 0 0

For the latter term we now integrate equation (16.25) to get, with R(t) =
Jy 0(s) ds and 3 (t) = €(0) — p(t),

(0(t),x) + B(R,x) = (0(0), x) + (p(0) — p(t), x) = (¥(t), x)-

Choosing x = 6(t) = R:(t) we obtain using (16.19)
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4

0] + 5 lla"*RI? = (,0) — (R, A Tv6) < 310" + C(9[* + [[a'/*R|)?).

Since R(0) = 0, Gronwall’s lemma now shows, for 0 < ¢ <,

t t t
/ 02 ds < c/ |2 ds < Ct|e(0)|2+0/ o2 ds,
0 0 0

Together with (16.29) and (16.30) this shows (16.27).
Now |e(0)| = |vp, — v| < C||Ppv — v||-1, and since Py is selfadjoint,

v, (P, —1
| Pov — v||_1 = sup (@, (B~ 1))

< Chllv],
peH! el

so that |e(0)| < Chljv|. Further, applying Lemma 16.3 once more and also
the stability and smoothing property of the solution operator of (16.1), we
have

lp(s)] + slpe(s)| < Ch([lu(s)]| + sllue(s)]]) < Chlfv].

Hence .
[ los) +1ots)) ds < Crlol
0
so that (16.28) follows from (16.27). The proof is now complete. O

We conclude by remarking that the Lo-norm error estimates of our last
three theorems are different in character from our earlier Ly estimates for the
standard Galerkin method and would correspond to H' estimates for those
methods.

The H! method was first proposed in Thomée and Wahlbin [231] for a
semilinear problem in two and three space dimensions where the fact that the
H?-norm majorizes the maximum-norm was used to show optimal order error
estimates without inverse assumptions, under local regularity assumptions on
the nonlinear forcing term. It was further studied in Douglas, Dupont and
Wheeler [79] and [80], in the latter reference also in several space dimensions.
The method may also be designed to employ approximating subspaces whose
elements do not necessarily satisfy the homogeneous Dirichlet boundary con-
ditions of the continuous problem, which is an advantage when the boundary
is curved. In Bramble and Thomée [38] a somewhat similar fully discrete
method is studied in which the parabolic equation is first discretized in time
by the backward Euler method, after which the resulting elliptic equations
at the time levels are solved in the approximating finite dimensional space
by a least squares method. Again the approximating functions in the spatial
variables are not required to satisfy the homogeneous boundary conditions
exactly. The approach in [38] is developed further in Bramble and Thomée
[39] to include higher order time discretization methods.

The H~! method was introduced for two-point boundary value problems
by Rachford and Wheeler [199], and for corresponding parabolic problems
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by Wheeler [247] and Kendall and Wheeler [138]. The use of approximat-
ing subspaces of discontinuous functions combined with a judicious choice of
discrete initial data, in a manner discussed in Chapter 6 and referred to as
quasi-projections, was shown to lead to superconvergent O(h™*1) error esti-
mates at certain Gaussian points and, after a posteriori local quadratures,
to O(h*") nodal estimates for u and u,. Douglas and Dupont [77] contains
certain generalizations to more than one space dimension. The above presen-
tation is based on Huang and Thomée [126].



17. A Mixed Method

In this chapter we shall consider a finite element method for our model par-
abolic equation which is based on a mixed formulation of the problem. In this
formulation the gradient of the solution is introduced as a separate dependent
variable, the approximation of which is sought in a different finite element
space than the solution itself. One advantage of this procedure is that the
gradient of the solution may be approximated to the same order of accuracy
as the solution itself.

Letting thus {2 be a convex plane domain with smooth boundary, we shall
consider first the stationary problem

(17.1) —Au=f in {2, withu=0 on 0.
Introducing the gradient of u as a new variable this may also be formulated
(17.2) —dive=f inf2, o=Vu in (2, withu=0 on 0f2.

With Ly = La(£2) and H = {w = (w1,ws) € Ly X Ly; divw € La} we note
that the solution (u, o) € Ly x H also solves the variational problem

(divo, @) + (f,¢) =0, Vo€ Ly,

17.3
(173) (o,w) + (u,divw) =0, Ywe H,

where the (-,-) denote the appropriate Lo inner products. Note that the
boundary condition v = 0 is implicitly contained in (17.3); using Green’s
formula in the second equation we have, with n the exterior normal to 0f2,

(o,w) = —(u,divw) = —/ uvw-nds+ (Vu,w), YwéeH,
a0
and hence, formally, 0 = Vu in {2 and u = 0 on 942.

With S;, and H}, finite-dimensional subspaces of Lo and H to be specified
below, we shall consider the following discrete analogue of (17.2) (or (17.3)),
namely to find (up,op) € Sy, X Hy, such that
(17.4) (diven,x) + (f,x) =0, Vx € Sh,

(on,¥) + (up,divey) =0, Vi € Hp.
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We shall now describe our choice of subspaces S, and Hy; they belong to
a family of such pairs introduced by Raviart and Thomas [204].

Let 7; be a quasiuniform triangulation of {2 of the type we have used
repeatedly before, e.g., in Chapter 1, and set, with {2 the polygonal domain
determined by the union of the triangles of 7,

Sk ={x € La; x|+ linear V7 € Ty, x =0 in 2\ 24},

where no continuity is required across inter-element boundaries. In order
to define Hy, let 7 be the standard reference triangle in the &-plane, with
vertices Py = (0,0), P, = (1,0), and P> = (0,1), and let H denote the space
of 1 = (Y1, 15) € IT2 on 7 of the form

V1(8) = ap + a1&y + anlo + az(€] + £1&),
P2(€) = Bo + Bi&1 + Boba + Ba(E1ba + €2),
where «j,3;, 7 = 0,1,2,3, are real numbers, and £ = (£1,&2). For 7 € 7j, let

F; be an affine mapping of 7 onto 7, so that x = F,(§) = B, + b,, where
B, is a 2 x 2 matrix and b, € R?, and set

(17.5)

H(r)={¢y=BpoF/': ¢ € H}.

For a triangle 7 € 7, with two vertices on 92 we define T to be the obvious
extension of 7 to a triangle with one curved edge, and set for convenience
7 = 71 for other triangles 7 in 7;,. We then define

Hy, = {4 = (Y1,42) € H; Y|z € I3, ¥|, € H(t), V1 €T}

This space thus consists of piecewise quadratics on the triangulation 7 which
are of the specific form implied by the definition of H(r), and for boundary
triangles these polynomials are extended to the curved boundary.

Let us note that if ¢ = (¢1,92) and ¢ = (1, P2) are defined on 7 and
7, respectively, and related as in the definition of H(7), so that ¢(F;(§)) =
B, $(€), then their normal components at their corresponding segments of
the boundary are proportional. In fact, if 7 is the normal to a side & of
7, then ¢ -7 = B-lo -n = ¢-n with n = (B-YH)Th. Further, if ¢ is a
vector along ) , then its image along the corresponding side ¢ of 7 is B0, and
(B,9)-n=1%-(BIn)=49-7 =0, so that n is a normal to §.

We see from (17.5) that the dimension of H(7) is 8. As degrees of freedom
for this space we may use the values of ¥ - n at two points on each side of
7 (6 conditions) and in addition the mean-values of ¢y and o over 7 (2
conditions). In the usual way, in order to show that these values determine a
unique element of H (1) it suffices to show uniqueness. For this purpose, we
first note that the normal component of 1 is linear on each side of 7. For, by
the above, it suffices to see that this is the case of the reference triangle, and
there we have
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—o = =B — $1&1, on PoP;
= —agp — a8y, on PP,
%(@1 + 1) = %((0‘0 + Bo + ag + P2 + B3)

+ (a1 +p1 —az — B2+ as — B3)é1), on PiPs.

<5 S

—

In particular, if ¢ - n vanishes at two points on each of the three sides of
7, then the same holds for ¢ - 77 on 7, and we have ap = o = a2 = (1 =
a1 + az = B2 + B3 = 0, so that ¥ reduces to

D1(€) = ar&i(1— & — &), U2(€) = Poba(l — & — &2).

Since £1,& and 1 — & — & are positive in 7 it follows that if the averages of
1[)1 and 1/;2 over 7 vanish, then we also have a; = 33 = 0 and hence 1& =0in
7and ¥ =01in 7.

In order to further elucidate the definition of Hj, we recall that the con-
dition x € H in the definition of Hj requires that divy € Ls, and observe
that this in turn is equivalent to requiring x - n to be continuous across inter-
element boundaries. In fact, if divy € Ly we have

(divx, @) = —(x, Vo), Ve e (£2).

On the other hand, considering two neighboring triangles 7 and 7o with a
common side, and ¢ with its support in the interior of their union, using
Green’s formula on each of the triangles separately yields

(dvxe) = [

(X-n)¢d8+/ (x-n)pds —(x, V),
ot

OTo

which shows that, modulo its sign, x - n is the same on both sides of the
common side of 71 and 7.

In conclusion we may thus state that the values of 1 - n at two points on
each side and the averages over all triangles of the triangulation 7; uniquely
determine an element 1) of Hy,.

Our first goal is now to prove the following error estimates for our mixed
method for the stationary problem.

Theorem 17.1 The discrete problem (17.4) has a unique solution (up, op) €
Sy x Hy. With (u,0) = (u, Vu) the solution of (17.2) we have

lun —ul < CR?lullo  and lon — ol < Ch*llullssr, s = 1,2.

The proof will require some preparation. In our first lemma we construct
an interpolation operator which will be useful in the analysis. Here H' =
H(0).
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Lemma 17.1 There exists a linear operator Qp, : H' x H' — Hj, such that

(17.6) (divQpw, x) = (divw, x), Vx € Sp, we H,
(17.7) [Qnw — w[| < CR*|lw|ls, fors=1,2,
and

(17.8) [@nw| < Cllwlls-

Proof. We define @}, by requiring that, with 07}, denoting the set of sides of
the triangles 7 € 7}, (note that w is defined on 97, when w € H' x H'),

(17.9) /(Qhw —w)-nds= /S(Qhw —w)-nds=0, VYoe€IT,,
5 5

and
(17.10) /(Qhw —w)dr =0, foreach T €T

It follows easily from our above discussion that this defines Qw on each
7 € Ty, and hence by extension on each 7, and that the resulting Q,w belongs
to Hh.

The first property (17.6) follows by Green’s formula applied to each 7:
Since x is linear and Vx constant, conditions (17.9) and (17.10) yield

/div(Qhw—w)de:/B X(Qhw—w)~nds—/Vx~(Qhw—w)dm:O,

and (17.6) follows since x = 0 outside £25,. The second statement (17.7) follows
by the Bramble-Hilbert lemma, since clearly @}, reproduces linear functions
on each 7, and since the appropriate boundedness condition needed is valid
on the reference triangle, namely

lwlizyo#) + wllzy3) < Cllwllaez),  for s =1,2.
The inequality (17.8) follows at once from (17.7). O

In our second lemma we show a stability result which will be needed in
the existence and uniqueness proof below.

Lemma 17.2 There is a constant C' such that if vy, € Sy, and w = (w1,ws) €
L3 satisfy

(17.11) (w, ) + (vp,divey) =0, Vo € Hy,
then

(17.12) [onl < Cllwl|-
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Proof. Let ¢ € Ly and let g be the solution of
(17.13) —Ag=¢ in {2, withg=0 on 0f2.
Then, using (17.6) and (17.11), we have
(17.14) (Un, p) = —(vp,div Vg) = —(vp, divQrVyg) = (w, QrVg),
and hence, by (17.8) and the standard elliptic regularity estimate,
[(vn, @) < lwH@u Vgl < CllwlH[Vglly < Cllwlligllz < Cllwl llell,

which shows (17.12) and thus proves the lemma. O

We note that locally, on each 7 € 73, we have divy € II; for ¢ € Hy,
and thus the restriction of diviy to §2;, agrees there with an element of Sj.
However, since {2 # (2, divey does not in general belong to S, for ¥ € Hy,
but rather to the space

Sp={X€Ls: Xl VreT}.

In the following lemma we shall consider a modification ﬁh of the Lo-
projection Py onto Sj which uses S} as the test space.

Lemma 17.3 Let Py, : Ly — Sy, be defined by
(17.15) (Pyv,X) = (v,X), VX € Sh.

Then B
[Pov — || < CR?|[v]l2, ifv=0 on .

Proof. We first note that (17.15) defines Py uniquely in Sy,. For if v = 0 we
have (Ppv,x) =0 for x € Sy, since P,v =0 1in 2\ (2.
As is well-known (note that P, is locally defined on the triangles of 7p,),

(17.16) 1P — o < CR?[Jo]l2,

and in order to prove the desired result, we shall compare ﬁh with P,. For
this purpose, let for y € S; X denote the associated element in S;, which
agrees with x on (2,. We have by (17.15)

(ﬁhU—PhUaX) = (ﬁhvvk\/)_(thvx) = (U»X_X)

- / 0%z < (0] a2 1Kl ar e
2\

Note that, uniformly in 7 and h, [|X]|L,3\r) < Cl|XlLo(r) for X € Sh, which
shows that ||X||z,2\2,) < ClIXllzo(2) = Cllx|| and hence
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[ Prv = Ppol| < Cllvl[ oo\ )

Since dist(x, 9£2) < Ch? for each point of 2\ £2;, we have, for v vanishing on
012,
[0l Loy < CR2IVUIlLyva,) < CR?|o]l1,

and we thus conclude that for such v,
|Pho — Pyo|| < Ch2[[v];.
Together with (17.16) this completes the proof. |

The following final lemma is the main ingredient in the proof of the error
estimate for uy,.

Lemma 17.4 There is a constant C such that for vy, € Sy and w € H
satisfying

(w, ) + (vp,divey) =0, VYo € Hp,

17.17

(17-17) (divw,x) =0, Vx € Sh,
we have

(17.18) lon]l < C(hllwl + B?||divw]).

Proof. As in the proof of Lemma 17.2; let ¢ € Lo and let g be the solution
of (17.13). Since (17.11) holds we then have (17.14) so that

(Un,p) = (W, @nVyg — Vg) + (w,Vg) = I + L.
Here, by Lemma 17.1 and the elliptic regularity estimate,
|| < |lw| @ Vg — Vgl < Chlw|[ [Vgllr < Chlw]l [l¢l],
and using Green’s formula and the second equation in (17.17),
I = —(divw, g) = (divw, Phg — g),
so that by Lemma 17.3
|Io] < [[divw|| [ Pag — gll < CR?|divel llglls < OB [[dive| [l¢].

Altogether,
|(on, @)] < C(h|lwll + R?||divw)¢ll,

which shows (17.18) and completes the proof. O
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Proof of Theorem 17.1. As usual in a linear finite dimensional problem with
the same number of equations as unknowns, in order to show the existence,
it suffices to prove uniqueness. Thus let f = 0. By setting x = up, ¥ = o3 in
(17.4) we obtain

lonll* = —(up,divey) =0,

so that o, = 0. By Lemma 17.2 we now conclude that up = 0 which shows
the uniqueness.

In the error analysis we shall begin with the estimate for o, — o. In view
of (17.7) it suffices to show

(17.19) llon — ol < |[|Qro — o
For this purpose we note that by (17.6), (17.3) and (17.4) we have

(div (Qno — on), x) = (dive, x) — (divop, x)
=—(f,0+(f,x) =0, for x € Sh.

Thus div (Qro — o) vanishes on {2, and hence, since it is linear in each 7,
also in (2. But, by (17.3) and (17.4),

(17.20) (oh —o,9) + (up, —u,dive)) =0, V¢ € Hp,

so that, in particular, with ¢ = o, — Qp0, we have (o, — 0,0, — Qpo) = 0.
Hence
lon —ol* = (on — 0, Qno — a) < |lon — o [|Qno — o],

which proves (17.19).
For the estimate for u;, — u we note that since divy € Sy, for ¢ € Hj,, we
have, by our definition (17.15),

(u,divey) = (Pyu,divep), Ve € Hy,
and hence, by (17.20),
(oh — 0, 0) + (up — Pyu,divep) =0, Vip € Hy,.
Since further, by (17.3) and (17.4)
(17.21) (div(op —0),x) =0, Vx €Sy,
we conclude from Lemma 17.4 that
(17.22) llun — Poul| < C(hllon — ol + h?||div (o4 — o) ).

Here, by above,
llon — ol < Chljullz.

We note now by considering each boundary triangle separately that
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[dives| < Clldivon| L, (e,)-
Hence choosing x = divoy|q, € S, in (17.21) we have
[divos| < Clldivell < Cllulls,
so that altogether (17.22) yields
lun — Prull < CH?|lul2.
In view of Lemma 17.3 this completes the proof. g

By a refinement of the above arguments it is also possible to show an
almost optimal order maximum-norm error estimate for the first component
of the solution, namely

lup — ul|L. < Ch%0|lulls, where £, = max(1,log(1/h)).

We shall not give the details here.

We may think of the solution (up,or) € Sp x Hy, of (17.4) with f € Lo
as the result of a pair of operators (Tj, My) : Ly — Sy x Hy, defined by
Thf = un, Mpf = op. With T : Ly — H?N H& the solution operator of the
continuous problem (17.1) we may now state that the conditions (4) and (i)
of Chapter 2 are satisfied with r = 2:

Lemma 17.5 Let uy, be the first component of the solution of (17.4). Then
the operator Ty, : Lo — Sy, defined by Thf = up, is selfadjoint, positive
semidefinite on Lo and positive definite on Sy,. Further,

ITnf =TIl < CR?|If]-
Proof. The discrete problem (17.4) may be written

(le th7 X) + (f7 X) = 03 VX € Sha
(Mpf,h) + (Thf,divep) =0, Vi € Hp,.

By these relations we have

(f, Thg) = —(div My f, Trhg) = (Mpf, Mrg), VYf,g€ La,

(17.23)

which shows that T}, is selfadjoint and positive semidefinite on Lo. Let now
fn € Sk be such that Ty fr, = 0. Then M, f, = 0 by (17.23) and hence
I frll? = —(fn,div My fr) = 0, so that fj, = 0, which shows that T}, is positive
definite on S;,. The error estimate follows at once by Theorem 17.1. g

We now turn to the parabolic problem

up — Au=f in 2, for t > 0,
u=0 ondf2, fort>0, withu(-,0)=v in 2.
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Introducing again o = Vu, the pair (u,0) € Ly x H satisfies

(17.24) (ug, ) = (divo, @) = (f,0), Vo € Ly, t >0,
(o,w) + (u,divw) =0, YweH, t>0, u(0)=nuv,

and we are led to consider the semidiscrete problem to find (uy,, o) € Spx Hy,
such that

(Uh,t7X) - (diVO’h,X) = (f7 X)’ VX S Sha t > 07

(17.25) (oh,) + (up,dive) =0, Vip € Hp,, >0,  up(0) = vp,

where vy, is some approximation of v in Sj. Note that up,(0) determines o, (0)
by the second equation in (17.25).

Introducing bases in Sj, and Hj, this problem may be written in matrix
form as

BU, —-KX=F, K'U+LX=0, fort>0, withU(0) given,

where U and X are the vectors corresponding to u, and oy, respectively, and
where A and D are positive definite. After elimination of X' we get the linear
system of ordinary differential equations

BU, + AU = F, with A=KL7'K", fort >0, with U(0) given,

which clearly has a unique solution.
Recalling the definition of the operator T} above, our problem may also
be written

(17.26) Thupt +up =Ty f, fort >0, withup(0)=vp,

and since T}, is positive definite on Sy, this again shows that (17.25) has a
unique solution wy, : [0,00) — S. Once uy, has been determined, o), may be
found from the second equation of (17.25).

The representation (17.26) of the semidiscrete problem together with
Lemma 17.5 puts the present problem into the framework introduced in
Chapter 2, and the appropriate error estimates of Chapters 2, 3 and 6 may
therefore apply. It may also be used to formulate fully discrete schemes and
show error estimates corresponding to those in Chapters 7, 8 and 10.

In our first result below we shall derive error estimates for the inhomo-
geneous equation by means of the energy method. This has the advantage
that we analyze simultaneously the errors in u;, and o,. In doing so we shall
use an analogue in the present context of the elliptic projection of the exact
solution which we define here to be the pair

(1727) (ﬂh,&h) = (—ThAu, 7MhAU) € Sy x Hy,

that is, the solution of the discrete elliptic problem with exact solution
(u, Vu). We shall use for our discrete initial data @y (0), which we may think
of as the ordinary elliptic projection Ryv = —Tj, Av onto Sy,.
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Theorem 17.2 Let (up,o0p) and (u,0) = (u, Vu) the solutions of (17.25)
and (17.24), with vy, = Rpv = —=TpAv. Then, fort > 0,

(17.28) Jun(®) = w(®)] < €2 ()2 + / Jeullz ds)
and
(129) a0l < On (a0l + ([ uilBas)”).

Proof. With (uy,o0y) defined by (17.27), we set 6 = uy, — up, p = Up — u, and
e = op, — o0p,. Recall from Theorem 17.1 that

@)l = l[an(t) = u@®)l| < Ch?u(t)|2,
(17.30)
154 (t) = o)l < Ch?u(t)|s,

so that it remains to estimate # and e.
Using the variational formulation we have
(9t7X> - (diVEaX) = _(pt7X)a VX € Sha t> 07

(17.31) _
(g,9) + (0,divep) =0, Vi € Hp, t > 0.

Setting x = 0,1 = € and adding we obtain

1 d

5@”9”2 + lell® = —(p1,6), fort >0,

and hence, since 6(0) = 0, in the standard fashion,

t t
16(0)]| < / ol ds < CR2 / el ds,

which completes the proof of (17.28).
In order to show (17.29) we first differentiate the second equation in
(17.31) with respect to t, then set x = 20,1 = 2¢, and add to obtain

d
(17.32) el + 210:1% = =2(p1, 6:) < llpe* + [16:]]*.

We now note that since #(0) = 0 we have £(0) = 0. Integration of (17.32)
together with the standard estimate for p; therefore shows that

t t
le(t)]? < / o] ds < Ch? / e 13 ds,

which completes the proof of (17.29) and hence of the theorem. O
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We shall now discuss some error estimates for the homogeneous equation
and begin with a smooth data estimate. We shall use the spaces H® = H*({2)
as in Chapter 3.

Theorem 17.3 Let (up,0r) and (u,o0) be the solutions of the homogeneous
cases (f = 0) of (17.25) and (17.24), with vy, = Rpv. Then we have, for
t>0, .

lun(t) = w(@®)]| < Ch|ol2, if v e H?
and

lon(t) — ()| < Ch*vls, ifve H>.

Proof. In view of Lemma 17.5 and the representation (17.26), the first esti-
mate follows at once from Theorem 3.1 and the second from Theorem 17.2
upon noticing that ||u(t)||s < C|[v||3, and, with the notation of Chapter 3,

t ¢ t oo
/ l|lue||3 ds < C’/ l|lul|? ds < C/ Z)\;@e*ZAjS(u%f ds
0 0 0%

j=1

<CY N (v,9;)? < Clof3 O
j=1

We shall end by showing a nonsmooth data estimate for the homogeneous
equations.

Theorem 17.4 Lt (up,o0p) and (u,0) be the solutions of the homogeneous
cases (f = 0) of equations (17.25) and (17.24), now with vy, = Ppv. Then we
have, fort >0,

(17.33) [un(t) — u(t)|| < CR*t o
and
(17.34) llor(t) — a(®)] < Cth_3/2Hv||.

Proof. Tt follows from Theorems 3.3 and 3.4 that for j > 0,
1D} (un(t) — u(t))|| < CR*t~ ], for t >0,

which includes (17.33) as the special case j = 0. For the purpose of showing
(17.34) we use again the elliptic projection (uy,oy) defined by (17.27) and
find, as in the proof of Theorem 17.2,

(97570) + HZ':HQ = _(ptve)v
so that

(17.35) lell® < Cloell + 16:D1II-
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Here
10 < llun(t) = u@®)]| + [lp@®)|| < Ch?*EH|v]],
ot ()] < Ch?lue(t)[|l2 < CR*t |||

and
10:(E) | < Mun.e(t) = ue (@O + o) < CR*2|0],

so that (17.35) shows
le(@)Il < Ch*¢=22|Ju].

Since by (17.30),
154 () — o (Ol < CR2Ju(t)lls < CR* > |0]),
this competes the proof of (17.34) and thus of the theorem. O

As was the case for the stationary problem, our above error analysis may
be refined to yield almost optimal order maximum-norm error estimates for
up (t). These error bounds for the error in the uniform norm corresponding to
Theorems 17.2, 17.3 and 17.4 are all obtained by multiplication of the error
bound given for o, (t) by ¢, as for instance in the case of Theorem 17.4,

un(t) = u(t)l|z. < Ch2et=>2||v].
We shall not carry out the details.

The mixed method discussed above is a special case of a family of such
methods introduced for the stationary problem in polygonal domains by
Raviart and Thomas in [204] and further studied in, e.g., Falk and Osborn
[97]. The present analysis, with the application to the parabolic problem, is
from Johnson and Thomée [132], where the method was also adapted to the
stationary and evolutionary Stokes equations.

For some more recent work on mixed methods for parabolic equations, see
Scholz [211], where optimal order maximum-norm error estimates are shown,
and Squeff [218] where asymptotic expansions are used to derive supercon-
vergence results.
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In this chapter we shall study the numerical solution of a singular parabolic
equation in one space dimension which arises after reduction by polar coordi-
nates of a radially symmetric parabolic equation in three space dimensions.
We shall analyze and compare finite element discretizations based on two
different variational formulations.

We consider thus the initial-boundary value problem

(18.1)  uf — Upy — 20 uy + q(z)u = f(x) forz €I =(0,1), t >0,
ug(0,¢) =u(l,t) =0, fort >0, withu(z,0)=uv(z)forzel,
and, as a preparation, also its stationary analogue
(18.2) —u =227 4 qu=f inl, u'(0)=u(l)=0,
where ¢ is a smooth bounded nonnegative function on I. If u is a solution of
u — Au+qu=f in B, for t > 0,
u=0 ondB, fort>0, withu(,0)=v in B,

where B is the unit ball B = B;(0) C R3, and where ¢, f and v depend
only on |z|, then transformation by polar coordinates brings it into the form
(18.1), with x denoting the radial coordinate. Note that if u € C?(I) and u
satisfies the differential equation in (18.2), and if f is bounded at « = 0, then
the boundary condition at x = 0 is automatically satisfied. In fact, it is easy
to see that this conclusion holds if u € C2(I) and u and f are bounded near
zero. Similar statements hold for (18.1).

We shall discuss finite element methods for solving these problems, using
approximating functions of x from the space S, of continuous functions on
I, which vanish at z = 1 and reduce to polynomials of degree at most r — 1
on each interval I; = (zj_1,2;), j =1,..., M, with z; = jh,h = 1/M, and
where r > 2.

We begin with the stationary problem (18.2). A natural variational for-
mulation of this problem arises from noting that the equation may be written

— (2 + 22q(x)u = 22 f, forxz €1,
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and thus a solution of (18.2) also solves

1
Alu, @) r=/ (2@ + 2Pqu)de = (2 f, ), Vo€ H',
0

where H' now denotes the functions in H'(I) which vanish at z = 1, and
(+,-) the inner product in Ly = Lo(I). We may therefore pose the discrete
stationary problem to find u; € Sj, such that

(18.3) A(un, x) = (2*f,X), VX € Sh.

We note at once that A(-,-) is a positive definite symmetric bilinear form on
H', and that S, ¢ H'. In particular, our discrete problem (18.3) admits a
unique solution in Sy, for f given.

Before we proceed, we shall establish a simple Poincaré type inequality.

Lemma 18.1 If a« > 0 and d > 0 we have
2% Ly (0,0 < A2V | Ly0,0)s i v(d) = 0.

Proof. For x € [0,d] we have
d
|[z%0(z)| = \ma/ s~/ (s) ds| < [l2°V ||, 0,00 < A2 [0V | L0,
X

from which the result at once follows by integration. O

Using the special case @ = d = 1, our lemma implies, in particular, that
our bilinear form A(-,-) is continuous with respect to the norm ||zu’|| on H?,
where || - || = - ||, For

[A(u, 0)] < [lze|| eo'[| + llgll oo lzull llzoll < (1+ [lgl o) lze|| 20"
We may now show the following error estimate for (18.3).

Theorem 18.1 Under the above assumptions we have for the solutions up
and u of (18.3) and (18.2), respectively, that

lz(un —w)|| < ChT[|lzu™].

Proof. Setting e = uj, — u we shall first prove directly from the variational
formulation that

(18.4) |ze'|| < Ch™ Y |zu™],
and then, by a duality argument, that
(18.5) |lze|| < Chlxze'||.

Together these inequalities prove the theorem.
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In order to show (18.4) we note that by our definitions
Alun, x) = (@ f,x) = A(u, x), VX € Sh,
so that
(18.6) Ale,x) =0, Vxe€ Sh.
Since ¢ is nonnegative, we hence have
lwe/||? < Ale,e) = Ale,x — u) < Cllae!|| [2(x — u'|

so that
[ze'|| < C inf [lz(x —u)'|.
XESh

We now choose for x the interpolant w, of u in Sy, defined locally on each
interval I;,j =2,...,M, by

up(xj +kh/(r —1)) = u(z; + kh/(r — 1)),
fork=0,....,r—2, 5=1,....,.M — 1,
up(1) = u(1) =0,

and such that, for the first interval I, ﬂgbk)(xl —0) = uM(2y) for k =
0,...,7 — 1. These conditions clearly determine u; uniquely and

||y, — u)’||L2(1j) < C'hr_1||u(’")||L2(Ij)7 forj=1,..., M.
Hence, excepting the first interval,
(@ =)l Loery) < 250l (@n = u) | o) < Ch" g [0 Ly
< C’hrflszj__llchu(T)HLz([j) < Ch’“*1||xu(r)HL2(1j), forj=2,...,M.
For the first interval we have, by repeated use of Lemma 18.1,
le(iin — ) llaqry) < hllzin — 0)" sy < - < B lzu® |0y,
and we conclude

inf [lz(x —w)|| < [|«(@ — )| < Ch" " lzu|,
XESh

which completes the proof of (18.4).
We now turn to the proof of (18.5), and let 1 denote the solution of

(18.7) —" =207 dqp = inI, with'(0)=1(1) =0,

where ¢ is a given smooth function vanishing in a neighborhood of 0, say.
Since (18.7) can be interpreted as a three-dimensional spherically symmetric
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elliptic problem, we may assume that ¢ is smooth on I. We have then, using
the orthogonality relation (18.6),

(2%, )] = [Ale, )| = |Ale, v = x)| < Cllze’| (¥ = x)'ll,  Vx € Sh.
With @Zh a piecewise linear interpolant of 1 we have, as above,
(b — )|l < Chllay”|).
We shall show presently that
(18.8) lz¢"|| < Cllze].

Assuming this for a moment, we conclude (z%e,¢)| < Chlze|| ||x¢], from
which (18.5) follows at once.
It remains only to show (18.8). By (18.7),

eyl < CUW I + llzll + [lzel))-
We have, by Lemma 18.1 and (18.7),

lzy ] < AW, ) = (2%, 9) < [zl [l
so that ||zy|| < ||ze||. The proof is thus complete if we show
(18.9) 1] < Cllze]-
But multiplying (18.7) by —2¢’ and integrating we have
(2", 9") +210'|1* = —(a(e — q¥), %)
< (el + llallzo Nz D19l < Cllase] 9]

Here -

(@¢", ") = [3av" ], — 310/l = =3¢/,
so that altogether 2||¢||2 < C||lz¢|| [|¢'[|. This completes the proof of (18.9)
and thus of our theorem. O

We now address the time dependent problem (18.1) and define a spatially
semidiscrete analogue by

(18.10) (z2upi, x) + A(un, x) = (22 f,x), Vx € Sp, fort >0,
with wup(0) = vp,. This problem clearly admits a unique solution and we have:

Theorem 18.2 Let u be the solution of (18.1) and uy, that of (18.10). Then,
with vy, = up(0) appropriately chosen, we have

Jo(un(t) = u(e)]] < 1 (Jlao] + / lsui” (s)]| ds), fort > 0.
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Proof. The proof will proceed along well established lines. We define an el-
liptic projection R,’? onto Sy, by

A(RMu—u,x) =0, Vx € Sh,
and write u, —u = (up, — Ri'u) + (Rf'u — u) = 6 + p. From Theorem 18.1 we
conclude at once that

i
ool < O au )] < O (Jao® | + [l )

and it remains to bound 6. We have
(%0, x) + A(0,x) = —(2%p1, X), VX € Sn, t >0,

and hence, setting x = 20, using the positivity of A(6,6), and integration, we
have, with u,(0) = Ri'v,

t t
00 < 16O)] + [ gl ds < Ch (ol + [ uf? ).

Together our estimates complete the proof. a

Numerical experiments show that the above methods for solving our sin-
gular problems produce approximate solutions for which the error is relatively
large near x = 0. This is not surprising since our variational formulation con-
tains the weight factor 22 and thus the values of our functions have less
influence when x is smaller. In order to modify the method so as to get a
more even distribution of the error, we shall now consider an alternative weak
formulation of our problem which gives more weight to these function values.

We begin with the stationary problem which we first write as

—zu” —2u' + zq(z)u = zf(x) forx € I, with u'(0) =u(1)=0.

Multiplication by ¢, integration over I, and integration by parts in the first
term shows that the solution of (18.1) satisfies

(18.11) B(u,¢) = (au',¢") — (', ) + (xqu, ) = (xf,), Ve H"

This variational formulation thus uses a bilinear form B(-,-) which is non-
symmetric, but it is still positive, as

B(v,v) = [[&2'||* + §0(0)* + [|(wq)?0]*, if v(1) = 0.
We may now pose the discrete problem to find uy, € Sy such that
(18.12) B(un,x) = (xf,x), Yx € Sh.

By the positivity of B(-,-) this problem admits a unique solution u; and
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(18.13) B(up —u,x) =0, VYx€S).

The most natural norm for the analysis appears now to be ||z'/2v| =

(xv,v)'/2, and we should then expect a less marked increase of the error near
the origin. Instead of pursuing the error analysis in this weighted norm, we
shall directly derive a uniform error bound. For simplicity of presentation, we
shall restrict our considerations to the case r = 2, that is, we shall consider
piecewise linear approximations only. We set || - ||z, = || - |z (1)-

Theorem 18.3 Let r = 2 and let up, and u be the solutions of (18.12) and
(18.2), respectively. Then we have

lun = ullr.. < CR*[lu"| L.,
Proof. Setting again e = uy — u we shall first show that
(18.14) lellz.. < Chlle|L..,
and then that
(18.15) e’z < Chllu"| L.

Together these estimates prove the desired result.
We begin by showing (18.14). For ¢ given, let ¢ be the solution of

(18.16) —" +qp=¢ inlI, with(0)=1(1)=0.
We then have, for any y € Sp,

(ze, ) = (we, =" + qp) = ((ze)', ¥') + (zqe, ¥) = Ble,y)) = Ble, 9 — ),
where in the last step we have used (18.13), and hence

|(ze, )| < Clle' |z (2 = x) NIy + 1 = Xz, )-

We next show

(18.17) Jof (Je(¥ =)' llzy + ¥ = xllz,) < Chllay”|L,
and
(18.18) ||z, < CllzgllL, -

Together, (18.17) and (18.18) yield |(e, zp)| < Chll€'||r l|z¥l L, , and hence
(18.14).

For (18.17) we note that the piecewise linear interpolant i/}vh of 1 satisfies

hH(’l’/;h - 77Z)),||L1(Ii) + ||1Zh - ’l/)”l:q(]i) < Ch2||1z/}”HL1(Ii)’ for i = 17 o '7M'
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It follows easily for all intervals I; except the first, that
(18.19) (¥ — ) Ly () + 190 — ¥llpyr) < Chllzy” |l Ly )-

Defining 5, on I; by 1;}(?(1:1 —0) = (zy), for I =0, 1, we have
_ h
@n =)@ =| [ 50"(5)ds] < e lnsry, for €
and hence, after integration, ||7Zh — Yz ) < PllzY"| L, (1,)- Similarly
e L e T R DL Y B P
x

and hence ||z (1, — )Ny )y < hllz”| L, (1,)- This shows (18.19) for i = 1
and thus completes the proof of (18.17).
Turning to (18.18), we note that with G* the Green’s function for (18.16),

we may write ¢ (z) = fol G*(y)e(y) dy. It is easily seen that |G*(y)| < C(q)y,
for 0 <y < 1, and hence |||, < C||z¢| L,, whence, using also the differ-
ential equation,

2y, < llzelle, + Cllalle, < CllaglL, -

This proves (18.18) and thus completes the proof of (18.14).
In order to demonstrate (18.15), we introduce this time the elliptic pro-
jection RP onto S, defined by

(18.20) B(RPv—v,x) =0, Vxe€S,

so that uy; = Rfu. We shall show

(18.21) I(RE) 1. < Cll/|Ip...

With this already proved we have with u;, a suitable interpolant of wu,

e/l = I(RFw = w) o = I(RF = I)(u—tn)) ||z,
< COll(@n = u)'llz.. < Chllu”||z..,

which is (18.15).
To prove (18.21), we set v, = RPv and write (18.20) in the form

(18'22) B()(Uth) = BO(’U7X) - ($Q(Uh - ’U)’ X)> VX € Sh;

where By(v,w) = (v/, 2w’ — w). We now introduce a basis {¢;}M; for the
trial functions by
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—h, for x < x;_1,
pilx) = x—a;, formzi_1 <x<uy,
0, for x > x;,

and set vy, = Ef‘il w; ;. We have at once
(18.23) VAl = maxfwl,

and by (18.22) the w; are determined by

M
(18.24) > wiBo(pisx) = Bo(v, x) = (zq(vn = v),X); VX € S
=1

To bound them we shall choose for the x the elements of the basis {1;}}L,
for the test functions defined by

oy e, for x > x;_4,
i) = { —hx/z;_1, for0<ax<ax;_q.

As a simple calculation shows, these functions are such that By(p;,¢;) =
dijha;. Thus, setting x = ¢; in (18.24) we have, for j =1,..., M,

|wihx;| = [Bo(v, ;) — (xq(vn — v),v;)]
<N oo 29 = 9jll, + Cllon —vllL 19z,
= [|v'|| L by + Cllon — vl L haj/2,

and hence |w;| < ||v'||z.. + C|lvp — v||z... By (18.23) and (18.14) this yields
[oplle < M1V llzo + Chllvh, =Vl < CllV'l|Lo + Chllvh Lo,

which implies (18.21) for h small. The proof of (18.15) and thus of Theorem
18.3 is now complete. a

We finally consider the time-dependent analogue of the nonsymmetric
method (18.12), i.e.,

(1825) (‘Tuh,ta X) + B(uh7X) = (xfa X)a vX € Sha t>0,

with u(0) = v, and B(:,-) defined in (18.11). Recall that R is defined by
(18.20), and that ¢, = max(1,log(1/h)). We show the following.

Theorem 18.4 Assume r = 2, and let u be the solution of (18.1) and up
that of (18.25), with vy, = RPv. Then, fort >0,

t
o) = w0 < ORI 0+ 1 O + [ ).
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Proof. We write up, —u = (u, — RPu) + (RPu — u) = 0 + p, and recall from
Theorem 18.3 that ||p(t)|lL. < Ch?||u”(t)||L.., so that it only remains to
estimate 6(t). Since 6 € S}, we have

(18.26) 16]l2.. < 16|, < CO/?[H20).

In fact, using the finite dimensionality of Sj on Iy, we have ||, 0,n) <
Cll0'l| . (h/2,k)» and hence

ds

EY P a2 < citl?a o).
2 S

1
10" 2, 0,) < CNO MLy (hy2,1) < C’(/
h/

In view of (18.26) it remains to show

(13.21) 2001 < o0 (W Ol + [ s 05

By (18.25), its analogue for the solution of (18.1), and (18.20), we have
(18.28) (x0:,x) + B(0,x) = —(xpt,x), Vx € Sh, t >0,
and setting x = 6 we find
l1/20'|12 < B(6,0) < (Il2/204]] + ll2"/2pu ) 12/20),
and hence, after application of Lemma 18.1 to the last factor,
(18.29) 120" < [122/26,] + /2]
Here, using Theorem 18.3 once more,

520l < @z < ORI Oz
<Ch2 ||u HL +/ ||u HL dS

In order to estimate the term in 6; in (18.29), we differentiate (18.28) and
set x = 0; to obtain
(a:Qtt, Qt) + B(Gt,Ht) = —(Z‘ptt, 0,5), for t > 0,

whence in the standard way
t
l2'/20:(1)]] < [|2/26:(0)| +/ 12"/2 pes|| ds.
0

Since 0(0) = 0 we obtain from (18.28), with ¢ = 0, x = 6.(¢),
l2/26: (0)1 = — (21 (0), 6:(0)) < ||/ o (0)]] [l=*/26: (0},

so that
226, (0)]| < [lpr(0)]| £y < CR*[[uf (0)] £ -

Finally, by Theorem 18.3, ||z'/2py|| < ||peell .. < Ch?||uf;||L.. . Together our
estimates show (18.27), and thus complete the proof of Theorem 18.4. O
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In the above result the initial data v;, were chosen as the elliptic projection
of v. We shall now show that any optimal order initial approximation will
produce a discrete solution which is essentially optimal order in the uniform
norm for ¢ positive. In fact, with u; the solution of Theorem 18.4 and up
that of (18.25) with vy, arbitrary, this statement follows from the appropriate
estimate for 7 = uy — uy,. Since 7 is in S}, and satisfies

(18.30) (xne, x) + B(n,x) =0, Vx € Sh, t >0, n(0) =vy — v,
an estimate of the desired type is a consequence of the following:
Lemma 18.2 Let n € S}, be a solution of (18.30). Then
In(®)]|r. < CE20 )12 20|, fort > 0.

Proof. Using the analogue of (18.26), this result follows from

/20 ()] < Ot~ V26/2 2 *n(0)]. - for ¢ > 0,
which we now prove. By (18.30) we have

l='20'|[* < B(n,n) = —(zme,m) < lla*/ne] |l=*/2n].

To bound the last factor we use (18.30) to obtain, in the obvious way,

t
(18.31) 12220 ()| + 2/0 B(n,n) ds = [[«/*n(0)|]>.

The proof will be completed by showing [|21/2n,(t)|| < Ct=4y|z/?n(0)].
But from (18.30) we find

(18.32) %(ﬁnxl/%tnz) + 262 B(ny,me) = 2t[|=/2ne||>.
To bound the right hand side in (18.32), we first note that for x,( € Sy

1B(x, O = (ax,¢") = (X', Q) + (wa x, O] < ClB(x, ) /*B(. )2,
which follows by observing that, by (18.26),

05Ol < X Mz €l < Clalla X | [l /3¢ -
Therefore, from (18.30),
2|2/ 2ne||* = ~2¢B(n,m:) < 2°B(e,me) + C B(n,m),

so that, by integration of (18.32) and using (18.31),

t
Pl < C6 [ By ds < OBl (o)
0

This shows the desired estimate for ||z/2n]. O
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The weighted norm estimate of Theorem 18.1 is from Schreiber and Eisen-
stat [212]. A maximum-norm estimate for the same problem may be found in
Jespersen [129]. For the rest of the analysis, see Eriksson and Thomée [94],
where the results are given in greater generality than here.






19. Problems in Polygonal Domains

In earlier parts of this book we have generally assumed the spatial domain
{2 to have a smooth boundary 92, which has made it possible to guarantee
that the solution of the initial-boundary value problem is sufficiently regular
for the purpose at hand, provided the data of the problem are sufficiently
smooth and satisfy certain compatibility conditions at ¢ = 0. In this chapter
we shall consider the case when {2 is a plane polygonal domain. In this case
singularities will in general appear in the solution even for smooth compatible
data, and this will affect the convergence properties of the approximating
finite element solution. We shall analyze in some detail the case of piecewise
linear finite elements. In this case, no special difficulties arise when {2 is
convex, but when (2 is nonconvex the singularities will normally reduce the
rate of convergence both for elliptic and for parabolic problems.

We shall consider the model initial-boundary value problem for the heat
equation,

(19.1) u—Au=f in 2, fort>0,
u=0 ondf2, fort>0, withu(,0)=v in 2,

where 2 C R? is a polygonal domain.
We begin by studying the corresponding stationary elliptic problem

(19.2) —Au=f in {2, withu=0 on 9f2.

It is known that when {2 is convex and f € Lo, then the solution u belongs
to H? N H} and

(19.3) [ullz < ClIfIl = C[|Aul]

However, higher order regularity estimates do not hold, and, as we shall see,
the situation is more complicated for {2 nonconvex. Regularity results for the
solution of (19.2) will therefore be important for our discussion below. We
refer to the standard references Grisvard [110], [111] for more details than
given here.

Since we are going to be concerned with solutions of low regularity we
will also consider weaker variational solutions u € Hg satisfying

(19.4) (Vu, Vo) = (f,¢), Vo€ Hy,
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where the linear functional f belongs to H=' = H~1(2) = (H}(2))*. It is
well-known that this problem has a unique solution, and that

lull g = IIVull < 1 fll-2 = [[f 1z

For v € H} we may think of (19.4) as defining f € H~!, and then the
operator A : H} — H~!is defined by Au = —f.

We denote by S} the piecewise linear finite element spaces used in Chap-
ter 1, and consider the discrete problem to find uy, € S), such that

(195) (V’LLh, VX) = (f7 X)7 for X S Sh7

which, as earlier, has a unique solution for f € L.
We begin by considering the case when (2 is convex. In the same way as in
Theorem 1.1 we may use the regularity estimate (19.3) to show the following,.

Theorem 19.1 Let up and u be the solutions of (19.5) and (19.4), respec-
tively. Then

llup —ul| < Ch%|ulla  and ||[Vuyn — Vu| < Chljuls.

In view of the regularity estimate (19.3), the norms on the right hand
sides are finite for f € Lo.

Our first goal is now to show that these second order error estimates carry
over to the semidiscrete parabolic problem, to find uy(t) € Sy, for t > 0 such
that

(19.6) (unt, x) + (Vun, Vx) = (f,x), for x € Sy, t>0,
up(0) = vy = v.

We begin by noting that the error bound of Theorem 1.2 remains valid
in the case of a convex polygonal domain.

Theorem 19.2 Let up, and u be the solutions of (19.6), with vy, = Rpv and
(19.1), respectively. Then we have

t
Jun(t) = w(®)) < R (Jol+ [ uldr), fort=0.
0

In order to see that this indeed constitutes an O(h?) error bound for the
semidiscrete solution, we need to know that under the appropriate smooth-
ness and compatibility assumptions on data the expression within parentheses
on the right hand side is finite. For this we note that, as a result of the elliptic
regularity inequality (19.3), the case m = 1 of the parabolic regularity result
(1.20) holds, not only for a domain with smooth boundary, but also for a
convex polygonal domain, so that, in particular,

t T
1) [ wlgar < cr(lol+ [ (AE+IRI2ar). fore<T.
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This estimate requires, however, also the compatibility conditions v =g =0
on 02, where we use the notation

(19.8) g =u(0) = f(0) + Aw.

Using the Cauchy-Schwarz inequality in time, (19.7) yields a bound for

fot |lutll2 d7 in terms of data. As we shall see below in Lemma 19.1, the reg-
ularity assumptions on data needed for this may be somewhat reduced.

Proof of Theorem 19.2. Using the Ritz projection Ry, : Hi — Sy, defined as
usual by (1.22), we split the error u, — u in the standard way

(19.9) up —u = (up — Rpu) + (Rpu —u) =6+ p.

In the same way as in the proof of Theorem 1.2 we have

t
(1910) (0] < CHu(®)ls < (Il + [ sl ar), ¢=0.
0

To bound 6, we recall from (1.27) that
(19.11) (0, x) + (VO,VX) = —(pt,X), Vx € Sh.

and choosing x = 6 and, using the fact that #(0) = 0, together with Theorem
19.1,

t t
(19.12) 10(t)] g/ pell dr < c;ﬁ/ l[uellodr, for t > 0.
0 0

Thus together with (19.10) this shows the result stated. O

Also the error estimate for the gradient of the solution of the semidiscrete
problem of Theorem 1.2 and its proof carry over to convex polygonal domains,
and again the regularity inequality (19.7) shows that this yields an O(h) error
bound, under the appropriate assumptions on data:

Theorem 19.3 Under the assumptions of Theorem 19.2 we have

IVun(t) = Vu(@)| < Ch(Jlell2 + fu(®) 2 + ( / el ds)' "), fort=o.

In order to discuss regularity results here and below, particularly for non-
convex domains, we shall need to use function spaces with a fractional number
of derivatives. We therefore now briefly review some facts about such spaces,
without proofs. For more details, we refer to the references at the end of this
chapter.

For {2 with a piecewise smooth boundary let H™ = H™({2) with norm
Il - |l denote the standard Sobolev spaces of integer order m > 0. For s =
m+ o, with 0 < 0 < 1, we then define H* = H*({2) by the norm



320 19. Problems in Polygonal Domains

: D*u(x) - Dou(y)? N1/
s — dr d .
fulle = (i, + 32 [ PO e ay)

la|=m

The space H® may thought of as an intermediate space between H™ and
H™%! in the sense of interpolation of Banach spaces, as follows.

For two Banach spaces By and By with By C By, the associated K-
functional is defined by

K (t,u) = K(Bo, Bust,u) = inf (Ju—vls, +tv]s,)-

We may then define the intermediate space B = [By, Bi]s g for 0 <o <1, 1 <
q < 00, as the set of u € By for which the norm defined by

(/ oK (¢, ) dt)l/q, if1<q< oo,
lulliBo,811,. = 0
sup,sot 7K (¢, u), if ¢ = oo,
is finite. Obviously By C B = [Bo, Bils,q C Bo.
With this notation one may show that the space H® introduced above
may also be defined as H* = [H™, H™ "], 5, with 0 = s — m.

We shall also have reason to use fractional order spaces of functions sat-
isfying homogeneous boundary conditions, and define

(19.13) HS = [Ly, HY]o2» and HYT = [H}, H*NHYl,2, for0<o <1,
as well as the negative order spaces
H° =[H ' Lo)i_p2, for0<o<l.

We note that, by duality and (19.13), H 7 = (HJ)*, for 0 < o < 1. We
remark that Hy ™7 = H'*7 N H}, for 0 < ¢ < 1. In the statements of several
of our error bounds below we shall have reason to know that H§ does not
require any boundary condition for small o, or, more precisely,

(19.14) HJ =H?, for0<o< 3.

It will also be convenient to use the Hilbert spaces H® = H®({2) intro-
duced in Chapter 3, defined by |v|s < co where

o 1/2
lv|s = (Z)\j-(v,goj)2) , fors>—1, veH,
j=1

where {);}52, are the eigenvalues and {(;}32, the corresponding orthonor-

mal eigenfunctions of —A. As for the spaces H® above, the spaces H* have
the interpolation property H® = [H™, H™"!], o, where 0 = s — m. Then,
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for 0 < s < 1, since both H~% and H~* is the uniquely defined interpola-
tion space between Lo and H™', we have H=5 = H~*. Also, H® = Hg for
0<s<1l,andfor 1 <s<2, H* consists of the functions u € H& such that
Au is in the negative order space H*2. In particular, with A considered as
an operator in Ly, we have for its domain D(A) = D(A; Ly) = H?, and the
range of A is L. Thus, if f € Ls the solution u of (19.4) belongs to H2.

The solution operator of the homogeneous case (f = 0) of (19.1) may be
defined as

Ze Yo, 004, forve H', t>0,
Jj=1

and it follows at once as in Chapter 3 by Parseval’s relation that E(t) is a
contraction in Ly and has the smoothing property

(19.15) |E(t)v]s, < Ct=2750/2)y|, | for —1< 51 < so.

In particular, E(t) is an analytic semigroup in Lo, with A as its generator.
Recall that, by Duhamel’s principle, we have, for the solution of the in-
homogeneous equation (19.1), under the appropriate assumptions,

(19.16) u(t) = E(t)v + /0 E(t—s)f(s)ds,

We are now ready to show the following regularity result for {2 convex.

Lemma 19.1 Let 2 C R? be convex and let u be the solution of (19.1), with
g defined by (19.8). Then, for any e € (0, 3), we have, with C = C. r,

t t
| el + ) dr < (gl + [ £l dr). sore<1.
0 0
Proof. We use the elliptic regularity estimate (19.3) and differentiate (19.1)

to obtain
[uelly < CllAu|| < C(llugell + [ fell)-

It therefore suffices to bound the integral of |Jus||. For this purpose, we use
the equation for w;, and find by (19.16) that

t
u(t) = E(t)g + / E(t—s)fi(s)ds
0
and, after differentiation,

Using (19.15), we have, for € € (0, 1),
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(19.18)  ||E'(t)v| = |AE(t)v| = |E(t)v]y < Ot~/ [u|_,  for t > 0.

Applying this in (19.17) we find

t t t
[ udiar <c( [ v gl an+ [g)ar
0 0 0

t T
+/ / (T—s)_1+5/2\ft(s)|€dsd7'>
o Jo
¢
§Ct5/25’1(|g|8+/0 |ft|EdT), for t > 0.

Since the norms in H¢ and H¢ are equivalent by (19.14), this completes the
proof. a

Applied in Theorem 19.2 this lemma shows the error estimate

t
Jun(t) = w(®)] < B2 (ol + gl + [ Iflldr). fort <1,
0

where we assume v = 0 on 9f2. Note that in view of (19.14) no boundary
conditions are required for functions in H¢ with € € (0, %) Thus, in addition
to allowing milder regularity requirements on g and f; compared with the
regularity on data assumed by (19.7), the smoothing property (19.18) makes
it possible to avoid imposing unnatural boundary conditions for these func-
tions. In the rest of this chapter we shall present our error estimates in this
form, thus indicating the regularity requirements on data, rather than on the
solution itself, which are needed for the order of convergence stated.

We now turn to the case that (2 is a nonconvex polygonal domain. For
simplicity we assume that there is only one reentrant corner O = (0,0), with
interior angle w, ™ < w < 27, and set 8 = 7/w € (%, 1). It is known that, in
polar coordinates near this corner, the solution of (19.4) normally behaves
like a multiple of the function 77 sin(36), for 0 < 6 < w, r < ro. We note that
this is a harmonic function and that it vanishes on the edges of the sector,
corresponding to # = 0,w. Letting n = n(r) be a smooth cutoff function
such that 7n(r) = 1 near the nonconvex corner O and such that the support
of n only meets the two edges emerging from O, we introduce the singular
function

(19.19) S(r,0) = n(r)r® sin(36).

It is easy to see that S € C?, but S & C* for s > 8. Also, S € H'** for
0<s<p,butS¢&H™ for s > 3, in particular S € H?. On the other
hand, we find by a simple calculation that AS € C>°(£2), and vanishes near
O. Hence, with f = —AS, the problem (19.4) has smooth data, but, even
though its variational solution is in H2, it does not belong to H2.
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However, it can be shown that for f € Lo, there is a number s(f) such
that the solution of (19.4) satisfies

(19.20) u—k(f)S €V?=H?nNH],
and hence may be written as
(19.21) w=ug +ug, withugs=r(f)S andurecV? |ugl2<C|f|.
Here k(f) may be represented as
&(f)=(f,q), wherege Hj, for0<o<1-0<3.

In fact, ¢ =~ ¢S, where S,(r,0) = r~?sin(36) is the so-called dual singular
function, and ¢ ¢ H'~#. This means that x(f), and hence ug, is well defined
for f € H™1*% with 3 < s < 1, which is consistent with the following
regularity results for the solution of (19.4).

We begin with the following shift theorem by Kellogg [137].

Lemma 19.2 The solution u of (19.4) satisfies, with C = Cs,
[ullis < Cllfll-14s = CllAull 145, for0<s<p.

Since H™1ts = =145 for 0 < s < 1, with equivalent norms, and since
obviously —A is an isomorphism between H'T* and H ', this result implies

lu)li4s < ClAu|—145 = Clu|14s, for 0 < s < g.

For the critical value s = (3 we have the following regularity result by
Bacuta, Bramble and Xu [14], which we shall depend on below. It is expressed
in terms of the norm in the Besov space defined as the interpolation space

B21+[5,oo _ [HI,H2]57OO.
Lemma 19.3 For the solution of (19.4) we have, with C' = Cj,

lull grro.ee < Cllfll-14s = CllAul| 145 < Clufiys,  for f<s <1

We consider now the finite element approximation wu, of u defined by
(19.5). Using the regularity result of Lemma 19.3 one is then able to show
the following error estimates, see [14].

Lemma 19.4 We have, for the solutions of (19.5) and (19.4), with C' = Cs,

(19.22) llun — ully < ChP|ulyys, for B <s<1.
Further,

(19.23) lun —ul| < Ch*Plulits, for B<s <1,
and

(19.24) llun — u|l < ChPJuls.
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Note that the Lo-estimate (19.23), which is obtained by the standard
duality argument, is of double the order of the H'-estimate (19.22).

We emphasize that the error bounds in (19.22) and (19.23) are expressed
in terms of H'*s-norms, and that this requires less regularity than with the
corresponding H'**-norms, which are not normally finite.

With the aid of these error estimates for the elliptic problem we are now
ready to show an error estimate for the solution of the semidiscrete parabolic
problem (19.6).

Theorem 19.4 Let up and u be the solutions of (19.6) and (19.1), with
vp, = Rpv. Then we have, with C = Cr,

i
o) = w(t)] < €1 (a0l + gl + [ ilar). fort<T.

Proof. Writing again the error as in (19.9), we have, by (19.12),

(19.25) [un(t) = uw(@) < [p@)] + 0@ < [20)] +2/0 2]l d-

and hence, using the elliptic finite element estimate (19.23) to bound p,

¢
llup(t) —u(®)|| < C’hw(\y\1+s—|—/ [t |14s dr), fort >0, withf<s<1.
0

To complete the proof we need the first regularity estimate for the solution
of (19.1) of the following lemma. O

Lemma 19.5 Let u(t) be the solution of (19.1), and let g be defined by
(19.8). Then we have, for 0 < s < 1, with C = Cy r,

t t
(1926) [ (il + Junl-vee) dr < Mgl + [ fidr). fore<1.
0 0

Further, for e € (0, %), with C = Cq. r,

t t

(19.27) / (tuls + el dr < € (gl +/ |Fll-dr). fort<T.
0 0

Proof. We first note that, for 0 < s <1,

(19.28) e () |14s = [Aug(t)] 14
< Juee () —14s + [fe()| 145 < lue(®)[-14s + (D],
so that it suffices to consider the second integrand on the left in (19.26). Let

e=0ifs <1lande € (0,3)if s =1. We use again (19.17), together with
(19.15), to obtain this time
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[E'(t)g|-14s = [E()gl11s < Ct7|gll, witho=(1+s-¢)/2,

and similarly for the integrand in (19.17). We conclude

w1 < C(E gl + AN+ [ (6= 1A dr).

and hence after integration, since o = (s +1—¢)/2 < 1,

t t
/ gt 140 d < 0(1+T1—U)(|g|5+/ fledr). fort<T.
0 0

Since the norms in H¢ and H¢ are equivalent, this completes the proof. O

Note that |ug]14s could not be replaced by |lu.||1+s in (19.26) (or (19.27))
because in the first inequality in (19.28), this would require an elliptic regu-
larity result which does not hold for 5 < s < 1. We also note that in (19.28)
the differential equation is used to transfer the regularity requirement on the
solution from the spatial to the time variable, which is easier to handle.

We next show an O(h?) estimate for the gradient of the error.

Theorem 19.5 With up, and u as in Theorem 19.2, and g as in (19.8), we
have fort <T, with C = Cr,

t t
1/2
IV (®) ~u(e)l < oW (|0l + all + [ 1 dr+ ([ 102107)"7).
Proof. Using Lemma 19.4 we find, with 8 < s < 1,
t
Vo] < CWlu(®lrse < Ch* (olas + [ Juslisedr).
0
The right hand side is bounded as desired by Lemma 19.5.

To bound VO(t) we proceed as in the proof of Theorem 1.3, and obtain,
using (19.24),

t t
(1920) IV < / |27 < Ch2° / Juel2dr, for t > 0.
0 0

The bound stated therefore follows from the first estimate of the following
lemma. O

Lemma 19.6 We have for the solution of (19.1)

[ utzar < (ol + [ 112, ar)

t t
| 13wl + Jul?)ar < (19 + [ MrlPar). gort>0.
0 0

and
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Proof. By differentiation of (19.1), multiplication by u; and integration, we
obtain

d
gl + 1Vl = (fi,w) < CIANZL + 311V,
from which the first result follows by integration. Multiplication instead by
Uy shows

14

L2 IVl = (o) < Sl + 31502,

aeel|® +
which yields . \
| heao)iar < 19a1P + [ 150l
Since ||Augl] < ||uge| + || f¢]] the result stated follows. O

The above analysis of V6 also yields the following superconvergence type
result.

Lemma 19.7 With the above notation we have
t 1/2
Vo < cn? (gl + [ IfniPar) ", forezo.
0

Proof. This follows at once from (19.29) by using (19.23) with s = 1 instead
of (19.24), together with Lemma 19.6. O

We shall now turn to some error estimates in maximum-norm, and begin
with the elliptic problem. Our analysis will be based on the discrete Sobolev
type inequality of Lemma 6.4, together with estimates for the gradient of the
error. We begin with an essentially O(h”) error bound.

Lemma 19.8 Assume the triangulations are such that hyin > ChY for some
v >0, and let up, and u be the solutions of (19.5) and (19.4). Then, for any
5,51 with 0 < s < 51 < B, we have, with C = Cj g,

lun — ullL, < CP7[|Aul| 14,
Proof. We have
lun — ullL < llun — InullLo + [ Tnw —ullz. -

Here, by Lemmas 6.4 and 19.2, we have, since uy, is the best approximation
of win |- |1, with s < s1 < 83,

lun — Inullz.. < CG*( (un, — u)]| + CO2 |V (w — D)
< OGPV (I = w)| < OO W fullis, < OB || Aull 14,
By Sobolev’s inequality and Lemma 19.2, we find
1Thu — ull.. < Ch®llullws, < Ch®|lullits, < Ch®|| Aull—14s,.

This shows the result stated. O
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The global error bound derived is thus of lower order in maximum-norm
than in Ls. Away from the corners of the domain, however, the convergence
in maximum-norm is of the same order O(h??) as in the global Ly-error
estimate. This follows from the following lemma.

Lemma 19.9 Let 2y C 21 C 2 be such that £21 does not contain any corner
of £2 and the distance between 021 N 2 and J2y N (2 is positive, and let up
and u be the solutions of (19.5) and (19.2). Assume that the triangulations
associated with Sy, are quasiuniform in £21. Then, with C' = Cs,

lan = ull .o 20y < CH? (fullwes ) + [ Aull 14s), for f<s <1,

Proof. This is a consequence of the following interior estimate, cf. [244], valid
up to the interiors of the sides of {2, namely

lun — ull Lo (20) < ClhllInu — ullp . (0,) + Cllun — ul,

together with Lemma 19.4 and the fact that h2%¢, < Ch?°. a

We now turn to maximum-norm error estimates for the semidiscrete par-
abolic problem, and begin with an essentially O(h?) global estimate.

Theorem 19.6 Assume that the family of triangulations underlying Sy is
such that hyin > ChY for some v > 0, and let up, and u be the solutions of
(19.6) and (19.1), with vy, = Rpv. Then, for any s with 0 < s < 3, we have
fort < T, with C = Cs r,

t t

s 1/2
o) = u®)ls. < O (120l + 1O+ [ Al +( [ 12 d0)"7).
Proof. We have by Lemma 19.8, with s1 € (s, 3),

el Lo < CP*[[Au®)|| 145, < Ch*|u(t)]14s,-

Here .
uOlen, < C(ohn + [ u(D)hss, dr). for 0.
0

which is bounded as desired by Lemma 19.5.
Using Lemma 6.4 together with (19.29) and Lemma 19.6 we have

t 1/2
101)]1... < €62 Iv00) < 6/ *h7 (llgll + / 1fill21dr) ), for =0,
0

Together these estimates show the result stated. O

We now demonstrate an almost O(h%?) estimate away from the corners.
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Theorem 19.7 Let 2y C 1 C {2 be such that 21 does not contain any
corner of {2 and the distance between 02y N 2 and Iy N (2 is positive.
Assume that the triangulations associated with Sy, are quasiuniform in (21.
Then we have, for the solutions of (19.6) with v, = Rpv and (19.1), for
B<s<l1, withC=Csr,

lun(t) = w@®lpcon) < CR6/ (lu(®) lwze )

t
1/2

ol + b+ ([ 180P)), pore<,
Proof. By Lemmas 19.9 and 19.5 we have, with 0 < s < 1,

Io(0)] ) < OB (O o)+ u(0)1+.)
t
< O (Ju@)lwas oy + 140l + gl + [ fildr). for e <.
0

Further, using the superconvergence result of Lemma 19.7,
t

10(8) 1. < CHIVOWN < Ch2 6 (1gh + ( / |fill2dr)' ), for ¢ > 0.
0

Together these estimates show the error bound stated. O

We remark that, in the case of a globally quasiuniform mesh, it can be
shown that the singularity at the nonconvex corner pollutes the finite element
solution of the elliptic problem everywhere in 2 and that therefore the O(h%%)
convergence away from the nonconvex corner is best possible. However, as
we shall now see, optimal order O(h) and O(h?) convergence in H' and Lo,
respectively, may be obtained, for both the elliptic and the parabolic problem,
provided the triangulations are systematically refined towards the nonconvex
corner as follows.

For a triangulation 7, = {7} of {2, let h,; be the diameter of 7 so that
h = maxr, h,, and let d. denote the distance from 7 to the nonconvex corner
O. We now assume that the 7j is graded towards O in such a way that for
d, > d; ~ h'/8 we have chd¥? < h, < Chd¥®. Near O, for d. < dj,
we assume that the ratio h,/d; is bounded above and below, so that, in
particular, 7}, is locally quasiuniform for |z| < dj.

It can be seen that under these conditions dim S, < Ch~2, so that,
asymptotically, the size of the system that has to be solved is of the same
order as for globally quasiuniform triangulations. Construction of families of
meshes which fulfil these requirements can be found in the references given
at the end of this chapter.

We then have the following result for the elliptic problem.

Lemma 19.10 With triangulations as above, let up and u be the solutions
of (19.5) and (19.4). Then we have

[, = ull + AV (up, — w)|| < CR?[| Aull = CR?| f].
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Proof. We start with the O(h) estimate for the gradient. With u = ug + ug
as in (19.21) we have

IV(un — )| < [[V(Inu = w)l| < [Thur = urly + [Tnus — usll-
If f € Ly, then ug € H? and I, ug exists. Further, we have by (19.21),
Hhur — urlr < Chllurlz < Ch|f].
Since |&(f)| < C||f]l, it now remains to show
(19.30) 1S — S| < Ch.

For this we first introduce some notation. Let d(z) denote the distance from
x to the nonconvex corner O, and let d = maxg, d(x). Set d; = d277, and let

Qj:{xe()d]_,_lgd(z)gd]}, fOI"j:O,...,J,

with J chosen so that d; ~ dr. Furthermore, let 2 = (2; 1 U 2; U $2;;; and
2 ={z € 2 :d(x) < dj/2}. The triangulations are then quasiuniform on

each _Q; We have h; ~ chd;/ # for the maximal mesh-size on £2; and hence,
withe=1/4+08—-1>1,

11,5 = Sllar () < ChyllS|m2(a;) < Chyd] ™ < Chds,

and
110S = S|l 12y < MnSlla an) + ISl o < Cdy < Ch,

which implies (19.30) after taking squares and summing.
The Lo-bound now follows by a standard duality argument. a

he optimal order error bounds for the elliptic problem in Lemma 19.10,
obtained by refinements of the triangulations towards the nonconvex corner,
can be carried over to the parabolic problem.

Theorem 19.8 Assume that the triangulations underlying the Sy, are refined
as in Lemma 19.10. We then have, for the solutions of (19.6) and (19.1),
with vy, = Rpv and g as in (19.8), for any € € (0, %), with C = Cg,

t
Jun(e) = u(®)] < O (140l + Lol + [ Wflledr), fort =0,
0

Proof. Bounding up — u as in (19.25), we have, in view of Lemma 19.10,

t t
o) = (o)) < 10O +2 [ lorlldr < OO (jola + [ sl ).

The result stated now follows by Lemma 19.5. a
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We shall now give an example of a nonsmooth data error estimate and
demonstrate that, for the homogeneous parabolic equation, an O(h??) error
estimate holds for the semidiscrete approximation for positive time even when
the initial data are only assumed to be in Lo, provided the discrete initial
data are appropriately chosen.

Theorem 19.9 Let up(t) and u(t) be the solutions of (19.6) and (19.1) with
f =0, and let vy, = Ppv. Then we have, for § < s < 1, with C = C,

lun(t) — u®)] < CHP4= A 2] fort > 0.
Proof. We recall the inequality (3.14),
lun(t) —u(t)|| < Ct~1 Slilf:(72||/)t(7)|| +7llp(Dll + (7)), for ¢t >0,
where p(t) = fot p(7)dr. This was shown in Chapter 3 for smooth 92; the

smoothness of 9f2 is not required for the proof. By (19.23) and (19.15), and
using the definition of H 1% we easily obtain that

Tlo(m)Il < CTh*u(7)|14s < CRF T2y,

Hence, since s < 1, we find

B < [ llotn)ldn < CH2* [ 192 o] dy < CHPPr0-92 .
0 0
In the same way,
Pllpe (D)l < O 2 [uy(T) 145 < CR2r 22 o]

Together these inequalities complete the proof. a

As examples for fully discrete methods we will show some error estimates
for the application of the backward Euler and the Crank—Nicolson methods
to the discretization in time of the spatially semidiscrete problem (19.6).
Letting k denote the constant time step, U™ = U;' the approximation in
Sy, of the exact solution u(t) of (19.1) at t = t,, = nk, and setting OU™ =
(U™ — U™ 1) /k, we consider first the backward Euler method

(19.31) QU™ x) + (VU™ Vx) = (f",x), VYx € Sn, n>1,
UO = Vp = RhU.
We first show the following error estimate in Lo-norm.

Theorem 19.10 Let U™ and u(t,) be the solutions of (19.31) and (19.1),
respectively, with g as in (19.8). Then, for any € € (0, %) and T > 0 we have,
with C' = C. r,

tn
0"~ ue)l < € 1) (a0l + Nl + [ IAlledr), fort, <T.
0
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Proof. Analogously to (19.9) we write
(19.32) U™ —u(ty) = (U™ — Rpu(ty)) + (Rpu(ty,) — u(ty)) = 60" + p".

Here p" is bounded as desired as in the proof of Theorem 19.4. To bound 6"
we note that

(1933) (5077,’)() + (Ven’ VX) = 7(wn7X)7 VX S Sha

where - -
W' =wl +wy = (R — Iou(t,) + (Oulty) — ue(tn))-

Choosing x = 0™ in (19.33) we obtain as in the proof of Theorem 1.5, since
6° =0,

1671 < kY llwll + 5 llwjll =T+ I1.
j=1 j=1

Here kw! = f:J . pedr, and hence, again as in Theorem 19.4,
J—

tn tn
1< [Cleddr <con(lgl+ [ idr). fort, <.
0 0

Further, as in Theorem 1.5, and using Lemma 19.5, we find

tn tn
11 <0k [l < (gl + [ 15 dr).
0 0

Together these estimates complete the proof. a

We note that in this and the following error estimates there is no reduction
in the convergence rate in time.

Next, we will show the following estimate for the gradient of the error.

Theorem 19.11 Let U™ and u(ty,) be as in Theorem 19.10. Then we have,
with C' = CT,

V(U™ —u(ta)]| < O +) ([l Av] +lgli+( / CglFan) ), forta <.

Proof. Here Vp" is bounded as desired by the proof of Theorem 19.5. Further,
choosing x = 00" in (19.33), we have, cf. (1.53),

V02 < 2k S wi |2+ 263 Wl = I + 7.

Jj=1 Jj=1

Here, using (19.29) and Lemma 19.6,
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tn tn
2 [l < on?(jgl? + [ T8I dr), fore >0
0 0

Further, once more by Lemma 19.6,

tn tn
T < Ck2/ || dr < Ck2(|g|§ +/ FAE dT), for ¢, > 0.
0 0

Together these estimates complete the proof. a

Next we will show the following nonsmooth initial data estimate.

Theorem 19.12 Let U™ and u(t,) be the solutions of (19.31) and (19.1)
with f =0, but with v, = Pyv. Then we have, for f < s < 1, with C = C,

JU™ = u(tn)ll < C2P; 05972 4 ke foll, for ty > 0.
Proof. In view of Theorem 19.9 it suffices to note that
(U™ — up(ty)|| < Ckt Y| Pyo|| < Ckt, M|v||, for t, > 0.
The former inequality is a special case of, e.g., Theorem 7.2. g

We also include a maximum-norm error estimate.

Theorem 19.13 Assume the family of triangulations underlying Sy, is such
that hyin > ChY for some v > 0. Then, for any s with 0 < s < s1 < 3, we
have, for the solutions of (19.31) and (19.1), with C = Cs5,, n >0,

tn 1/2
|W%wwmmxgcmww%w0mw+Mh+(A|me) ).

Proof. The term p™ is bounded as desired by the argument in the proof of
Theorem 19.6, and by Lemma 6.4 the estimate for 6™ follows from that of
VO™ in the proof of Theorem 19.11. |

As a final example of a fully discrete method we will consider the Crank-
Nicolson method for the discretization in time of the semidiscrete problem
(19.6), combined with such refinement in space that yields an optimal order

O(h?) error estimate in space. With the above notation, and setting o =
%(U” + U™ 1), the Crank-Nicolson method is defined by

OU™,x) + (VU",Vx) = (f(ta_y)sX)s VX E S, n > 1,

(19.34)
UO = Vp = th.

We show the following error estimate.
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Theorem 19.14 Let U™ and u(t,) be the solutions of (19.34) and (19.1),
with g1 = uw(0) = Ag+ f:(0), and let € € (0, 1). Assume that the triangula-
tions are refined as in Lemma 19.10. Then we have, with C = C, r,

JU™ = utta)ll < CE2+R2) (IA0] + gl + .

tn
+ [T Wdyar), fort, <.

Proof. We again represent the error as in (19.32). For p™ we have, as in the
proof of Theorem 19.8,

tn
WWSCW@AN+MM+A\MMW)

To bound 6™ we write
(19.35) (807, X) + (VO",VX) = —(w",X), VX ESp n>1,
where, cf. (1.56),

3

W = (Ry — Dultn) + (Bultn) —ur(t, 1))+ Alult, 1) —(ta)) = 3 w7

j=1

As in the proof of Theorem 1.6 this yields, since §° = 0,

l6m ) < k> llofll+ £ llwdll + & llwil.
j=1 j=1 j=1
Here, as in (19.10) and the proof of Theorem 19.8,

n tn 129
el < [ lellar < cr (gl + [ ledr). fort, <1,
j=1 0 0

Further, by Taylor expansion around ¢,_ 1,as in the proof of Theorem 1.6,

) ) tj tj
E(llwa|[+llw3 ) < C/fz/ ([Juee |+ Auge ||) dr < Ck2/ ([Jueell+[ feell) dr,

ti—1 ti—1

where we have also used Auy = uye — fie. Hence, applying also (19.27), we
obtain

n

. . tn
k§3wm+wmchA (Juseell + 1 fuel) dr

j=1
tn
<ck(lalle+ [ falldr), fort, <.
0

which bounds 6™ as desired. The proof is now complete. a
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As mentioned earlier, the classical treatises of elliptic problems in domains
with corners are Grisvard [110], [111], see also Dauge [65], Kondratiev [140],
Nazarov and Plamenevsky [176] and Kozlov, Mazya and Rossmann [141]. Fi-
nite element methods in polygonal domains have been considered in Babuska
and Aziz [11], Babuska and Rosenzweig [12], Kellogg [137], Bacuta, Bramble
and Xu [14] and Bacuta, Bramble and Pasciak [13]. The use of refinement
near the corners was initiated in Babuska [9] and Raugel [202]. Our treat-
ment of the parabolic problem follows essentially Chatzipantelidis, Lazarov,
Thomée and Wahlbin [47], where also further references to, e.g., fractional
order spaces, may also be found.



20. Time Discretization by Laplace
Transformation and Quadrature

In this chapter we consider an alternative to time stepping for the discretiza-
tion in time of an initial value problem for a parabolic equation. We now use
a representation of the solution as an integral along a smooth curve extending
into the complex right half plane, with an integrand containing the resolvent
of the associated elliptic operator. This integral is then evaluated to high
accuracy by a quadrature rule. In this way the problem is reduced to a finite
set of elliptic equations, which may be solved in parallel. The procedure is
combined with finite element discretization in the spatial variables.

We consider first the approximate solution of the abstract parabolic prob-
lem

(20.1) us + Au = f(t), fort >0, withu(0)=vw,

in a complex Banach space B, where v and f(t) are given, and A is a closed
operator in B such that —A generates a bounded analytic semigroup E(t) =
e~4t. More precisely, we assume that the spectrum o(A) of A is contained in
a sector of the right half plane, and that the resolvent R(z; A) = (21 — A)~!
of A satisfies, for some § € (0,7/2) and M > 1 independent of z,

(20.2) |R(z; A)|| < M(1+|z|)!, forze€ X5 ={z:6 < |argz| < n}U{0}.

We note that since |A7Y|| < M it follows that z € p(A) for |z| < 1/M, and
that ||R(z; A)|| < 2M for |z| < 1/(2M), say.

For our present approach to the solution of (20.1), let u(z) denote the
Laplace transform of u, so that for some o € R,

(20.3) a(z) = / e=*u(t)dt, for Rez > a.
0

Taking Laplace transforms in (20.1), we then obtain the transformed equation

~

(20.4) (21 + A)a(z) = v+ f(2),

o~

where we assume that f(z) is analytic for Re z > x. We then formally have

-~

(20.5) u(z) = R(z;—A)(v+ f(2)), for Rez > xo.
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Taking inverse Laplace transforms we find

1 xo+00 R
(20.6) u(t) = - / Rz —A) v+ F(2)) dz,
270 po—oo
or, after a change of variables z — —z, and with g(z) = v + J/c\(fz),
(20.7) u(t) = L/ e *w(z)dz, where w(z) = R(z; A)g(z).
2mi Jr

Initially I is the line Iy = —xg + ‘R parallel to the imaginary axis in the
complex plane, with Im z decreasing along I, but for our purposes, assuming
that w(z) may be continued analytically in an appropriate way, we shall want
to take for I' a deformed contour in the set X§ = X5 U {z; |2| < 1/(2M)},
with X5 as in (20.2), which behaves asymptotically as a pair of straight lines
in the right half plane, with slopes +o # 0, say, where o > tand, so that
the factor e™*! decays exponentially as |z| — oo along I'. Since clearly the
resolvent R(z; A) is analytic in X5, the question of analyticity of w(z) along I"
depends on the forcing term f(¢) in (20.1). The reason for the change of sign
in z above is that then the representation (20.7) conforms with the formula
(6.35) in the case of the homogeneous equation.
For concreteness, we take

(20.8) I'={z=z(s) = ¢(s) —ios, s € R} C Xf, ¢(s) = -7+ Vs> + 12,

for suitable positive parameters v, v, and ¢ . The curve I" is then the right-
hand branch of a hyperbola, which crosses the real axis at ¢(0) = —y +v <
1/(2M). Some of the constants below will depend on the parameters of I'.
With the choice of the minus sign in the imaginary part of z(s), we have that
Im 2 decreases along I" as s increases from —oo to oo.

Letting Ry = [0, 00), we assume thus that f(—z), and therefore also g(z),
has a bounded analytic continuation from the complex half-plane bounded
to the right by Iy to the closed subset G = I' — R, of the complex plane to
the left of I, so that all singularities of g(z) lie to the right of I'. The same
property will then apply to w(z) in (20.8).

Examples of such functions are linear combinations of functions of the
form f(t) = t'e=b, with [ a nonnegative integer, A a complex number, and
b € B. We then have f(—z) = I!I(A — 2)~'~1b which is analytic for z # A.
In the presence of this function, I" should be chosen to the left of A. In the
particular case of the homogeneous equation, i.e., when f(t) = 0, I" may be
chosen as any curve in X5 which may be homotopically deformed to I.

~

Using our assumptions on A, I" and f(z), one may use the representation
(20.7) of u(t) to show some stability and smoothness estimates. Here and
below we write

llgllw = sup |g(z)|, for W C C.
zeW
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Theorem 20.1 Assume that g(z) is bounded and analytic in G, and let k =
—p(0) = v — v. Then we have for the solution u(t) of (20.1),

|A7u®) (2)|| < CM ("t +t777F)||gllp, fort>0, j=0,1, k>0.

Proof. We begin with the stability estimate, the case j = k = 0. For ¢t > 1
we find at once by (20.7), (20.8) and (20.2),

lu(®)]| < C/ “RH|R(z; A dz] llgllr

e
r

< CM/ e (1 + |s)) " ds ||g|lr-

Here, since ¢(s) — ¢(0) = Vs> + 2 — v > L[s| — 1v, we have
(20.9) —tp(s) = kt — t(p(s) — @(0)) < Kt — |s| + v

Hence o
Ju(o)] < Cpe [ e ds gl = CMe g
0

For 0 < t < 1, since the integrand in (20.7) is analytic in G = I' — R4,
we may replace the part of I" for which |s| < 1/t by the part of the circle
{z: |z| = pt = |2(1/t)|} that lies in G, and thus integrate over I U~y C G,
where I; = {2z € I';|z| > p} and v = {2 € G;|z| = p:}, appropriately
oriented. Since |z(s)| > o|s| we have ||R(z; A)|| < C(1 + |s|)~! on I', and
since also —g(s) < v — |s|, we find

/e—tRezuR@;A)n |dz|§CM/ 19 =1 g
I, 1/t

< C’Mewt/ e s lds < CM.
1/t

Further, since |2(s)| < C(1 + |s|) we have p; < Ct~! and hence

—T

/ €7tRCZ||R(Z;A)H ‘d2’| <CM etpf,pt—lptdQSCM.
t

It follows that
u(t)]| < CM|gllc.

Noting that ||g|]l¢ = ||g|llr by the maximum-principle, since g(z) is analytic
in G, and since e is bounded below for ¢ < 1, this completes the proof.
Turning to the case j = 0,1, j+ k > 0, we have
_1)k

Alu® (1) = (

k —ztAj - A
5 /Fz e R(z; A)g(z) dz,
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so that -
|47 (1) < OM / (14 )71 dg g -
0

Here ¢(s) > —k for s € R and ¢(s) > 5s for s > s, for some so > 0. Hence

1
2
o . S0 0o L
/ (]_ + S)J-i-k—le_ttﬂ(s)ds < C/ eﬁtds + C/ 8]+k_167§tsds
0 0 s
< CleMt + 777k,

which completes the proof. a

With the deformed contour represented as in (20.8), the integral (20.7)
may be written as

oo

(20.10) u(t) = / v(s,t)ds, with v(s,t) = %e‘z(s)tw(z(s))z’(s).

— 00

We note that the integrand decays exponentially for large |s| when ¢ > 0.
Our approximate solution will now be defined by approximating the in-
tegral by means of a quadrature scheme,

N N

(20.11) Unv(t)= Y wlspt) = > Bie w(z),

j=—N j=—N

with certain quadrature points s; € R and nonnegative weights w;, and where
zj = 2(s;), w; = 2'(sj)w;/(2mi). We remark that although the exact solution
u(t) does not depend on I', this approximate solution does. Below we shall
consider in more detail two specific such quadrature formulas.

By the definition in (20.7), the values of w(z) needed in (20.11) satisfy

(20.12) (A — zjDw(z;) = —g(z;), for |j] <N.

This expresses a central feature of our method, namely that the 2N +1 values
w(zj) € B entering in (20.11) are independent, and hence may be found in
parallel. We remark also that the functions w(z;) determine the approximate
solution (20.11) for all £ > 0.

We shall now consider a first quadrature formula for an integral over the
real axis R with values in B, by applying a truncated trapezoidal rule. Under
appropriate conditions this quadrature formula has a high order of accuracy.
We shall then apply this formula to our representation (20.10) of the solution
of the parabolic problem. More precisely, we shall study the quadrature rule

N 0o

(20.13) Qn(v) =k Z v(s;) = J(v) = / v(s)ds, where s; = jk,

j=—N —oo
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where we choose k = N~(179) with some ¢ € (0,1). If we apply this quadra-
ture rule to our representation (20.10) of the solution of (20.1), this defines
the approximation to u(t) as

N
(20.14) Un(t) = Qn(v(-1) = 5— Z et (z)2 (s4), k= N—(=e)
j=—N

where z; = 2(s;) = ¢(s;) — ios;. Note that max;<n [2;] = O(N¢).
We begin our analysis with the following stability result. As earlier we set

(20.15) £(t) = max(1,log(1/t)).
Lemma 20.1 Assume that v : R — B satisfies
(20.16) o(s)| < V(14 |s])"te sl forseR, p>0.

Then, for Qn(v) defined in (20.13), with k = N~ ¢ € (0,1), we have,
with C' = C¢,
1Qn () < CVE(p),  for > 0.

Proof. We have

oo

QNI < VE Y (1)) el < v(k+2/oo(1 +s) e ds).
0

j=—o00

The result now follows from the easily proven fact that
(20.17) / e (14 s)"tds < Cl(p), for p > 0. O
0

Using this lemma we now show the following stability estimate for the
time discrete solution Up (t) of (20.1), as defined by (20.14), demonstrating
that the discrete solution is bounded in each closed subinterval of (0, c0),
with a bound that grows logarithmically for ¢ small.

Theorem 20.2 Under the assumptions of Theorem 20.1, let Un(t) be de-
fined by (20.14). Then we have

lUN®@)]| < CM e U(t) |lgllr, fort>0, withk=—p(0).
Proof. Using (20.2) and (20.10), we have, since |2’(s)| is bounded, that
(s, )| < Ce @ Jw(z(s))|| < OMe™ (1 + |s|) " |gllr, for s € R.
For ¢t <1 this shows

lo(s, )]l < CMe BN+ [s)) gl r < CMe (1 +[s)) gl
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and the bound stated therefore follows from Lemma 20.1. For ¢ > 1 we have
by (20.9)

IUN (Ol <CME Y e gl

lil<N

< CMe™k Z e 1512 g\l p < CMe™||g||r,
[jISN

which completes the proof. a
We next turn to an estimate for the quadature error in (20.13).

Lemma 20.2 Let r > 1 be given and assume that, with C = C,.,

(20.18) [0 (s)| < CA+|s])"te ™5 forj<r, seR, u>0.

Then, with Qn (v) defined in (20.13), with k = N=U=2) ¢ € (0,1), we have,
with C' = C, ¢,

QN (v) = J (V)] < CVL() (N7 +e7#N7) for > 0.

Proof. We shall use the following easy consequence of the Euler-Maclaurin
summation formula, see, e.g., [66], p. 208. Let Quo(v) = k3272 v(jk).
Then, for r > 1,

v) — J(v LA v (s)|| ds
1Qoc(v) =TI = 5 /_OOH (s)ll ds.

Under our assumption (20.18) it follows that
Que(0) = I £ VN [ sy e,
0

We also have

IQN(v) = Qua(W)| <KV D (1+]s;) el <V [ (145) T ds.
jI>N Nk

Here, since Nk = N¢, we find

(o) o0
(20.19) / (1+s)te e ds < e_“Nk/ (14s)"te " ds < Ce "N U(p),
Nk 0

where in the last step we have used (20.17). O
We now show the following error estimate for the discrete solution.

Theorem 20.3 Let Uy be defined by (20.14). Then, under the appropriate
assumptions on g(z) and I', we have, for anyr > 1 and k > k, with C = C,.,

1UN (1) = ()| < CM ™ (1) (N7 4 et max lg™lr,  fort>o0.
=7
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Proof. We recall from (20.10) and (20.14) that
Un(t) —u(t) = Qn(v(- 1)) = J(v(:,1)).

To apply Lemma 20.2 we use (20.2) and the Leibniz rule applied to w(z) as
defined in (20.7) to obtain

[P @)l < CM(+ )7 max g™ (:), - for 2 € 1

and hence, from the definition of v(-,¢) in (20.10),

[0 (s, 1) < CM(1+17)e (1 + |5~ max @I, for j <7, s €R.

Since (1 4t")e~#() < CefFemI#1/2 by (20.9), for ¢ > 1, and (14 ¢")e (%) <
Ce sl for t < 1, the theorem follows by Lemma 20.2. O

Since r is arbitrary, this error bound is of order O(N~?) for any g > 0,
for fixed ¢ > 0, but deteriorates as t tends to 0.

Choosing the time step k = ¢/v/N in (20.13) and (20.14), i.e., e = 3, and
using a different analysis based on a representation of the quadrature error
as an integral over the boundary of a strip around I" in the complex plane,
one may improve the error estimate in Theorem 20.3 to O(e‘c‘/ﬁ) fort >0
with ¢ > 0. We shall not carry out the details but we apply this alternative
approach to our next quadrature scheme.

To define this second quadrature formula we begin with a change of vari-
able in (20.8), and set

(20.20) s=vsinh¢, for € R,

The representation (20.7) of the solution may now be thought of as an integral
with respect to the real variable &,

(20.21)  u(t) = / h v(€,t)de,  where v(€,t) = ie*ﬂ@tw(z(g))z'(g).
where, with o = arctano € (0, 37), A = vv1+ 02,
(20.22) z = 2(§) = —y+ A(cos acosh & —isinasinh §) = —y + A cos(a +i&).

This time the time-discretization will be affected by choosing the quadrature
rule (20.13), with k£ = log N/N, whose quadrature points are equally spaced
n [—log N,log N|. Applying this to (20.21), and setting z; = 2(¢;), & = jk
our approximate solution to (20.1) becomes

_k

20.23
( ) 27m

N
Z e #tw(z;)2 (&), with k = log N/N.
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We note that this time, for N large,

|H‘1<a§ zj| = |zn| = |7 — Acos a cosh(log N) + iAsin asinh(log N)| &~ $AN.

The asymptotic behavior of the function z = z(s) given in (20.8) implies
that |e=*(9)*| ~ e~ |5l for |s| large. Using instead the parameter ¢ in (20.20),
(20.22) shows the “double exponential” behavior |e=*(&)t| ~ eVt cosh & for
large |£|, which will lead to an improved error bound. In the analysis of the
quadrature rule (20.13) we shall now need the following.

Lemma 20.3 Let Qn(v) be defined in (20.13), with k = log N/N, and as-
sume that the integrand v satisfies

[0(§)]| < Ve eoshe for £ e R, p> 0.
Then we have, with C' independent of N,V and p,
QN (V)| < Cl(p)V, for N >1.

Proof. We have

JQN@) <k S Verreoshh) < gy 4 2 / ¢ o€ g
0

j=—00

and, changing variables by s = cosh{ — 1 and using (20.17),

20.24 eTHeoshE ge — ¢ ﬂ/
(20.24) / ¢ s

A

Since k is bounded for N > 1, this shows the lemma. a

ds<C€( ).

By applying Lemma 20.3 to the integrand v(&,t) in (20.21) we obtain the
following stability result.

Theorem 20.4 Let Un(t) be the approzimate solution of (20.1) defined by
(20.23). Then, under the appropriate assumpions on g(z) and I', we have

[Un(®)|| < CMe™e(t)|gllr, fort>0, N=>1.

Proof. Recalling (20.7) and (20.2), we see that

CM
lw(z(€)) |||g||r, for ¢ € R.

I= 15T
By (20.22), we have
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Z(€)  —iXsin(a+ i)
(20.25) 2(€)  —y+ Acos(a + i)

— cos asinh & + i sin a.cosh &
= — - — +1, as & — too,
YA~1 — cosacoshé + isin asinh £

so that [2/(§)| < C(1 + |2(§)|) for £ € R, and hence, since Acosa = v,
(20.26)
lo(¢, Ol < CMe™ Re=O g = CMeTe < | g, for € € R.

It therefore follows, by Lemma 20.3, with u = tv, since £(vt) < C¥(t) and
e’ < C, that
IUnO] = [[@n (v( 1) || < CMED)|gllr, for t <1.
Since Rez(§) = —y + vcoshé = —k + v(cosh€& — 1), we have —tRez(§) <
Kkt — v(cosh& — 1) for ¢ > 1, and hence
[Un ()] < Mk Y e gl < CMe™ gl for ¢ > 1,
7SN
which completes the proof. a

The analysis of the quadrature error will depend on assuming that the
integrand may be extended into a closed strip ¥, = {¢ : [Im (| < r} around
the real axis, and satisfies certain boundedness properties there. The next
lemma shows that under appropriate conditions the quadrature error is of
order O(e¢N/198N) as N — 0.

Lemma 20.4 Let Qn(v) be defined by (20.13), with k = log N/N, and as-
sume that the integrand v(¢) is analytic and bounded in'Y,., and if

v(€+in)|| < Ve reshe for e € R and |n| <7, with u> 0.
Then, with 7 = 27r, and with C' independent of N,V and u, we have
|Qn(0) = JW)]| < CVe() (™M 195N 4 =uN/2) - for N > 2,
Proof. Let Quo(v) = k37 v(jk). We first show that
e~k e . .
(2021) 1Que(o) = I < - [ (e in)+ ot = in) ) .

For this we observe that

Qulv) = 557 | wlCmeot (T ) ac.

" 2mi

where the contour C,, = C;FUC;~ = 9Y,. consists of the lines CF : {¢ = F&4ir},
with € € R increasing. Since
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1 w(i 1 eFi2mC/k 4

2t<k> =T F [ emmere froeC
and, by deforming the contours in the complex plane,

[Lo©dc=7 [ werde =50,
it follows that
B U(C)emwg/k ,U(C)ef’baﬂ‘g/k
Qoo(v) = J(v) _/C 7 AC +/Cr mdg

+1— ei2m(/k

Since Re(i2n¢/k) = F7/k on CF, the inequality (20.27) now follows by obvi-
ous estimates.

From (20.27) it follows, using (20.24), that, since e ™V/1°¢N < 1 for
N > 2,

4V€7FN/logN oo o . .
”Qoo(“)"](“)“ﬁm/o e E ge < CU(p)Ve N/ 1N,

For the remainder of the infinite sum we have
[Que(v) — Qn()]| <2VE 3 emneoshh) < oy / g—reoshe e
JoN Nk

Here, as in (20.24) we have by (20.19), with s = cosh & — cosh(Nk),

/oo e—NCOShg d& _ e—ucosh(Nk:) /oo e Hs s
Nk o /(s +cosh(Nk))2 — 1

e Hs
0o Vs2+2s

where we have used cosh(Nk) = cosh(log N) > N/2. Together these estimates
complete the proof. m]

< e MN/2 ds < Ce_“N/zﬁ(u),

For the purpose of application of Lemma 20.4 to the function v(¢,t) in
(20.21) we define a conformal mapping

(20.28) z=2z(¢) = —vy + Acos(a +i(),
from the strip Y, onto the set
(20.29) Z,={z(0): €Y, }.

The contour I' is then just the image in the z-plane of the real axis in the
¢-plane, and may now be defined as z = z(&) for £ € R. In the error analysis
below the assumptions made above on I' now have to hold with I" replaced
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by Z, for some r satisfying 0 < r < «. In particular, we assume that r is so
small that the singularities of g(z) are to the right of Z,.
Writing z = x + iy and ( = £ + in, we find that

(20.30) x=—y+ Acos(a —n)cosh§, y=—Asin(a—n)sinhé,

and thus the line 7 = constant is mapped to the right branch of the hyperbola

whose asymptotes are y = +(z + v) tan(a — ), with angles +(a — 1) with
the positive real axis, and which cuts the real axis at x = —v + A cos(a — 7).
Hence, sufficient conditions to ensure that Z, C X5 and that Rez — oo
whenever |Im z| — oo with z € Z,. are

(20.31) O<r<a, a—-r>7d ~>Acos(a—r).

In applying Lemma 20.4 to our approximate solution of (20.1) we need to
assume that our assumptions hold with I" replaced by a strip Z, with r > 0.
In particular, g(z) now has to be bounded and analytic in G, = Z, — R;..
The contour I is thus required to lie more to the left for the error estimate
than for the stability bound of Theorem 20.4.

Theorem 20.5 Let u(t) be the solution of the initial value problem (20.1),
and assume that Z,. C Xs. Then, under the above assumptions on g(z), the
approzimate solution Un(t) of (20.1) defined by (20.23) satisfies, with ¢ =
tAcos(a+7) and T = 27r, for any K >y — Acos(a + 1),

1UN (1) — u(t)]| < CMe™e(t) (em™ 8N 4 et N)|g]

z., fort>0.

We note that for any given ¢t > 0, the first term in the parenthesis is
the dominant term, so that this result shows a convergence rate of order
O(e~™N/18 N " which deteriorates as ¢ tends to zero. We also note that a
larger r results in a higher convergence rate.

Proof of Theorem 20.5. We have, for ( =& +1in € Z,,
1 .
lo(€ +in, D)l < 5-e™ *=ED w(o + i) |2'(€ + in)],

and Re z(§ +in) = —y+ Acos(a —n) > —y+ Acos(a+ 7). As in (20.7), since
Z,. C X5, we have

CM
< — f Ly,
w2l < 1= E 9|z, for ze

and (20.25) generalizes to
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/ . _ o . .. B
(20.32) 2/ (€4 177) _ cos(a —n)sinh & +14 sn%(c.)z ) cosh.f Y
z(E+in) A1 —cos(a —n) cosh & + isin(a — 1) sinh &

as & — too, uniformly for |n| < r. Hence, for £ € R and |n| < r,
[0(& + i, t)|| < CMeO—A cosledrDteosheyg), — CMee ! E||g] 4,

where 4 = K — v + Acos(a + 7) > 0. The result then follows from Lemma
20.4. g

As we pointed out above, the convergence result of Theorem 20.5 may
be described as a nonsmooth data error estimate. We shall now discuss a
modification of the above method (20.23) for which we shall be able to show
an error bound that holds uniformly down to ¢ = 0, but which is only of
order O(e=¢VN). For this purpose we first write the representation (20.6) in
a slightly different form. Recall that the solution operator of the homogeneous
case of (20.1) may be written as

1
E(t)v = i ) e *'R(z; A)vdz,

where I' is defined by (20.22). Using Duhamel’s principle we have

u(t):E(t)v-l-/O E({t—71)f(r)dr

1

!
— —zt A —z(t—T) <A
51 /> e *R(z; A)vdz + /0 57 /F e R(z; A)f(1)dzdr,

or, after changing the order of integration,

u(t) = - /F R(z; A)g(z.1) dz,

- 211

where

¢
g(z,t) = e *tv + /t e~ () dr = e (v+ / e f(r)dr).

0 0

We note that the latter integral equals f(—z) if f(7) vanishes for 7 > ¢,
which connects this formulation with the old representation (20.7). This is
reasonable since the value of u(t) is independent of f(7) for 7 > ¢.

The main idea in our analysis is now to use the fact that if I" crosses the
real axis at ¢(0) = —y + v > 0, but sufficiently close to z = 0 so that this
point is to the left of I', then

1 d
— et 82— 0, fort >0,
2 Jp z
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and hence, as is easily seen,

L L(Z’t> dz =0.

2w Jp %z

The solution of (20.1) may therefore now be represented as

u(t) = 1 /F(R(z;A)ﬁ(z,t) — 271Gz, 1) dz = % w(z,t)dz,

27 ™ S

@(z,t) = R(z; A)§(z,t), with R(z; A) = R(z; A) — 2 'I.
The reason for this modification is that E(Z;A) decays more rapidly than

R(z;A) as |z] — oo on I'. With the deformed contour represented as in
(20.22), we obtain this time

e 1
(20.33) u(t) = / v(&,t)d¢, with v(€,t) = %w(z(g))z’(f).
Using again the quadrature rule (20.13) we now get an approximate so-
lution of our problem of the form

N
k . )
(20.34) Un(t) = 5 ‘Z W(z,t) 2,

with k& to be specified below.
To compute the approximate solution we thus need to find

{E(Zjvt) = eizﬂw(zjat) - Zj_lg(zj’t)v for |j| <N,

where the W (z;,t) are the solutions of the 2N + 1 elliptic equations
t
(A - Z]) W(Z]7t) = _ert’g(z7t) =—v-= / eTij(T) dT7 |]| <N.
0

Note that for the homogeneous equation this system is independent of ¢. This
means that in this case the solution of the system of elliptic equations yields
the discrete solution at all times. For the inhomogeneous equation one system
of elliptic equations has to be solved for each time ¢t where the approximate
solution is sought.

In our error analysis we shall need some regularity of the data. To express
this we define a scale of Banach spaces

B?:=D(A°)={veB:Ave B}, foroc>0,

and write the norm in this space as ||v]|, = [|A%v||. We note that (cf. [194],
Theorem 2.6.10)
(20.35) lvli—e < Collv]|” lv)li™7, for 0< o < 1.

We begin our error analysis with a bound for the modified resolvent.
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Lemma 20.5 If A satisfies the resolvent estimate (20.2), then

~ CoM
|1R(z; A)v| < ~[lvllo, forze X5, 0<o <1

[1(1+ |27
Proof. We note that
R(z; A)v = 2 'R(2; A)Av = 2 ' R(2; A)A' 7 A%
and, by (20.35),
IR (z; A= w]| = || R(2; A)wllr—o
< Col|R(z; A)w||7 | AR(z; A)w||'=7 < CM (1 + )7 ],
from which the result stated follows by setting w = Av. O

Our next lemma is an error estimate for quadrature rule using a time step
adapted to application with the estimate of Lemma 20.5 for the modified
resolvent.

Lemma 20.6 If the integrand v(C) is analytic and bounded in Y., and
lo(€ +imll < Ve™él, for& € R and [n| <,

then, with Qn(v) defined by (20.13) and 7 = 27r,
1QN(v) — J(W)|| € CpoVe VTN fork =/7/(aN).

Proof. For the infinite quadrature sum Qoo (v) = kZ;’i_oo v(jk) we have
using (20.27)

4Ve—77/k: &S] 4V0_—16—F/k
_ - -0 -re =
Q) =T < =y [ et < T

whereas for the tail of the infinite sum we now have

oo

10w () — Qu@) <2V Y e o8 <ov / et dg < 2o e,
J=N+1 Nk

Hence by the triangle inequality,

26—F/k
_ -1 —oNk
[Q@x(0) = T < 2Vo ™ (= e,
The error bound now follow by choosing k so that 7/k = o Nk. O

We are now ready for our smooth data error estimate.
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Theorem 20.6 Let u(t) be the solution of the initial value problem (20.1),
and assume that Z,. C Xs. Then, for 0 < o <1, if we choose k = \/T/(cN),
the approzimate solution Uy (t) defined in (20.34) satisfies, with 7 = ~ —
Acos(a+ 1) and 7 = 277,

t
[Un(®) ~ u)]| < O3V (ol + [ fladr). fore> o
0

Proof. Tt follows from (20.33), (20.32) and Lemma 20.5 that

lo(€ +in, )| < Cllw(=(€ + i)l 12" (€ + in)l
SOMA + [2(E +in))) "7 llg(=(€ +in), t)lo-

Since —Rez(€ 4 in) = v — Acos(a — i) cosh & < 7, for |n| < r, we have

I5e(6 + ). Olle < (ol + [ 1107).

and, using also |z(& + in)| > ccosh € > celé!, we thus find

t
Jot¢ + in 0] < OME e (ol + [ flladr),
0

The result now follows by Lemma 20.6. a

Note that the higher the regularity assumed, i.e., the bigger the o, the
shorter the time step k and the faster the convergence. We remark that this
error bound does not assume f(z) to have an analytic continuation as required
earlier.

We shall now apply our above results to the discretization in both space
and time of the initial boundary value problem for the heat equation,

(20.36)  w— Au=f(t) in {2, withu(,t)=0 ondf2, fort>0,
u(-,0) =v in 2,

where 2 is a convex bounded domain in R? with smooth boundary 912.
We first consider this problem in the Banach space Cy({2), normed with
[ P————]

Let Sy, denote standard piecewise linear finite element spaces defined on a
family of quasiuniform triangulations of {2 and vanishing on 92. We consider
the spatially semidiscrete problem corresponding to (20.36) to find up (t) € S,
such that

(20.37) (unt, x)+(Vup, Vx) = (f,x), VYx €Sh, t>0, withv(0)= Py,

where P, denotes the orthogonal Lo—projection onto Sy, or with Ay, the
discrete Laplacian defined by (1.33), and A;, = — Ay,
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(20.38) upt + Apup, = P f, fort >0, with v(0)= Pyv.

This problem is of the form (20.1) when Sj, equipped with the maximum-
norm, is considered as a Banach space.

Recall from Lemma 6.1 that P, is bounded in maximum-norm, and from
Theorem 6.6 that a maximum-norm resolvent estimate for Aj; of the form
(20.2) holds, uniformly in h, so that for any 6 € (0,7/2) there is a C' > 1
such that

|R(z; Az, <C(L+]z))7 Y, for z € 5s.

Before we discuss the fully discrete schemes, we shall establish the follow-
ing maximum-norm estimate for the error in the semidiscrete solution. In the
case of the homogeneous equation, i.e., when f(¢) = 0, then I" may be chosen
to pass through the origin, so that x = 0, and the error bound then reduces
to that of Theorem 6.10.

Lemma 20.7 Assume that g(z) is analytic and bounded in G, and let uy,(t)
and u(t) be the solutions of (20.38) and (20.36). Then, with ||g|lL...r =
sup.ep |9(2)|| L., we have

lun(t) = w(®)r.. < CR*Gt e |gllro.r,  fort>0.

Proof. We have the representation

up(t)—u(t) = L/Fe_tZGh(z)g(z) dz, with G,(z) = R(z; Ap)Pr—R(z; A).

- 2mi
We shall show below that, in operator norm,
(20.39) IGL(2) L. < Ch*63, for z € T.

Assuming this for a moment, we find by (20.9) that for ¢ > 1,

oo
Jun(t) = w(®ll < Ce 126 [ et ds gl r
0
< CR Gt e (gl

For ¢t < 1 we may replace I" by the curve I'; U~; used in the proof of Theorem
20.1 and show thU% e~ tRez|dz| < Ct™!, which completes the proof.
To prove (20.39) we write

Gn(z) = (R(z; Ap) Py — PuR(2; A)) + (P, — I)R(z; A) = G}, (2) + G (2).

Here, with Ry, : Hi — S, the elliptic projection defined by (1.22), and since
PyA=ApRp,

G, (2) = R(z; Ap)Pr(21 — A)R(z; A) — R(z; Ap) (21 — Ap)PuR(z; A)
= R(Z, Ah)(AhPh - PhA)R(Z, A) = R(Z, Ah)Ah(Ph - Rh)R(Z, A),
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We shall need the L,—error estimate
|(Rn — I)v||L, < Ch2€h||vHW3 ifv=0 ondf2, for2<p< oo,

easily obtained by interpolation between the cases p = oo and p = 2, and
recall the Agmon-Douglis-Nirenberg regularity estimate

(20.40) [vllwz < Cpl|Av]|z,, ifv=0 on 2.

Using also the inverse estimate ||x|... < Ch=2/|x||, on Sy (cf. the proof
of Lemma 6.4), as well as the maximum-norm boundedness of AR(z;A) =
I —2zR(z; A) for z € X5 (note that (20.2) now holds for A = —A, see (6.42))
and similarly for R(z; Ay)An = ApR(2; Ap), we find that, for v € C(£2),

|G1(2) vl < Ol Py~ Ra)R(z: Ao,
< Ch™/?|| Pu(Ry — D)R(z; A)vlz, < Ch*"/0, | R(z; A)vw
< CW?7/?0,p|| AR(z Az, < CH* /Pl p o]

Thus, with p = ¢}, = log(1/h) for small h,
|G} (2)v||lL. < Ch26G v, forzel.

To bound GY(z)v we introduce the piecewise linear interpolant I :
C(f2) — Si and note that, for any triangle 7 of the triangulation, the
Bramble-Hilbert lemma implies

11h0 = 0l Lo () < CR* P 0]l (),

from which the corresponding estimate follows with 7 replaced by 2. Hence,
since Py, is bounded in maximum-norm, and using (20.40),

[(Pn = Dol = (P = D)(In = D)ol
< Ch*2/P||v||w2 < CR*2/Pp || Av|,.

Since ||AR(z; A)||L., < C, it follows that
IGH(2 vz < CH*=P p[|AR(z; A)vl|z, < CH*=*/Pplv|L,
and, again with p = £,
IGH(2)vllz.. < Ch*eulvllz.,
which completes the proof of (20.39). O

The result of Lemma 20.7 is a nonsmooth data error estimate in the sense
of Chapter 3. For solutions which are smoother in z, the factor ¢~ and one of
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the factors ¢;, may be removed. When the Banach space is the Hilbert space
Lo(£2) the factors ¢, are superfluous.

The fully discrete solution obtained by application of our first time dis-
cretization method (20.14) to the semidiscrete problem (20.38) is thus defined
by

(20.41) Unn(t) =k Z “Etwg(2)2 (s5), wn(z) = R(z; An) " Prg(2),

j=—N

and correspondingly for our second method (20.23). In both cases, to find
Un i (t) it is thus required to solve the 2N + 1 discrete elliptic problems

(20.42) (Vwn(z5), VX) = zj(wn(25), x) = —(9(2j),x), Yx € Sh, [j| < N.

We now establish error estimates for the fully discrete methods defined
by our above two choices of quadrature rules. For the first rule we have the
following.

Theorem 20.7 Let u(t) be the solution of (20.36), and let Un pn(t) be the
approximation defined by (20.41) and (20.14). Then, under the appropriate
assumptions on g(z) and I', we have, for any k > k and t > 0, with C
independent of N and h,

U1 (#) =)o < Ce™ (L) (N0 e M) 1 h265 1) max [lg™ | 1., .r-

Proof. We write

Unn(t) = u(t) = (Unn(t) — un(t)) + (un(t) — u(t)).
By Theorem 20.3 we obtain, uniformly in h, with C = C,,

IUNR(E) —un(®)|lo., < C’egté(t) (N_T(l_s) + e_tNE) max ||g(k)||LoQ,F, t>0.

In view of Lemma 20.7 this shows the result stated. |

For the second fully discrete method defined by (20.23), the same argu-
ment, using Theorem 20.5 instead of Theorem 20.3, yields the following.

Theorem 20.8 Let u(t) be the solution of (20.36), and let Un pn(t) be the
result of application of (20.23) to the semidiscrete problem (20.38). Then, un-

der the appropriate assumptions on g(z), we have, with C and ¢ independent
of N and h,

1UNa (1) = ut)llz.. < Ce™ (€(t) (e ™18 N 1 e=N) 4 h265t ™) 9] ..z,
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We close by applying the modified second rule (20.34) to the initial-
boundary value problem (20.36), which problem we now consider in the
framework of the Hilbert space Lo, in which as usual we denote the norm by
| - ||. The Banach space B is then the space H? introduced in Chapter 3,
with ||v]|, = |v]2s- The fully discrete solution Uy, (¢) obtained by application
of our method (20.34) to (20.38) is then defined by

N
k ~
(20.43) Unalt) = 5 Z Wn(zj,t) 2},
j=—N
where
Wn(2z,t) = wp(z,t) — 27 PLg(z,t),  with wy(z,t) = (21 — Ap) ' Pug(z,t).

Theorem 20.9 Let u(t) be the solution of (20.36), and let Un p(t) be the
result of application of (20.23) to the semidiscrete problem (20.37). Let 0 <
0 <2 and e >0, and assume that P}, is such that

(20.44) |AS2 Pyo| < C|| A7 %0|| = Clv,, Vv € HO.
Then we have, with k = \/2F/(cN) and 57 = — Acos(a + 1),
1Un () = u(t)]| < CL (v, ))B? + C(v, eV e VITN2 - fort < T,
where
t
(o) = C (120 + 1O+ [ fllar),
and

t
Ci(w.£) = OV (ol + [ |flpdr).
0

Proof. The estimate for the error wuy(t) — u(t) in the semidiscrete solution
follows from Theorem 19.2 and Lemma 19.1. By Theorem 20.6 we have,
using assumption (20.44),

t
IUN () —un(®)]] < Ce'emV f"N”(I\AZthHJr/ |A72Pufll dr) < CJ (v, f).
0

Together these estimates complete the proof. a

We make some remarks on condition (20.44). We first note that in the
case that the triangulations 7;, underlying the S;, form a quasiuniform family,
then it is easily seen that (20.44) holds with o = 2. In fact,

AhPhU = AthU - AhPh(Rh - I)’U == PhAU - AhPh(Rh - I)’U,
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and hence, using the inverse estimate || Ay x|| < Ch=2||x| for x € Sh,
| AnProll < [|Av]| + Ch™2[|(Ry — Dv|| < Cllv]l2 < O Av].

We further recall that, under certain conditions on the 7j,, weaker than
quasiuniformity, P, is stable in H}, see [59]. Under such conditions, (20.44)
holds with ¢ = 1. In fact,

143/ Puo® = (AnPav, Pav) = [V Pyl < C[[Vol* = €| A0,

By interpolation between this inequality and ||Pyv|| < ||v|| one finds, under
the above conditions on 7y, that (20.44) holds for 0 < ¢ < 1. In particular,
if 0 <o < 1/2, since then H? = H°, this means that the result of Theorem
20.9 is valid for such ¢ if v € H? and f(7) € H? for 7 > 0, thus not requiring

these functions to vanish on 9f2.

The approach to discretization in time of parabolic problems described
in this chapter was introduced in Sheen, Sloan and Thomée [215], [216].
In [216] the integral representation (20.10) was transformed to an integral
over a finite interval which was then approximated by the trapezoidal rule
to yield a O(h"™) error estimate for arbitrary r, and ¢ > 0. The analysis of
the quadrature formulas described here by extension to a strip containing
I' is based on Lépez-Ferndndes and Palencia [158] and applied to evolution
problems in McLean and Thomée [171] and McLean, Sloan, and Thomée
[172]. The modification of the second quadrature method in order to attain
uniform convergence town to ¢t = 0 is taken from Gavrilyuk and Makarov
[106], see also [105], [107], [108].
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