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Preface

The International Symposium-F on “Wireless Communication Networking and
IoT” was successfully held at VIT University, Chennai, during March 23–25, 2017,
as part of ICNETS2.

The symposium convenes the researchers and practitioners working on Wireless
Communication Networking and Internet of Things to discuss the current trends,
breakthroughs, technical challenges, and future services and applications. The
symposium featured two keynote speakers from universities abroad. The lecture by
Dr. Adamu, on “Terrestrial to underground wireless sensor networks: Design fac-
tors and transmission cost” created a great inquisitiveness among the participants to
explore the issues arising in wireless networks. Dr. Elizabeth Chang, University of
New South Wales and Australian Defence Force Academy, Canberra, Australia,
delivered a lecture on the experimental analysis in the context of “Cyber Situational
Awareness for CPS, 5G and IoT” which created an impact on creating security
frameworks based on ontology.

Over the past decades, the emergence of the advanced wireless technologies has
attracted many researchers and academicians to explore in the fields of next-
generation networks and Internet of things. Recent advances in computing have
created a new dimension of research in the field of sensor networks in connecting
the physical world to the digital world. The sessions focussed on resolving the
challenges in the existing communication protocols connecting the different
embedded devices in different scenarios, which deserves our special attention.

In response to the call for papers, 75 manuscripts are received, out of which 26
papers are accepted. We intended for maintaining the high standards of the con-
ference. All the papers were rigorously peer-reviewed by three expert members, and

v



the proceedings comprises of a selection of 26 papers presented at the symposium.
The proceedings will provide you an insight into selection of appropriate wireless
technologies and IoT for different applications.

Palapye, Botswana Adamu Murtala Zungeru
Chennai, India S. Subashini
Chennai, India P. Vetrivelan
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Optimal Energy Saving Through Joint
Deployment of Relay Station and Sleep
Mode Activation in 4G LTE-A Network

R. Ratheesh and P. Vetrivelan

Abstract The advancement of information and communication technology
(ICT) facilitates high-speed data rate centric real-time applications including
streaming of video and instant chat. More number of macrobase stations (BSs) are
required to accommodate fast growing number of users which constitute for a
radical increase in energy consumption of the network. In order to mitigate this
problem, a sleep mode algorithm for evolved NodeB (eNBs) of LTE-A networks
with simultaneously powering relay stations (RSs) is the key trends in 4G networks.
The sleep mode algorithm for base station is mathematically modeled with set
theory. In proposed system model, each eNB is interconnected through X2 links
and with RSs deployed in the transmission areas of selected eNB. The real-time
network traffic of base station is estimated by a two-way handshake process
between eNBs and mobile station. The control server (CS) is placed in the selected
eNB which will decide to activate the sleep mode for RSs and eNB based on the
estimated real-time network traffic profile. The comparison of optimal power
consumption of BSs with RS is extensively simulated. The performance of sleep
mode algorithm considering temporal variations of real-time network traffic is
validated on hourly based scenario using MATLAB R2013a. The simulation results
of the proposed work prove that there is an enormous power saving per eNB per
hour. This proposed scheme is well suited for suburban area with temporal varia-
tions of network traffic.

Keywords eNB � Relay stations � Traffic profile � X2 links � Control server
Sleep mode
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1 Introduction

With the evolution of information and communication technology (ICT) and the
rapid increase of massive data traffic, energy consumption of the network is
exponentially increasing. The implementation of 3G systems and emerging 4G
technology in developing counties have significantly contributed to the develop-
ment of information and communication systems of the nation but undesirably
increased the power consumption of the network. Several studies indicate that
within telecommunication networks, the wireless access networks are high-power
consumers. Therefore, a lot of effort has been put lately in designing new
power-reducing techniques such as sleep modes, cell zooming. Sleep modes allow a
BS (or a part of BS) to switch off or put to power-saving mode when there is only a
very less activity in its coverage cell. Whenever necessary, the BS is wakened
up. When applying cell zooming, the cell size is adjusted adaptively according to
the level of activity in a BS area. These techniques significantly reduce the power
consumption in wireless access networks. In wireless systems, the high-energy
consumption of a wireless base station (BS) results in noneconomical, large value
of electricity bill. Greater than 50% of the total energy in wireless network is
consumed by the radio access part, whereas 50–80% is spent for the power
amplifier (PA) [1]. In [2], it is also mentioned that the energy bill accounts the
Operation Expenditure (OpEx) for around 32% in India and roughly 18% in the
mature European market. Another important motivation for power optimization in
wireless networks is environmental awareness. Many of the base stations (BS) in
rural areas which are not connected to power grid are powered by diesel generators
for complete day and night as well as backup power source for few hours per day in
urban and suburban areas. These diesel generators consume huge amount of diesel
and emit large quantity of CO2, which is a greenhouse gas (GHG). Three per-
centage [3] of the total CO2 emission is from information and communication
technology (ICT) industry throughout the world by consuming 2–6% [4] of the total
worldwide energy. In operators view, the energy efficiency (EE) of wireless net-
work not only brings ecological advantage and social benefits by solving issues for
climate change but also has substantial economic benefits too [5]. With the expo-
nential growth of large data transfer, it is unblemished that the ICT sector will
become a major CO2 emission sources within the next few years. Large energy
consumption combined with its adversative effects on climate and environmental
changes results in the need for an innovative energy-saving method for future. The
remaining section of the paper is organized as follows. In Sect. 2, we discussed
existing techniques for power optimization of radio BS from relevant literature. In
Sect. 3, we described our proposed system of joint deployment of RS and BS.
In Sect. 4, we present our proposed online network traffic calculation method. In
Sect. 5, our relay-assisted BS power-saving algorithm (RABPS algorithm) is dis-
cussed. In Sect. 6, we showed the relevant result to evaluate our proposed work and
concluded with Sect. 6.

2 R. Ratheesh and P. Vetrivelan



2 Literature Survey

Many international research projects like Green Radio [6], EARTH [7, 8],
OPERANet [9, 10], and eWIN [11] which outline the main solutions to energy
efficiency in wireless communications are being carried out internationally. The
network traffic is uncertain, but it is observed by practical studies and evident from
various literature that there is a periodic peak hour and off-peak hour of network
traffic daily and off-peak hours during holidays and weekends [12]. Figure 1 [12]
shows uncertain traffic pattern with peak and off-peak hours. Cell shaping tech-
niques such as cell breathing with respect to network traffic and hence activating
sleep modes are the efficient method to optimize power of radio base station [13].
Cell zooming concept and sleep mode activation by calculating network traffic in
terms of total power load is discussed in [14] and an algorithm for sleep mode
activation is also discussed. Throughput optimization and capacity enhancement are
described in relay-based heterogeneous network [15].

3 Proposed System of Joint Deployment of Relay Station
and Base Station

The LTE-Advanced standard has specified the usage of relay nodes (RNs) as a
cost-efficient means to extend the capacity of a base station (termed eNB, evolved
NodeB). Each RS accesses the eNB through a wireless backhaul link (BL).

Fig. 1 Uncertain traffic pattern of BS during peak and off-peak hours
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It forwards data to and from some user equipment (UE) through a wireless access
link (AL). In this paper, we have proposed a centralized algorithm to estimate the
number of MSs associated to each RS and the selected BS, by a two-way handshake
process between MS and RS. The control server placed at BS computes
power-saving algorithm and activates sleep mode to BS.

3.1 System Model

The BSs in the proposed work are evolved NodeB (eNB) which is capable of
communicating with neighboring BSs and RSs which are deployed in the trans-
mission range of selected BS through X2 links. The number of RSs to be deployed
depends on the total coverage area of selected BS considering minimum overlap-
ping area between them. The control server (CS) placed at the BS collects the
information of number of MSs associated to each relay station through X2 link and
computes the algorithm to make RSs and BS to sleep mode. Figure 2 shows the
proposed system model with joint deployment of RS and BS. The control server
also takes part in handoff management process between the RSs deployed in the
selected BS.

4 Network Traffic Estimation

The implementation of sleep modes or power-saving modes for BS requires an
efficient estimation network traffic. Various existing methods to estimate network
traffic profile, such as prediction algorithms, probabilistic analysis are off-line traffic
estimation methods. These methods use old data to predict the present network
traffic.

4.1 Online Network Traffic Estimation

In order to activate sleep modes for BS, an efficient real-time network traffic profile
calculation is required. In this work, we propose a method to estimate real-time
network traffic based on the number of mobile stations associated to each RS
deployed in the cell area of BS by a two-way handshake process between MS and
RS. The control server (CS) placed at the BS collects information about all the users
(MSs) which are associated to the corresponding RS deployed in the transmission
area “A” of selected BS through the X2 link. The process flowchart for relay station
is described in flowchart shown in Fig. 3. The control server (CS) computes an iXi

4 R. Ratheesh and P. Vetrivelan



matrix (MS association matrix) with the collected data which are shown in Table 1,
where i = number of RSs deployed within the transmission area of selected base
station BSi. A mobile station (MS) will be associated to only one relay at a time, but
from the data we received (refer Fig. 3) from each MS, we can find the next nearby
RS also with respect to the signal strength. This information is used to fill remaining
fields of the iXi matrix (MS association matrix) which will be helpful to provide
service to particular MS while predicting mobility and handoff. Total number of
mobile stations “M” in the area “A” of BSi is equal to sum of diagonal elements.

M ¼
X

RSij; where i ¼ j: ð1Þ

If the total number of active MSs calculated is below the threshold value “T” of
the total capacity of selected base station BSi, then the centralized algorithm to

Fig. 2 System model with joint deployment of BS and RS
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make BS to sleep mode is computed. Now if any one diagonal element is “0,” it
means that there is no MSs associated to that particular RS, so for further power
consumption optimization, this relay station RS can be put into power-saving/sleep
mode by zooming coverage area of neighboring RSs.

Fig. 3 Process flow graph at relay station

Table 1 iXi MS association matrix

6 R. Ratheesh and P. Vetrivelan



4.2 Off-Line Network Traffic Estimation

The off-line network traffic estimation methods use historically calculated data to
predict the present network traffic.

4.2.1 Erlang Formula

An Erlang (E) is a unit of telecommunications traffic measurement as a measure of
offered traffic. Offered traffic (in Erlangs) is related to the call arrival rate, k, and the
average call-holding time (the average time of a phone call), h.

E ¼ kh ð2Þ

The practical measurement of traffic is typically based on continuous observa-
tions over several days or weeks, during which the instantaneous traffic is recorded
at regular, short intervals (such as every few seconds). These measurements are then
used to calculate a single result, most commonly the busy hour traffic (in Erlangs).
These practical results for several days are used to predict the network traffic in the
near future, and with this predicted result and equating with the threshold T1,
power-saving mode is activated.

Erlang B formula: This is the most commonly used traffic model and is used to
work out on how many lines are required if the traffic figure (in Erlangs) during the
busiest hour is known. The model assumes that all blocked calls are immediately
cleared.
Erlang C formula: This model assumes that all blocked calls stay in the system
until they can be handled. This model can be applied to the design of call center
staffing arrangements where, if calls cannot be immediately answered, they enter a
queue.

5 Relay-Assisted BS Power-Saving Algorithm
(RABPS Algorithm)

The objective of this work is to save power of the network by putting the BS into
power-saving mode (PSM) and simultaneously powering low-power RSs to ensure
quality of service. From the iXi matrix (MS association matrix) computed, the value
of each diagonal element gives the number of MSs associated with each relay. If
any diagonal element is zero means, there is no MS associated with the particular
RS. To save further power consumption, a sleep mode is activated in these RSs
until the value changes by next iterative phase. The coverage area of RS which is in
sleep mode is covered by neighboring active RSs by zooming their transmission

Optimal Energy Saving Through Joint Deployment of Relay … 7



area (cell boundaries) called relay zooming. This is done similar to a cell breathing
technique. After ensuring total overlapped coverage for selected BS transmission
area by powering remaining RSs deployed, sleep mode is activated to BS until the
next iteration phase.

5.1 RABPS Algorithm

• Check for value zero in the diagonal elements of iXi (MS association matrix)
matrix

• Identify the RSs which are not associated to any MS and put those RSs to
power-saving mode/sleep mode

• Let “X” be the total number of RSs deployed, and let “Y” be the number of RSs
which are not associated with any MS. Compute Z = number of active RSs

Z ¼ X � Y ð3Þ

• Let RX, RY, and RZ be the set of total number of RSs deployed, RSs in sleep
mode, and RSs in active mode, respectively.

• Start with an element RYi of the set RY which is a relay station not associated to
any MS.

• Determine its closest neighbors, which are the elements of set Rz and form a set
Rm where Rm = {Rj}, where j = 1 to M, M = the number of closest RSs of
RYi ε RY, where i = 1 to “Y”

• Zoom the transmission area of determined neighbors from Rm = {R1, R2 … RM}
one by one.

• Check weather transmission area of RY1 is overlapped.
• If no, j � M, j++
• If yes, continue with next element of RY by incrementing i = i + 1, i � Y,

return to step 5.
• Check i = Y,
• If yes, check for solution, solution is total coverage of selected BS area by

activating RS and activate sleep mode for selected BS.
• Else, continue in normal mode.

6 Results and Discussion

A network topology with nine relay stations (RSs) deployed in a BS transmission
area with minimum overlapped coverage and with random distribution of mobile
stations (MSs) were simulated using MATLAB 2013a 8.1 version, which is shown
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in Fig. 4. A suburban region with temporal variation of network traffic is consid-
ered. Figure 5 shows the network traffic profile for a day. A threshold below 50% of
total capacity is assumed as off-peak hours. Power consumption comparison for one
hour between 11 pm and 12 pm is done in simulation.

The total number of mobile stations in the transmission area of BS is calculated
by summing the diagonal elements as mentioned in Sect. 3, by Eq. (1). The RSs
with none of the MS associated with it is calculated by identifying the RS corre-
sponding to “0” diagonal elements of iXi matrix (MS association matrix). The
power rating of the selected BS is assumed as 80 W/h, and the power rating of relay
station is 8 W/h. The transmission area of BS and each RS is assumed as 2 and
1 km, respectively. So for covering the transmission area of selected BS nine RSs
are needed to deploy. The traffic profile of the selected BS is considered to be in
off-peak hours from 11 pm to 7 am.

With the random distribution of MSs in the network scenario shown in Fig. 4,
the RS 1, RS 2, and RS 4 are not associated with any MS. Power-saving mode is
activated to these relay stations until the next iteration phase for time “t.” In order to
activate sleep mode for RS 1, RS 2, and RS 4, its area of coverage is to be covered
by neighboring active RS 6, RS 7, RS 8, and RS 9. After performing RABPS
algorithm, the sleep mode for BS is activated for time “t.” The power consumption
analysis of base station with and without the proposed RABPSM algorithm is done
for one hour. During off-peak hours for normal operation of BS, it is assumed to
consume 80 W per hour. Simulation of RABPS algorithm shows that for one hour
of off-peak neglecting transition time power, 30 W power is saved for this typical
scenario, which is shown in Fig. 6. For the real-time traffic analysis, both the RSs

Fig. 4 Network scenario for a off-peak hour from 11 pm to 12 pm
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deployed and BS are needed to power together for few seconds. But after the
network traffic analysis, the RSs which are not associated to any MSs are made to
sleep. The power consumption of the total system during this initial phase is higher
for few seconds which is transition period power consumption shown in Fig. 7. In
this simulation, the simulation running time is considered as transition time of the
system.

Fig. 5 Network traffic profile
for a day

Fig. 6 Total power
consumption of BS with and
without RABPS algorithm
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7 Conclusion

In this paper, we proposed a novel RABPS algorithm to optimize power con-
sumption of radio base station by activating sleep mode and simultaneously pow-
ering RSs deployed in the cell. We also proposed a method for real-time network
traffic estimation which can efficiently find out the number of MSs associated to
each RS and the BS. The concept of relay zooming is introduced in this work to
cover area of transmission of adjacent RSs, which are in sleep mode. The simu-
lation results show that our proposed method can save an enormous amount of
power for radio base stations without affecting quality of service. The deployment
of RSs on the cell edges is an efficient methodology to manage group handoff,
which will be focused in our future work. The sleep mode algorithms for BS not
only reduce power consumption of BS but also help to reduce the emission of GHG
gases from BS. The frequency planning for RSs deployed inside a cell needs to be
done, as spectrum is limited, which will be focused in our future work.
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Efficient Relaying for Enhanced
Network Longevity for E-health IOT
Services in Medical Body Area Networks

R. Latha and P. Vetrivelan

Abstract Background Network lifetime is an essential performance metric for
medical body area networks (MBAN) since nodes meant to monitor medical
parameters continuously for a longer amount of time. This paper focuses on various
schemes for enhancing the network lifetime through an analytical approach.
Methods An analytical model for enhanced lifetime of sensor nodes is proposed.
The proposed model consists of both relay nodes (RN) and sensor nodes
(SN) towards enhancing the longevity of network lifetime. The routing protocol is
designed to collect the sensed information from SN by adapting optimal path
towards gateway. The optimal distance between SN and RN is chosen based on best
quality link which ensures the packet delivery. The total installation cost of RN, the
total energy consumption of both RN and SN, the traffic serviced from all sensors
and data routing to nodes are the constraints considered in the proposed framework
for achieving the optimal path though efficient relaying. Results The proposed
multi-tier telemedicine system is extensively simulated for describing the optimal
network path for MBAN-based e-health services. The proposed work is modelled
using integer linear programming that optimizes the location and number of relays.
Relays are deployed for minimizing the cost of network installation of RN. The
energy which is consumed by both sensors and relays is minimized while ensuring
full coverage with effective routing of e-health services. The network longevity is
analyzed during both normal and emergency scenarios.
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Relay nodes

R. Latha (&) � P. Vetrivelan (&)
School of Electronics Engineering, Vellore Institute of Technology,
Chennai 600127, India
e-mail: latha.r2015@vit.ac.in

P. Vetrivelan
e-mail: vetrivelan.p@vit.ac.in

© Springer Nature Singapore Pte Ltd. 2019
A. M. Zungeru et al. (eds.), Wireless Communication Networks and Internet
of Things, Lecture Notes in Electrical Engineering 493,
https://doi.org/10.1007/978-981-10-8663-2_2

13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8663-2_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8663-2_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8663-2_2&amp;domain=pdf


1 Introduction

Medical body area network (MBAN) offers a reliable and comfortable platform for
measuring the parameters like heart rate, blood pressure, blood glucose and walking
rate of the respective patient and records them in their databases. With the help of
this technology, continuous monitoring is possible. Some of the most important
requirements of MBAN are coexistence, low power, robustness and scalability. All
the wearable sensors must communicate the information to a hub through which the
information is transmitted to the doctor who monitors the patient data. These hubs
are in turn connected to the central control point, which acts as an interface between
hub and sensors for doing MBAN communication in 2360–2390 MHz as specified
by FCC. This control point in addition receives data message for enabling the use of
certain frequencies offered only for MBAN devices.

Power scarcity is an important issue in MBAN. For optimizing the sensor
energy, there is an impact on extending the network lifetime.

In this paper, the network lifetime is enhanced through an integer linear pro-
gramming model. The number of relay nodes (RN) and sensor nodes (SN) to be
deployed for minimizing the network installation cost is found out.

These are the contributions of this paper: (1) mathematical model for enhanced
lifetime of network, (2) design heuristics (both normal and emergency) using
integer linear programming and (3) analyse the performance metrics through
simulations.

The paper is as follows. Section 2 describes the related works on network
lifetime enhancement. Section 3 gives the heuristics on integer linear programming
techniques. Section 4 deals with the simulation results and Sect. 5 gives
conclusions.

2 Related Work

In past, some works related to increase in network lifetime of WBAN using relay
nodes [1, 2]. In [2], relaying was combined with cooperation for handling traffic and
was not utilized for sensing; hence, more energy is available. In addition, the relay
nodes’ position is fixed but not optimized. In [1], the upper bound is specified for
the number of relays. For prolonging the network lifetime, in [3] an optimized
MAC protocol which is based on IEEE 802.15.4 standard for the communicating
with gateway and for switching off from one hop to multi-hop topology. Multi-path
routing protocol is used for WBAN in [4], which helps in increase of the network
lifetime with the help of ADHOC mode for importing the mobility of the patient in
the hospital. Using thermal energy harvesting from the human body, [5] explains in
improving the network lifetime of nodes.
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3 Integer Linear Programming Model

The mathematical optimization assumes that the variables as integers. There are
integer linear programming (ILP), in which the objectives and constraints are linear
and 0–1 integer linear programming, where the unknowns are binary. Problems
modelled using ILP are definitely NP hard like that of travelling salesman problem.
The integer variables express decisions and hence, they are much useful in ana-
lysing networks. In networks, the goals, like minimizing the installation cost, dis-
tributing the available frequencies to antenna, are taken into account.

3.1 Network Model

A WBAN scenario is considered where sensors are connected to gateway through
relay nodes. The positions of the relays are not fixed, whereas the position of sensor
nodes is fixed. Let SN be the sensor set, RN denote the set of relays and C denote
coordinator/sink node which acts as coordinator for collecting all the sensed
information and send to the server. Figure 1 shows the network model of MBAN.
This diagram depicts how the SN and RN communicate the health data of a patient
to the doctor through gateway and server.

SN 1

RN 1

SN 2SN 3

RN 2

SN 4

RN 3

SN 5

Mobile gateway

Cloud 

server

Ambulance

Doctor 1
Doctor N

Doctor 2

. . . . . . .

Sensor 

Hub/ Sink 

node/ Co-

ordinator

Fig. 1 Medical body area network with SN and RN sending information to the doctor through the
mobile gateway
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The objective is to minimize the distance between SN and RN. The network
route is defined from SN to RN. The constraints taken are network installation cost
of relay nodes, and the energy consumed by SN and RN must be minimized.

3.2 Propagation Model

The propagation model between the SN and RN is adopted from [5, 6]. The energy
is calculated according to the energy consumed by SN, RN and sink node. In
addition, sensing energy and processing energy are assumed to be less when
comparing to the energy of communication. The energy consumption is the addition
of transmission as well as reception energy of the wireless nodes.

3.3 Enhanced Network Longevity of MBAN Model

According to the above-mentioned parameters, an efficient relaying for enhanced
network lifetime for e-health is designed as follows. The design specifications
include that the distance between the SN and RN is minimized as well as the cost of
network installation and the energy consumption of wireless nodes is minimized.

The objective function takes into account the distance between the SN and RN,
total installation cost of the RN and the energy consumption of the wireless nodes.
This optimization problem is solved by modelling as flow of units of a product
through a network of nodes and connections between nodes.

For every node,

• Sink node/coordinator, bi [ 0, has demand of bi units
• Sensor node/SN, bi\0, has supply of bi units
• Relay node/RN, bi ¼ 0, has neither supply nor demand

Connections between nodes

• cij = cost per unit of flow from i to j
• lij, uij = lower, upper bounds

Figure 2 shows the network flow model through which routing of information
takes place between source and destination nodes. xij = units shipped from node i to
node j

MIN
X

ij

cijxij ð1Þ

S:T:
X

k

xki �
X

i

xii ¼ bi ð2Þ
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X

k

xki �
X

i

xii � ei ð3Þ

where ei is the energy consumption of wireless nodes.

4 Numerical Results

This section explains the proposed enhanced network longevity with the different
parameters like the number of SN, RN as well as the values in objective function,
which contributes to the cost-effective and energy efficient network.

Whenever there is a sensed information, the SN routes them from SN to the sink
node/coordinator through the RN. Here we have assumed that 5 SN and 3 RN are
available. Table 1 shows the assumed route relations from SN to RN with the
constraints assumed such that the network installation cost is minimum (i.e. 100)
and the energy consumption of the wireless nodes to be lesser than or equal to 300.

Table 2 shows the control limits of the rate of data packets, which helps in
determining the minimization of the objective function.

Figure 3 shows the change in objective value w.r.t. the data rate. The minimum
objective value is obtained when all the data rates are equal to 1 kbps.

SN 

1

RN 

1 SN 

2
SN 

3

RN 

2

SN 

4

RN 

3

SN 

5

Co-ordinator/

Sink node

Fig. 2 Possible routes for data from SN to RN for reaching the sink node
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5 Conclusion

Thus a multi-tier telemedicine system is stimulated for describing the optimal
network path for MBAN-based e-health services. This was modelled using linear
integer concept for optimizing the location and relays that are to be deployed for
minimizing network installation cost of RN.

Acknowledgements The authors would like to thank the Institute Professors for helping to
improve this study. The authors also thank the reviewers for giving input on this study.

Table 1 Routes from SN to RN and the network cost and energy constraints

Nodes To Objective value 500 Network cost

From RN 1 RN 2 RN 3

SN 1 25 0 75 100 ¼ 100

SN 2 25 0 75 100 ¼ 100

SN 3 0 100 0 100 ¼ 100

SN 4 25 0 75 100 ¼ 100

SN 5 25 0 75 100 ¼ 100

100 100 300

� � �
Energy 300 300 300

Table 2 Control of data rates
from SN to RN

Nodes To

From RN 1 RN 2 RN 3

SN 1 1 1 1

SN 2 2 2 2

SN 3 3 3 3

SN 4 4 4 4

SN 5 5 5 5

Fig. 3 Variation of objective
value w.r.t. data rate
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Gradient-Based Localization and Relay
Nodes Selection in Delay Tolerant
Mobile Opportunistic Networks
for Emergency Rescue

C. P. Koushik and P. Vetrivelan

Abstract Background In opportunistic networks, there is no complete path
between source and destination and all the nodes are in mobility. Opportunistic
networks exploit the potential capability of existing mobile nodes, such as data
forwarding without any preplanted infrastructures. In gradient-based routing, relay
nodes are selected using a gradient value that leads to less assurance to reaching the
destination. So finding the location of the relay node is an important criterion,
which resolves to loop the packets within the network. Localization is one of the
critical issues for handling emergency rescue message in opportunistic networks.
Method In gradient-based localization, choose the best neighbor node that is near to
the sink as a relay node. Nodes are two types in the network; they are anchor nodes
and sensor nodes. Anchor node is equipped with GPS receiver, and sensor nodes
are randomly deployed in canvas. Anchor position is considered as a reference, and
in turn sensor nodes position is computed using a hybrid approach. Hybrid
approach maps the anchor node coordinates, ToT (time of transmission), AoA
(angle of arrival), and ToA (time of arrival) into a Cartesian plane in order to
localize the sensor node position. After finding the sensor position, the relay node
selection was based on near to the sink, which maximizes the emergency message
discrimination toward the sink. Results Proposed localization and relay node
selection were extensively simulated in OMNeT++. The simulation profile consists
of 20 anchor nodes and 30 sensor nodes in the considered terrain dimension. The
simulation result shows that the performance metric such as a Packet Delivery
Ratio, throughput, and End-to-End Delay is enhanced and compared with existing
gradient-based approach. This proposed scheme is most suitable for dissemination
of a rescue message with least delay during emergency cases such as floods, vol-
cano, and earthquake scenario.
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Keywords AoA � Gradient-based routing � Localization � ToA
ToT

1 Introduction

In Mobile Ad hoc Network (MANET), nodes move in random way mobility model
which is irregular in motion. It is difficult to get the topology information with it,
and it is an infrastructure-less network. A topology change in MANET also occurs
due to frequent change in network and unstable network connection, energy and
lack of infrastructure. These are the major issues in MANET compared to other
network [1]. MANET finds varied applications. Some of them are: tactical network,
emergency service, home network, and context-aware network, etc. [2]. In the
writing, discontinuously associated networks are regularly indicated to as delay- or
disruption tolerant networks (DTN) be that as it may this term is all the more
entirely connected with the Delay/Disruption Tolerant Networking design [3].
Delay Tolerance Mobile Sensor Network [4] is a type of sensor network, which is
technically origin from Delay Tolerance Network (DTN). DTMSNs have several
unique characteristics like mobility of nodes, density of networks, and buffer space
is limited and short radio communication. Since this characteristic leads to dis-
connection in network and frequent changes in network topology, it is rarely
possible to have a complete path between source and destination and there will be
frequent change in network topology in DTMSN.

Initially while deployment each sensor nodes location is given to them. This id is
done either manually or using GPS devices attached to sensor nodes. Installing GPS
in sensor nodes is not possible in the context of large network because of the
excessive cost and workforce involving, respectively. To overcome this, sensor
nodes are made to identify their location with the help of neighbor nodes [5]. This
paper focuses on the localization technique to find the location of neighbor node or
non-GPS-enabled nodes. Several researches are going on in this field of localization
to route the packet to sink.

2 Related Work

Spano and Ricciato [6], a planner (2D) scenario with Mnunber of nodes and M-1
anchor nodes to find the position of that one blind node. In general scenario, every
node transmits a packet to find the distance of unknown transmission time by
observing period of duration D. Here, every packet is transmitted over air as part of
the normal communication process to exploit for localization purpose: Data packet,
ack, and periodical beacons are used to find the ToA (time stamp). All the nodes are
capable of transmitting (Tx) and receiving (Rx), but here dose not required necessary
fully-meshed communication i.e. it can be applied to partial-mesh communication.
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Author follows the same approach adopted by GPS, where the problem is split into
two stages. As packet time stamp and mutual distance between the anchor nodes are
used to estimate the set of pseudo-ranges between the anchor nodes and blind nodes,
then in the second stage, the blind node position is estimated from the set of
pseudo-range combined with anchor node position.

Das and Thampi [7], Network architecture consists of two types of nodes: anchor
node (A-node) which is GPS enabled and sensor node (S-node) is randomly
deployed in the underwater domain. A-node periodically broadcasts a message, and
S-node receives that message to track its location. The data available for an S-node
to localize are A-node coordinates, time of transmission, AoA, and ToA. Once
S-node successfully receives the broadcast packet from A-node, it immediately
starts the location computation phase. Location computation phase depends on the
successful reception of the packet from the A-node. Hence, equirectangular
approximation is chosen to map the geographical coordinates to the S-node in the
Cartesian plane. The coordinates of the S-node in the Cartesian plane are estimated
and converted back to geographical coordinates. The range between the A-node and
S-node is measured using ToA. Therefore, minimal storage space is required and
communication overhead is less when compared to other existing positioning
techniques.

Zhang et al. [8], if a mobile sensor node enters the unknown area, it must be able
to detect its own location using GPS, alternatively a dynamic localization scheme
that must also be used which adjusts the estimation location of the node based on
recent motion. The main goal of gradient-based target equation scheme is to predict
the localization of stationary target within an allowable uncertainty. The base sta-
tion disseminates a search objective to mobile sensor network with two parameters,
the error tolerance and the desired quality of the target. With this, an objective could
be to localize the target within 2 m with at least 95% confident. Once the individual
node has received a request from the target acquisition, each one determines the
most efficient way to localize the potential target with the request level. In partic-
ular, anode starts moving in the direction, which it anticipates is the shortest path to
reach the sink.

Boukerche et al. [9], author explains in detail about RSSI, ToA, and AoA in this
paper. RSSI can be used to estimate the distance between two nodes based on the
signal strength of the signal received by another node. Sensor node sends a signal
with a determined strength that fades as the signal propagates. The bigger the
distance to the receiver node, the lesser the signal strength when it arrives at the
node. Radio propagation model can be used to convert the signal strength in dis-
tance. For ToA, distance between two nodes is directly proportional to the time the
signal takes to propagate from one point to another. This way, if a signal was sent at
time t1 and reached the receiver node at time t2, the distance between sender and
receiver is d = sr(t2 − t1), where sr is the propagation speed of the radio signal. This
type of estimation required precisely synchronized nodes and the time at which the
signal level the node must be in the packet that is sent. Using directional antenna or
an array of the receiver does the estimation of the AoA; usually, three or more than
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three are uniformly separated. In the last case, based on the arrival times of the
signal at each of the receiver, it becomes possible to estimate this signal.

The development of opportunistic applications, i.e., application running over
opportunistic network, is still in early stage. This is due to lack of tools and supports
the process in uncertain condition. Indeed, many tools have been introduced to
study and characterize opportunistic network, but none of them is focused on
helping developers to conceive opportunistic application. The gap between
opportunistic application development and network characterization can be filled
with network emulation [10]. Using the HINT network emulator to develop
opportunistic chat application, which helps to test and performance evaluation
perspectives. They show three different use cases for HINT: How to connect an
application to an opportunistic network, to test the application using the HINT
emulator, and finally to easily test different application scenarios using the HINT
monitoring system [11].

2.1 Gradient-Based Routing

In gradient-based routing protocol, there is no complete path to transfer the message
from source to destination due to random mobility of nodes. In DTMSNs, it will
forward the data rather than flooding so it is difficult to gather topology information
and to find the best path to route the message [12]. One promising way to deal with
transferring the messages from source to sink on DTMSNs is to use gradient-based
routing approach. In this segment, we quickly portrait the major thoughts of
gradient-based routing.

2.2 Routing in Gradient-Based Approach

In gradient-based routing, every node has a metric through which we calculate how
useful that node possible act as a relay node to transfer the message to sink node.
Let us consider every node i has a gradient value Gi that has a packet to transmit to
sink node; i.e., the destination node has a higher gradient value among all nodes in
the network. When node i has neighbor node in its communication range, it check
with its gradient metric is higher than its own it will transmit the message to its
neighbor. Let us consider node j as one of the neighbors in node i whose value is Gj

the best among its neighbor. Let us consider there is neighbor node with higher
gradient value and whose value is higher than source node i then it will forward the
message to node j or it will stores the packet in its own buffer. Only by using
transmitted MSG along the gradient formed by Gi message can also be delivered at
the sink node productively without the information of the whole network besides
gradient metrics.
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2.3 Need for Localization in Gradient-Based Approach

In gradient-based routing protocol, nodes have higher prospect to deliver the
message by assigning higher gradient value for nodes near to sink. When the node
having higher gradient value moves away from sink due to node mobility, then
there is chance of packet transmitted within the network without reaching sink. This
kind of approach cannot be trusted in emergency rescue services. Localization is the
technique to find the localization of neighbor nodes and choose the neighbor node
near to sink as relay node. By that we will choose the entire relay node that is near
to the sink, so there is no chance of packet transmitted within network. Choosing
best relay node near to the sink leads to reduce delay and reduce number of hop
count for packet to reach sink.

3 Proposed Gradient-Based Localization Strategy

3.1 Cartesian Plane

The whole canvas is split into two numbered lines drawn perpendicular to one
another, intersecting at zero on each number line. The horizontal number line is the
x-axis, and vertical line is the y-axis. The two numbers divide the plane or canvas
into four regions called quadrants. The point of intersection of the numbered line is
origin as shown in Fig. 1. Each point in the plane is identified as an ordered pair
(x, y) of real number called coordinates. Keeping sink node as origin (0, 0),
Cartesian plane is drawn in canvas. Here, we are going to use two types of nodes:
one GPS-enabled node or anchor nodes and another one is a normal sensor node.
Anchor nodes frequently update its coordinated in the Cartesian plane with the help
of GPS. Aim is to find the location of sensor nodes with the help of anchor nodes
using Cartesian plane called network Cartesian plane.

3.2 Neighbor Localization

Each node in the network generates its own local Cartesian plane for its commu-
nication range as shown in Fig. 3, to find the location of its neighbors. Whenever a
node has a packet to transmit, it will broadcast a RREQ message to its commu-
nication range to find the neighbor nodes and replay back with RREP message to
source node. By keeping source node as origin neighbor nodes, Cartesian coordi-
nates are calculated. RREQ/RREP has all the required information to calculate the
neighbor coordinates as shown in Fig. 2.

Source node sends RREQ message to its entire neighbor node in its commu-
nication range. Constructing local Cartesian coordinates and network Cartesian
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Fig. 1 Cartesian plane on canvas

Fig. 2 RREQ/RREP message for communication
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coordinates can identify nodes. Source will send its own location coordinates to its
neighbor nodes if it is an anchor node or GPS-enabled node; if it is a sensor node,
then in RREQ message location coordinates are empty. Nodes that receive RREQ
from source will generate local Cartesian coordinate by keeping source as origin
and replay back with its own coordinates in RREP message.

3.3 Calculating Cartesian Coordinate

To calculate the Cartesian coordinates of the nodes, first we have to find the
distance “d” between the two nodes (S-node and P-node) using the RSSI value
indicator. Using directional antenna, we can find angle (h) of the node from which
RREQ message is arrived. Then by using the vectors i and j, right-angled triangle is
formed by moving the vectors i, x-unit parallel to y-axis and vector j, y-unit parallel
to x-axis as shown in Fig. 3.

sin h ¼ x=d ! d sin h ¼ x ð1Þ

cos h ¼ y=d ! d cos h ¼ y ð2Þ

Fig. 3 Cartesian coordinate for single node
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By substituting the distance “d” and angle of arrival ðhÞ in Eqs. (1) and (2) to get
the value of x and y in right angular triangle, three possible conditions can occur in
finding the location of neighbor nodes; they are:

1. Source node is GPS enabled: In this source node will send its location in RREQ
message to its neighbor nodes, by keeping source node as reference node using
Cartesian plane neighbor nodes will compute its location.

2. One of the neighbor nodes is GPS enabled: In RREP, anchor node will send its
location along with Cartesian coordinate to source node. Source node will
compute its location with RREP of anchor node.

3. No anchor node: Then source node cannot find its location and its neighbor
nodes location. Source node will wait until it gets an anchor node in its com-
munication range as shown in Algorithm 1.

Algorithm 1: Gradient-Based Localization

If (Source node is GPS enabled node)

then

Source node sends its location coordinates to all its neighbor nodes

else if (one of the neighbor node is anchor node)

then

In RREP of anchor node has required information for source node to calculate its location

else

Source node will not transmit the packet until it gets an anchor node in its communication range

3.4 Relay Node Selection

After finding the location of all neighbor nodes, the source node stores all the
required information in its neighbor list table. Relay node is selected from one of
the neighbor nodes for packet transmission. The Cartesian plane is drawn as sink as
origin (0, 0), so sink location is known. Knowing the location of neighbor nodes
and keeping source node as reference in network Cartesian plane, and selecting a
node which is near to the sink as relay node for better performance.

4 Simulations and Results

4.1 Simulation Parameters

Simulation is done in discrete event simulator OMNeT++, for studying wired and
wireless network protocols. Simulation is done in terrain size of 200 * 200 m2,
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whereas network size varies from 10, 20, 30, 40, and 50 apart from this network
that has 1-sink node. Mobility of nodes follows random waypoint mobility for
nodes, and as for sink it is no mobility. Keeping sink as origin Cartesian plane is
generated in canvas. These nodes use linear battery model to analyze the perfor-
mance of gradient-based approach and gradient-based localization protocol.
Performance metric like throughput, Packet Delivery Ratio, and End-to-End Delay
is considered.

4.2 Throughput

It is observed from Fig. 4 that if number of nodes increase there is increase in
throughput. However, in 40 numbers of nodes, the throughput is increasing to
larger level in gradient-based localization. Because when there is increase in
number of nodes, it has better chance to meet the other nodes.

4.3 End-to-End Delay

End-to-End Delay is shown in Fig. 5, where in gradient-based localization when
number of node increases delay decreases due to frequent transmission of packet to
sink with the help of relay nodes. As in traditional gradient-based routing, when
number of nodes increase packet will be drifting within the network, and proba-
bility of packet reaching the sink is very low.

Fig. 4 Throughput
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4.4 Packet Delivery Ratio

PDR is displayed in Fig. 6, and here when number of nodes increase there is
increase in Packet Delivery Ratio. With the help of localization algorithm, we can
find the best relay node to transmit the packet so it reaches the sink node. In existing
routing protocol, the packet is transmitting within node network.

Fig. 5 End-to-end delay

Fig. 6 Packet delivery ratio
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5 Conclusion

In this paper, the efficient relay node selection process and gradient-based local-
ization routing protocol for emergency rescue DTN are presented. A Gradient based
routing protocol to choose an efficient relay node using localization technique to
transmit the packet to reach the sink is simulated. Based on the network Cartesian
coordinates and local Cartesian plane value location of the neighbor node is
determined. By choosing the best relay node, which is near to the sink, data can be
transmitted to the destination during the emergency rescue scenario. The proposed
work shows the improvement in the performance metric like Packet Delivery Ratio,
throughput, and End-to-End Delay for smaller number of nodes.

To improve the performance of proposed gradient-based localization routing
protocol, mobility prediction technique is used to select the relay node along with
localization technique. Also, we can work on the network with less overhead and
implement for larger area network is considered in future.
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Modelling and Performance Analysis
of Wi-fi Offloading

Liji A. Jose and C. Hemanth

Abstract Mobile data offloading or Wi-Fi offloading is one such approach to
influence the unused bandwidth across different wireless technologies where data
flowing through cellular network is transferred. Here the delayed type of offloading
is considered for modelling. The traffic in delayed offload would be traffic on per
content basis has loose QoS guarantees that’s were individual packets can be
delayed but entire packet should reach on time and also truly delay tolerant traffic.
These packets can be introduced with an appropriate queuing mechanism such as
reneging, balking or a probabilistic method and modelled for analysis of different
metrics. In this paper, the performance analysis for delayed type of mobile
offloading in access point-based method for the metric of efficiency is modelled and
analysed. In order to verify the optimality of proposed model, the packet arrival rate
and average delays are estimated through simulation using MATLAB software tool.

Keywords Wi-fi offloading � Delayed network � Efficiency � QoS

1 Introduction

In the modern era when the data traffic is having an exponential increase, the greed
to provide a promising and low-cost solution to manage the data traffic increases.
Also, the investments for access networks, infrastructure and the licensed spectrum
availability pose a vulnerable need for alternative methods to reduce the pressure on
cellular networks. Few methods were initiated by operators to reduce the contin-
gency over mobile networks.
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Policies such as choking connection speed and capping data usage, which failed
in order to provide customer satisfaction, thus a broader approach was introduced
called as mobile data offloading. Reliability of traffic delivery over time constraints
leads offloading to delayed and non-delayed types, further on the type of their
deployment as infrastructure, access point based and terminal to terminal based.
Issues to be addressed in non-delayed types include handover transparency and
between existing cellular of past and other alternative access technologies share
interoperation. An intuitive approach is to leverage the unused bandwidth across
different wireless technologies.

Mobile data offloading is considered as the use of a complementary wireless
technology to transfer data originally targeted to flow through the cellular network,
in order to improve some key performance indicators. Simply when an accessible
Wi-fi connection is available, the sessions will be transferred to Wi-fi saving cost
and energy (during low-throughput data transfer) to the user. The Wi-fi offloading is
classified as infrastructure based, access point (AP) based, terminal to terminal
(T2T) based, based on the type of deployment and as delayed offloading,
non-delayed offloading based on the type of delay.

2 Literature Review

Over the years, a lot of work is proposed and carried out in the field of data
offloading considering few prominent works. Donguen Suh through “Efficiency
analysis of Wi-Fi Offloading Techniques” proposed consideration of two types of
Wi-fi offloading techniques entitled as opportunistic Wi-fi offloading, where
opportunistically meeting Wi-fi access points (APs) and mobile node tend to be the
only condition for data offloading. Also delayed Wi-fi offloading, where with the
expectation of future AP contacts data transfer is delayed. They also formulated
analytical models on Wi-fi offloading efficiency as the ratio of the amount of
offloaded data to the total amount of data [1]. Insook Kim through “Probabilistic
Offload Scheme in Integrated Cellular WiFi Systems” proposed Wi-fi offloading
problem in an integrated cellular Wi-fi system consisting of mobile base station
(MBS) and Wi-fi access point (AP). They propose a probabilistic offloading
scheme, where cellular packets that arrive at the queue of MBS are offloaded to the
queue of Wi-fi AP with an offload probability. The offload probability is determined
to minimize the average delay experienced by the cellular packets while guaran-
teeing stability of both cellular and Wi-fi system. Studied two priority disciplines:
First-In-First-Out (FIFO) and Non-Preemptive Priority Rule (NPPR). Considered
the congestion in network, penalty switching and pricing of network in
congestion-aware network selection problem in data offloading. The offload prob-
ability p is determined to minimize the average delay experienced by cellular
packets while guaranteeing stability of both systems (cellular and Wi-fi) [2].

Kyunghan Lee through “Mobile Data Offloading: How Much Can WiFi
Deliver?” proposed study on the 3G performance through Wi-fi networks of mobile
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data offloading. They recruited about 100 iPhone users from metropolitan areas and
collected statistics on their Wi-fi connectivity during about a two and half week
period. Acquired simulation traces indicate that Wi-fi already offloads about 65% of
the total mobile data traffic and save 55% of battery power without using any
delayed transmission. In case the data transfers are delayed using a deadline till
users enter a Wi-fi zone, achievement of substantial gains when a fairly larger
deadline of tens of minutes [3]. Joohyun Lee through “Economics of WiFi
Offloading: Trading Delay for Cellular Capacity” proposed, how much economic
benefits can be generated due to delayed Wi-fi offloading, based on a two stage
sequential game the interaction between users and a single provider and users is
modelled. They analytically first proved that Wi-fi offloading for both the provider
and users is economically beneficial. Also to quantify the practical gain, a
trace-driven numerical analysis is conducted. The revenue gain from the delayed
offloading generated by network upgrade from 3G to 4G is similar to the
on-the-spot delayed offloading. The revenue increase of complex pricing schemes
(such as two-tier from flat and congestion from volume) becomes smaller for higher
offloading chances, which is true as of now and in the future, when more Wi-fi APs
are expected to be deployed [4].

Qimei Chen through “Rethinking Mobile Data Offloading in LTE and WiFi
Coexisting Systems” proposed to transfer Wi-fi users to the LTE-U network and
simultaneously allocate some unlicensed spectrum to LTE-U. In this way, a win–
win situation could be generated since LTE can achieve better spectrum efficiency
than Wi-fi in the unlicensed spectrum. They utilize the Nash bargaining solution to
design fair unlicensed spectrum allocation between Wi-fi and LTE-U, and thereby,
a win–win strategy is developed, whose performance is demonstrated by numerical
simulation. Through numerical simulation, compared the three different user
transfer schemes based on the availability of CSI as random transfer, distance based
transfer and CSI based transfer [5]. Eyuphan Bulut through “WiFi Access Point
Deployment for Efficient Mobile Data Offloading” proposed the deployment of
Wi-fi access points (APs) in a metropolitan area for efficient offloading of mobile
data traffic. They proposed a deployment algorithm by analysing a large-scale
real-user mobility trace based on the density of user data request frequency.
Proposed to deploy the APs to the locations with the highest density of user data
access requests. Ray-Guang Cheng et al., “Offloading Multiple Mobile Data
Contents Through Opportunistic Device-to-Device Communications” presented a
popularity-based relaying user selection algorithm to determine the number of
relaying users for distributing multiple contents with different popularity. An ana-
lytical model is then presented to estimate the amount of reduced mobile data traffic
under single-hop and multi-hop opportunistic forwarding scenarios [6].

Fidan Mehmeti through “Performance Analysis of Mobile Data Offloading in
Heterogeneous Networks” proposed a queueing analytic model that can be used to
understand the performance improvements achievable by Wi-fi-based data
offloading, as a function of Wi-fi availability and performance, user mobility and
traffic load, and the coverage ratio and respective rates of different cellular tech-
nologies available. They dealt with: (i) on-the-spot offloading (ii) provided
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closed-form results and approximations (iii) provided an extension for generic
packet size distributions (iv) validated their theory against realistic parameter values
and distributions (v) provided some insight about the offloading gains that are of
interest to both users and operators [6].

A. Rajabi through “Flows with Bounded Waiting Time in Networked and
Distributed Systems” studied the performance of queueing systems in which cus-
tomers arrive with a probability balk, and with a deterministic distribution renege.
The probabilities of the number of customers for balking system have been derived.
An intuitive relation between the average number of customers in balking and
reneging systems is presented. Finally, a straightforward mechanism to calculate the
jitter and average degree of multiplexing has been provided. Such mechanism is
also useful in analysis of fair queueing and weighted fair queueing which are
recently employed in Internet routers to provide a degree of quality of service
(QoS) among different traffics [7].

3 System Specification

Consider a mobile system with input arrival “Lm” and output transfer rate as “Um”
also consider a Wi-fi system with input arrival “Lw” and output transfer rate of
“Uw”. The mobile system buffer is under constant pressure because of minimal
available bandwidth constraint the mobile node is always under scrutiny to transfer
data whenever it comes in contact with a Wi-fi system which shares the idea of
offloading. In the specified system model, the system is considered to be a delayed
system such that whenever there is a congestion in the mobile system the mobile
system will transfer its data to the Wi-fi network with a proportionate amount of
delay. The offloading mechanism is achieved based on a probabilistic condition
such that a threshold probability is set at “p”, whenever the congestion in the mobile
system “x” is greater than the threshold probability the offload occurs (Fig. 1).

Fig. 1 System model

36 L. A. Jose and C. Hemanth



4 Results

The analysis for modelling and performance of Wi-fi offloading are performed in
MATLAB; the analysis and s for the same are discussed in Figs. 2, 3, 4 and 5.

Fig. 2 Initial time specifications

Fig. 3 Further time specification
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Initially, the calculations for initial arrival and further packet arrivals are cal-
culated based on which the probabilistic offload is done. The packet arrivals at the
initial time when the user approaches to the access point to the time intervals at the
final when offload is done are estimated. Based on the estimated values, the
probabilistic offload condition is specified and offloading is done. Lm and Lw are
poison distribution value for mobile and Wi-fi, respectively.

This further contributes to the estimation of probability of offload based on
which the efficiency is estimated.

Fig. 4 Wi-fi and cellular
packet arrival rate and lengths
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Integrity Verification for Shared Data
in Group with User Revocation

M. Suguna, S. Mercy Shalinie and R. Sivaranjani

Abstract Cloud computing provides storage for the multiple users to store and
share their data anywhere at anytime basis. There were some security issues faced
by the cloud users such as data correctness, data theft, data leakage, privacy on user
level because of the third-party data control. One of the major issues in cloud
storage is ensuring data integrity when data are shared by multiple users in the
cloud and the data owner accesses data locally. To overcome this issue, many
public integrity auditing schemes have been proposed where the computation
overhead is huge for the data owner. Hence, efficient auditing with minimum
overhead at client side is in need. In the proposed method, we have multi-user
modification model with user revocation where the auditing work is delegated to a
trusted third-party auditor (TPA) on a secure model, thereby reducing the overhead
faced by client.

Keywords Public auditing � Cloud storage � Third-party auditor
Block less verification � User revocation � Data integrity

1 Introduction

Cloud computing provides storage for the users to access the data on their own
computer’s. Cloud is used to connect multiple computers via the digital network
through one computer. Some cloud memory such as cloud-based software Dropbox
[1] constructs the cloud application. CloudMe [2] has been built as a cloud
application. There are two components in cloud architecture; they are front end and
back end. The front end is only accessed by client or user, and back end is full of
cloud architecture; here cloud controls the storage devices and servers. Cloud
storage is a model to store data on multiple virtual servers hosted by TPA rather
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than being hosted on dedicated servers. There are some types of cloud for user
flexibility; they are public cloud, private cloud, community cloud, hybrid cloud.

Cloud computing are of three types: Infrastructure as a Service (IaaS): The IaaS
is the base for the cloud. By using the IaaS, the CSP can ensure that the data are
secure and the data can be accessed via, firewalls, routers, storage, and other
network equipment in the cloud; Platform as a Service (PaaS): In PaaS, a client can
create own appliance which runs on contributor infrastructure; and Software as a
Service (SaaS): In SaaS, there is no requirement of client side expenditure for
servers or software licenses. There are some of the security issues faced by cloud
computing which are data integrity, data theft, security on vendor and user level,
information and physical security, third-party data control, operational security.
Two kinds of threats are prevalent in shared data storage in cloud. First, the client
can try to corrupt the data in the shared pool. Second, the CSP can accidently
remove or change the data in its memory due to hardware/software crash. The major
issue in cloud storage is data integrity. To solve the problem, many mechanisms [3–
6] have been proposed and allowed multiple users to conduct integrity checking
beyond downloading the whole data from the cloud. In existing, data owner who
carry the secret key can only change the data and share in the cloud. To allow group
user modification with integrity [7], the data owner needs to stay online, collect the
changes made on data from the other clients, and update the verification tags [7] for
each modified user with integrity assurance.

In cloud, to support multi-user modification, Wang proposes data integrity upon
ring signature [5]. In this scheme, auditing cost is maintained with fixed size in the
group. The cloud node is responsible for updating signature in the cloud storage to
prevent impersonation attack in the cloud [5]. We need to overcome the following
challenges to get efficient user revocation:

(1) Allowing group user to modify or share information in the cloud without the
help of data owner and creating individual aggregate tags for each user
becomes a problem. This is because the authentication tags must be generated
with client’s secret key, which is kept secret from all. Without verification tags,
user cannot provide integrity verification in cloud. To solve the problem, let
users can share the same secret key. By this, all verification tags are in the
similar format, and it can be easily coagulated.

(2) Efficient user revocation. All users authenticated tags are needed to be updated
in the cloud, and all revoked users authentication tags are also updated and
maintained in the cloud so that we can easily remove the secret key of revoked
user from the cloud. If any user revoked from the group, then public key of the
group is needed to be updated with authentication tag in the cloud.

(3) Public integrity verification. Public auditing is handled by the data owner and
also by any clients who hold a public key. In this scheme, we propose a novel
integrity auditing scheme for cloud environment to support multiple-user
modification which addresses the above challenges. This scheme supports
polynomial-based verification tags from multiple clients into one and transfers
the information to the auditor. In this scheme, auditing cost is maintained with
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fixed size in the group to support group user revocation [4, 8]. The cloud node
is responsible for updating the signature in the cloud storage to prevent
impersonation attack in the cloud [7, 9]. By using Shamir’s Secret Sharing [10],
secret divides into N polynomial shares. The design of public integrity auditing
scheme supports group user modification with blockless verification.

2 Models

2.1 System Model

In system model, cloud consists of three systems: cloud server, public verifier (TPA),
and group users. Cloud server maintains storage services to the group users. Group
user consists of number of clients, and original user shares data in the cloud. All
clients in the group can change and access the data in the cloud. TPA can check the
integrity of data using proof information from the cloud. Once user revoked, then
user cannot access the information in the cloud. As our proposed scheme allows
public integrity auditing, any user who holds public key can act as a TPA in the cloud.
The acquired information are stored as structure of files and each file splits into
number of blocks with the authentication key that is created by the own user. When
client modifies or updates the block, client updates the corresponding verification tag
with his/her own secret key without contacting the user. If any user revoked from
group, the user cannot access the data in the cloud because TPA verifies and
recomputes the public key (for more detail refer Fig. 1) for the group users.

Fig. 1 System model
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2.2 Threat Model

In threat model, integrity can be disputed in the following ways: cloud service
provider (CSP) can also crash the data, hardware or software failure and operational
errors of system administrator, revoked users can also try to access the information
stored in the cloud.

We analyze the problem of constructing a public integrity auditing for dynamic
data shared in a group with user revocation.

(1) Public auditing: The TPA verifies the data block stored in the cloud without
downloading the information from the cloud.

(2) Data correctness: The TPA checks the integrity of data shared in the cloud.
(3) Unforgeability: Group user can only generate valid key or signature on shared

data.
(4) Efficient user revocation: If any user is revoked from the group, then the user

key and the signed blocks are taken by the original user. Then revoked user
accesses are removed from the cloud.

(5) Scalability: Multiple users shared their data in the cloud publicly, and the public
verifier is able to handle the multiple auditing tasks simultaneously in efficient
manner.

3 Proposed Methodology

Setup: In setup step, original user runs key generation part and generates the public
key (Pk), private key (Uk), secret key (Sk) of each user. In this design, each user has
unique secret key for modification. To audit the file in the data block, each user
needs authentication tag to upload and maintain the log in a cloud.

Update: In update step, all users in the group can change or modify the data in a
cloud. After modifying or updating the data, the user needs to compute the tag with
their own secret key. While updating the modified data block with the tag in the
cloud, it simultaneously updates the data block in the log file.

Challenge: Third-party auditor (TPA) evaluates the integrity verification of data.
TPA audits the log file and generates a message and sends to the cloud server.

Prove: In proving step, the cloud waits for the message from challenge step;
then, the cloud generates the proof information. Finally, the cloud responds to
third-party auditor (TPA) with proof information.

Verify: By using the proof information, the verifier checks the file integrity and
analyzes the data integrity.

User revocation: The original user and the cloud check if any user is revoked
from the group; then, the authentication tag generated by revoked user and a secret
key of revoked user are removed from the tag. Then original user checks the
number of tags modified by the revoked users which becomes a potential burden for

44 M. Suguna et al.



the user’. To control the burden from the original user, all tag update operations are
handled by cloud because the cloud can support parallel processing. After receiving
the message, cloud updates the authentication tag of each block. The verifier and the
group users then remove the public information from revoked users. Public verifier
(TPA) audits the files last accessed by the revoked users and sends the message to
cloud. The cloud checks the message and log file and sends the proof information to
the TPA. TPA checks the integrity of the data and analyzes the report as accept or
reject.

Step 1. In the initial setup, an original user s0 evaluates key algorithm and
creates the public key (Pk), secret key (Uk), private key (Sk) for every
user. Using file processing algorithm, each file F splits into n blocks of
data and each block then divides into s elements. For every user tags ri
are generated for the files to be uploaded and these tags are stored at
third-party verifier.

Step 2. In update step, multiple users can share or modify the data in the cloud
simultaneously and a new authentication tag ri is computed for each
modification or updation done by the user. During download, TPA
generates a challenge message
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sends it to the cloud, and cloud acquires the challenge message from
the auditor (TPA) and creates proof information and sends it to the
auditor.

Step 3. By utilizing the proof information, verifier checks data correctness
verification on download. The original user s0 runs a Shamir’s Secret
Sharing scheme and generates N points. Each cloud node needs to
update a piece of the tag. If any client is revoked from the group, then
the group key is updated and the updated key is circulated amongst all
group users.

Step 4. By this, public auditing and user revocation are achieved securely
using a trusted verifier. By using dynamic auditing scheme, any client
in the group can easily modify and update blocks in the data in single
block using dynamic operation.
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Multi-file auditing: In cloud, group users often make changes in blocks to ensure
data integrity TPA audit the data in blocks frequently. So the computational cost is
inefficient. To control batch auditing operation performed in the cloud. To audit
N number of information blocks in file batch, challenge converts N number of data
blocks into one message and one verification step to reduce cost. By this multi-file,
auditing enables the verifier to perform integrity auditing for N number of files as
single file cost.

4 Support Dynamic Operations

Any client in the group can easily change the information in the cloud using
dynamic operation. Dynamic operation supports insert, delete, update on single
block. By using index hash table, all users can efficiently perform dynamic oper-
ation on shared data. Client can modify the single data block in shared data by using
insert and delete operations. The modified blocks, are all changed and if users share
the data, then the signature of the block has been recomputed the signature of the
block even though the content has not been changed. Here, I denotes Index and
B denotes block in the table.

By using hash table [5], user can perform dynamic operation efficiently. In our
appliance, the identifier is described as idj = {Vj, rj} where vj is denoted as the
virtual values of blocks aj and rj is a value created by a hash basis H2. The value of
r is generated by the H2; it shows that each block has a solitary identifier and the
virtual indices are able to ensure that all shared data are in right order in index table.
(Figs. 2 and 3 show the multiple dynamic operations with our index hash table).
Here, q supports sufficient number of blocks for the group, so that there is no way to
have the same virtual indexes in the table.

I B V R1234 35
n

I B V R123 34
N

Fig. 2 Insert block into dynamic data operation using hash table as identifier
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5 Performance Analysis

In this mechanism, we evaluate the performance of the proposed method by storing
the files on CloudMe and implement the algorithms using Java. On CloudMe, we
deploy different text files accessed by the users and modify file with the authenti-
cation tag. The computational cost is calculated for the user and verifier by varying
the file size. The communication cost is analyzed through the challenge message
and proof information. To check the verification tag generation time, we increase
the number of blocks in the file. Our result depicts the analysis of verification tag
generation. To verify the file size in the auditing, we alter the number of blocks
from 1000 to 100,000. As depicted in Fig. 4, the tag generation time is proposi-
tional to the number of blocks from 10 to 100 s.

Figure 5 shows that to revoke a user, the advanced user revocation algorithm
consumes minimal storage overhead for tag updation for each user which leads to
increase in communication cost.

I B V R123 3
4
N

I B V R123 34
n

Fig. 3 Update blocks and delete blocks in dynamic data operation using a hash table as identifier

Fig. 4 Authentication tag
generation time
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6 Conclusion

Public integrity auditing mechanism checks the data correctness in cloud-sharing
resources. To support group user modification and dynamic auditing, user generates
an authentication tag to insert, delete, and update the data in the block. TPA can
verify the data integrity with blockless verification. Authentication tag generation is
performed by user revocation algorithm. Although the advanced user revocation
algorithm requires more cost and cloud-sharing resources, it achieves better relia-
bility for the system. In this scheme, we extend our mechanism to support batch
auditing but there are some issues that will be continued as a future work. One of
them is traceability, which means ability to reveal the identity of the signer based on
verification meta data. Another issue is the cloud reciprocity problem (although
original user back up his/her data in multiple CSPs, CSPs might exercise mutual aid
to avoid the huge cost of data lost). Thus, we can achieve data correctness for
multiple tasks through batch auditing technique.
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Shortest Path Solution to Wireless
Sensor Networks Using Edge-Based
Three-Point Steiner Tree Concept

S. Sundar, V. Balakrishnan, R. Kumar and Harish M. Kittur

Abstract Wireless sensor networks have gained immense significance and popu-
larity in modern technology especially as a result of emerging concepts like the
Internet of Things (IoT). These networks are usually under constant pressure to
scale-up in order to meet the ever-growing demand. Under such situations, it is
often required to connect two existing adjacent, but independent, networks so that
they form a single larger network. Some of the networks may even have mobile
nodes. This paper proposes an effective method for placing a bridge node in the
intersection of coverage region of two networks using a combination of Steiner tree
algorithm and concept of edge nodes—Edge-based Three-Point Steiner (EdTPS)
tree—such that communication across the network can be carried out with the
shortest possible path.

Keywords Steiner tree � Bridge node � Mobile node � Edge-based three-point
Steiner tree

1 Introduction

The amount of traffic within networks always shows an upward trend. This occurs
not only due to traffic generated by nodes already present but also due to the need
for expanding the coverage. In order to meet these demands, separate networks are
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usually linked to one another. This process of linking presents a lot of challenges.
The linking path may have several spatial constraints. Moreover, it is usually more
expensive. Hence, the objective is to achieve the link with as few new nodes as
possible. In the most constrained scenario, it may only be possible to place one new
node to connect the two networks. This one node can be made mobile if the
component networks have mobile nodes. In this case, the optimum placement of the
node becomes very crucial. The newly placed node has to handle all of the inter-
network traffic. Thus, every such communication must happen as fast as possible.
This limit is achieved when there exists shortest path communication between any
two nodes across the network.

While many algorithms exist which find the shortest path among a given set of
points, very few deal with the aspect of placing a new point such that the network as
a whole is more efficient. The Minimum Steiner Tree (MST) problem is one such
approach. It aims at finding the shortest path interconnecting a set of N points by
adding N − 2 new points of interconnection. However, in the problem scenario,
there are constraints over the number and location of the additional nodes. Hence,
the pure Steiner tree approach may not yield best results as we are required to place
only one new node.

As mentioned above, if only one new node is to be placed, we may apply Steiner
tree algorithm to various combinations of sets of 3 points (N = 3) and find the best
combination so that we get only one solution point. This is the brute force approach.
However, this approach might also yield sub-optimal results for certain arrangement
of nodes as demonstrated in this paper. The proposed method addresses the
above-mentioned drawbacks and yields better results by using the concept of edge
node in conjunction with the three-node Steiner tree problem.

2 Steiner Tree Problem and Related Work

For the fixed set of V vertices, the Euclidean Steiner tree problem is to find the tree
with minimum Euclidean length spanning all vertices in V, while allowing for the
addition of extra or auxiliary vertices called as Steiner vertices. This is an NP-hard
problem [1], and hence, it is very difficult to obtain polynomial time algorithms for
exactly solving it.

This section briefs about few Steiner tree-based works which are based on
approximate algorithms where the detailed survey is found in [2].

In 1993, a simple greedy algorithm was introduced by Zelikovsky using the
concept of 3 Steiner trees. This method has an approximation ratio of 1.834 [3].
Later, Berman and Ramaiyer have extended the approach to k-tree with an
approximation ratio of 1.734 [4]. Karpinski and Zelikovsky proposed the concept of
loss of a Steiner tree which is defined as the cost of the minimum spanning forest in
the Steiner tree [5]. An approximation ratio of 1.644 was achieved with an algo-
rithm that minimizes the loss of a Steiner tree and sum of edge cost. All
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approximation algorithms proposed by the researchers for the Steiner tree problem
have borrowed from Zelikovsky’s concept [6].

The problem of Steiner tree is quite similar to the minimum spanning tree
problem [6]. The primary difference is that in Steiner tree problem, extra edges and
vertices may be introduced to minimize the length of the spanning tree. The
deriving of minimum cost tree is quite useful for several applications, namely VLSI
physical design [7], telecommunication network design [8], multicast packing [9],
[10], network topology control [11, 12], maximizing lifetime of networks [1] and
network design [6].

As the Steiner tree problem is of having great significance for both theoretical
research and practical applications, we have proposed optimum placement of a
Steiner node to extend the coverage and allowing for establishing shortest path
between two networks.

3 Methodology

The entire work is simulated using MATLAB, a numerical computing environment
with multiple paradigms and fourth-generation programming language. It also
provides good graphical support for visualization of the networks.

The workspace is represented by a 100 by 100 graph spanning along the hori-
zontal (x)-axis and vertical (y)-axis. The left half represents one network while the
right half represents the second network. The region of common network coverage
is assumed to be in the middle of the two networks. For simplicity, this common
region may be represented by the line x = 50. Any number of nodes may be placed
on either side. These would represent the individual networks. The objective is to
find the location in the common region (x = 50) where the bridge node is to be
placed such that there exists shortest path communication between the two net-
works (Fig. 1).

The placement of individual nodes can be done by clicking the mouse at the
corresponding points on the graph. The inbuilt commands of MATLAB provide all
necessary graphical input and output support for the purpose of simulation (Figs. 2,
3, 4 and 5).

Once the positions of nodes of each network is fixed, the Edge-based
Three-Point Steiner (EdTPS) tree algorithm is applied,

1. Find the set of edge nodes for network 1 and 2.
2. Based on the total number of edge of nodes (N1edge + N2edge), there may be

two cases.
Case (N1edge + N2edge) < 2: Find the rightmost node of network 1 and left-

most node of network 2. The solution Bfinal will be the mid-point of these two
nodes.

Case 2 (N1edge + N2edge) > 2: Apply Steiner Tree algorithm to all edge nodes
three at a time and find the sum of paths.
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3. Find the set of three nodes (with at least one node from each network) which
have the least sum of paths.

4. Obtain the Steiner point for these three points. If the Steiner point is not on the
line x = 50, extrapolate the line joining the Steiner point and the node in that
network which has only one of the three nodes mentioned in step III, until it
intersects the line x = 50.

5. This newly obtained point is the required optimum placement of the bridge
node.

6. Such points can be obtained at regular intervals to implement a network with
mobile nodes like mobile ad hoc networks (MANETs).

Network 1 Network 2

Fig. 1 Layout of networks

Fig. 2 Nodes placed by
simply clicking the mouse
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Fig. 3 Steiner solution for
three random points

N1org, N2org – Set of original nodes of network 1 and 2 
respectively
LN1org, LN2org – Number of elements in N1org and N2org
respectively
N1edge, N2edge – Set of edge nodes of network 1 and 2 
respectively
LN1edge,LN2edge – Number of elements in N1edge and 
N2edge respectively
T – Target set containing the three nodes which will 
give final solution
Bfinal – Brigde node
Redge(x) – distance between node x and line(x=50)
R(x,y) – distance between node x and node y
nC2 – all possible selections of 2 nodes from set whose 
length is denoted by n
steinerlocation(x,y,z) – returns the location of steiner 
point solution for nodes x,y,z

Fig. 4 Notations
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Once the positions of nodes of each network is fixed, the 

FOR  i = 1 to LN1org // step I
FOR j = 1 to LN1org

IF  x-coordinate of N1org(j) > x-coordinate of 
N1org(i)

IF  R(N1org(j), N1org(i)) < Redge(N1org(i))
do not make N1org(i) element of N1edge

flag =1
BREAK

END IF
END IF
IF flag == 0

make N1org(i) element of N1edge

ELSE     node i an edge node
END IF

END FOR
END FOR
REPEAT the above process for network 2
FOR i = 1 to LN1edge //  steps II and III

IF  minsum > steinercost(N1edge(i), N2edge( LN2edgeC2 ) )
minsum = steinercost(N1edge(i), N2edge( LN2edgeC2 ) )
REPLACE elements of set T with N1edge(i), N2edge(

LN2edgeC2 ) 
END IF

END FOR
FOR i = 1 to LN2edge

IF  minsum > steinercost(N2edge(i), N1edge( LN2edgeC2 ) )
minsum = steinercost(N2edge(i), N1edge( LN2edgeC2 ) )
REPLACE elements of set T with N2edge(i), N1edge(

LN2edgeC2 ) 
END IF

END FOR
Bfinal = steinerlocation(T)                  // step IV

Finding the cost of a particular set of three points - 
Steinercost(x,y,z)
P =  steinerlocation(T)
cost = distance(x,P) + distance(y,P) + distance(x,P)
RETURN cost

Fig. 5 High-level pseudocode of the proposed algorithm
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4 Results and Discussion

Important points to be noted:

• The motivation to find edge nodes is based on the understanding that any
communication with the other network will have to take place through the edge
node. Otherwise, the path of communication will not be shortest.

• The Steiner tree algorithm for three points gives the location of Steiner point
which can be used to interconnect all the three points with the shortest possible
paths.

• For the sake of simplicity, the common region is assumed to be a single line
(x = 50). In reality, the common region may be a wider area.

The following solution was obtained for the placement of nodes as shown in
Fig. 6.

This (Fig. 8) is the required solution for optimum placement of bridge node. It is
obtained by applying the Steiner algorithm among all combinations of the edge
nodes taken three at a time (with at least one from each network). For the purpose of
better visualization of the network, a minimum spanning tree may be plotted for any
node as root node. This gives shortest path communication from that node to any
other node (Figs. 7 and 9).

Assuming all nodes generate traffic equally, we may find the shortest path
between any two nodes for all nodes and subsequently find the sum. Adding the
above distance values gives a total of 1656.6. Now we shall compare this result
with the alternate approaches that were mentioned earlier in the paper.

Fig. 6 Random placement of
8 nodes
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Fig. 7 Determination of edge
nodes shown in red square for
network 1 and star for
network 2

Fig. 8 Location of bridge
node indicated by red circle
along x = 50 line

Fig. 9 Minimum spanning
tree with root node indicated
by star
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5 Comparative Analysis

The method used in this paper presents two unique approaches:

1. Using edge nodes

As mentioned previously, the idea of using edge nodes is based on the under-
standing that any communication with the other network will have to occur through
these nodes and hence all optimization efforts with respect to the placement of
bridge nodes should be focussed only on these nodes. Otherwise, the Steiner
algorithm may yield a different solution which may not be the shortest possible
path. The following example illustrates this point.

The same set of nodes has been used as above. However, no edge nodes were
identified. Instead, the Steiner algorithm was applied to all possible combinations to
find the set of three points which yield the minimum sum of paths (brute force
approach).

This approach yields a different solution as compared to Fig. 6. This is because,
in this particular case, the Steiner point is obtained as a result of applying it on the
two nodes of network 1 having lowest y value and 1 node of network 2 having
lowest y value. While these 3 points may yield the lowest sum of paths compared to
any other set of 3 points, they do not give the best result overall.

Deviations from Fig. 10 can be observed in the nodes with source = 9 (Figs. 11,
12, 13, 14, 15, 16, and 17).

Adding the above distances gives a total of 1685.8 which is 29.2 more than the
previous solution using edge nodes. Thus, the proposed solution tends to give better
results than the brute force approach.

2. Applying Steiner algorithm for 3 nodes at a time

The Steiner Tree algorithm can be applied for any number of points. However,
finding the solution for any number of points is very difficult. Assuming the
solution is available from any of the available published algorithms [13], the results
are still not the best. This is because the problem at hand is not a pure Steiner Tree
problem.

• There is a constraint on the placement of the bridge node. It must be at x = 50.
• We must not change the structure of the existing networks by adding new nodes,

etc.

The following example illustrates this point. The Steiner Tree for given 8 points
was found using one of the available published algorithms. The point where the tree
intersects the line x = 50 was chosen as location of bridge node.

Deviations from Fig. 10 can be observed in the nodes with source = 9.
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Source Destination Distance
2 1 25.62
3 1 27.82
3 2 29.18
4 1 40.20
4 2 53.68
4 3 26.57
5 1 51.80
5 2 49.44
5 3 24.14
5 4 31.14
6 1 69.17
6 2 47.02
6 3 51.83
6 4 75.58
6 5 49.88
7 1 86.58
7 2 66.03
7 3 65.67
7 4 86.14
7 5 56.66
7 6 19.77
8 1 77.81
8 2 61.89
8 3 53.13
8 4 69.83
8 5 39.07
8 6 26.22
8 7 19.87
9 1 46.83
9 2 35.37
9 3 22.04
9 4 43.21
9 5 19.47
9 6 32.50
9 7 43.97
9 8 31.34

Fig. 10 Shortest path
distance for all pairs of nodes.
The nodes are indexed in the
order in which the input was
fed. The last node (9) is the
Steiner node
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Adding the above values gives a total of 1662.9 which is 6.3 more than the
original solution that was first presented in this paper. Thus, the proposed solution
tends to give better results than using the pure Steiner Tree solution approach.

The three approaches—proposed solution (PS), brute force (BF) and pure
Steiner tree (PST)—have been tested on various input arrangements. Five such
arrangements have been shown in Fig. 18. For each input, the sum of shortest path
distances for all pairs of nodes was calculated using each of the three approaches.
The distances are then scaled to the value of the proposed solution (PS) so that they
can be easily compared.

Thus, for most cases, the proposed solution yields a better solution; however,
there may be certain arrangements for which the three approaches may give same
result as in case of arrangement (e) (Figs. 19 and 20).

Fig. 11 Location of bridge
node indicated by red circle
along x = 50 line

Fig. 12 Minimum spanning
tree with same root node
indicated by star
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Source Destination Distance
2 1 25.62
3 1 27.82
3 2 29.18
4 1 40.20
4 2 53.68
4 3 26.57
5 1 51.80
5 2 49.44
5 3 24.14
5 4 31.14
6 1 69.17
6 2 47.02
6 3 51.83
6 4 75.58
6 5 49.88
7 1 86.58
7 2 66.03
7 3 65.67
7 4 86.14
7 4 86.14
7 5 56.66
7 6 19.77
8 1 77.81
8 2 61.89
8 3 53.13
8 4 69.83
8 5 39.07
8 6 26.22
8 7 19.87
9 1 55.76
9 2 49.76
9 3 28.00
9 4 38.74
9 5 7.74
9 6 43.45
9 7 49.09
9 8 31.33

Fig. 13 Shortest path
distance for all pairs of nodes.
Row indicates source and
column indicates destination.
The diagonal and upper right
corners of the matrix are to be
ignored
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Fig. 14 Minimum Steiner
tree for given 8 points. The
tree intersects at x = 50 at
y = 46.5

Fig. 15 Location of bridge
node indicated by red circle
along x = 50 line. Compare
with Figs. 6 and 9

Fig. 16 Minimum spanning
tree with same root node
indicated by star
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Source Destination Distance
2 1 25.62
3 1 27.82
3 2 29.18
4 1 40.20
4 2 53.68
4 3 26.57
5 1 51.80
5 2 49.44
5 3 24.14
5 4 31.14
6 1 69.17
6 2 47.02
6 3 51.83
6 4 75.58
6 5 49.88
7 1 86.58
7 2 66.03
7 3 65.67
7 4 86.14
7 5 56.66
7 6 19.77
8 1 77.81
8 2 61.89
8 3 53.13
8 4 69.83
8 5 39.07
8 6 26.22
8 7 19.87
9 1 49.99
9 2 41.00
9 3 23.32
9 4 40.73
9 5 13.77
9 6 36.45
9 7 45.42
9 8 30.34
9 8 31.33

Fig. 17 Shortest path
distance for all pairs of nodes.
Row indicates source and
column indicates destination.
The diagonal and upper right
corners of the matrix are to be
ignored
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Fig. 18 Input arrangements. a 6 nodes, b 7 nodes, c 8 nodes, d 8 nodes, e 9 nodes

Arrangement PS BF PST PS (scaled) BF (scaled) PST (scaled)
a 948.37 956.6 950.13 100 100.86 100.18
b 987.21 990.22 990.21 100 100.3 100.3
c 1455.7 1461.6 1456.1 100 100.45 100.02
d 1498.5 1500.5 1502.2 100 100.13 100.24
e 1630 1630 1630 100 100 100

Fig. 19 Shortest path distances
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6 Conclusion

The challenge of interconnecting two or more independent networks has assumed
greater significance in modern times. This paper addresses the challenge in a sce-
nario where there is constraint on the number of bridge nodes and its location.
A combination of MST solution and concept of edge nodes has been proposed in
this paper. The results obtained were also compared with alternate approaches like
brute force approach where it was observed that the proposed solution yields better
results.
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Energy-Efficient Elliptic Curve
Cryptography-Based DTLS Key
Establishment Protocol for IoT
Communication

P. N. V. Karthik, R. Rajashree, Vijayakumar Perumal
and Ganesan Veerappan

Abstract Security is the most important aspect in the Internet of Things
(IoT) network. Datagram transport layer security (DTLS) protocol helps in
achieving secure communication in IoT network. To run the DTLS protocol, key
establishment should take place between communicating devices. Key establish-
ment can be done by using either symmetric keys or asymmetric keys. Using
symmetric key (preshared key) mode perfect secrecy and security cannot be
achieved. If symmetric key is compromised, then there may be a chance of
decrypting the messages of the previous sessions by the attacker. In order to
overcome above-mentioned drawbacks and to increase the level of security an
efficient elliptic curve cryptography (ECC)-based DTLS key establishment protocol
for IoT communication is proposed. In the proposed method, ECC plays a major
role in providing security. The proposed key establishment protocol is implemented
in MATLAB, and the performance of proposed protocol with traditional key
establishment protocol in terms of different simulation parameters is compared.
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1 Introduction

Internet of Things is a network where different objects are interconnected and able
to communicate, exchange data with each other. The data which is to be exchanged
must be protected by using some cryptographic techniques. Initially to start session
between client and server, key establishment should take place between them. As
the client has only temporary relationship with the server giving the server’s secret
key in symmetric key mode and public key mode is not suitable. To solve this
problem, new protocols have been developed.

Newly developed protocols use a trusted third party technique (TTP). TTP
instead of giving secret key of the server to the client, it gives temporary keys. The
proposed protocol uses trusted third party (TTP) technique, and it consists of two
approaches to establish trust relationship between client and resource server. In first
approach, the trusted third party establishes a new public key without disclosing the
resource server’s secret key. In the second approach, the trusted third party issues a
certificate to the client as well as resource server. The client and resource server use
this certificate during key establishment process and generate session keys. Further
sections of this paper are categorized as follows. Second section is about the
existing protocol. Third section gives details about the proposed protocol. In the
fourth section, performance analysis is presented. Security analysis is mentioned in
section five. Conclusion of the proposed protocol is presented in sixth section. In
seventh section, references are mentioned [1].

2 Existing Key Establishment Protocol

AES is used in existing key establishment protocol, and it consists of two
approaches to establish a relation between client and server. In first approach,
symmetric keys are used to establish a secure DTLS connection with resource
server but symmetric keys have few drawbacks. In symmetric key mode, the keys
have to be shared to all the parties involved before starting handshake. Therefore,
perfect forward secrecy cannot be achieved and there may be a chance of
decrypting the messages of previous sessions by an attacker. If symmetric keys are
used, then any one holding a key can act like other person because same key is
shared to all of them. Second approach is to use raw public keys. Instead of
certificates, raw public keys can be used to establish a relation with a resource
server. But some modifications have to be made to raw public keys to use them for
secure DTLS connections [2].

70 P. N. V. Karthik et al.



3 Proposed ECC-Based DTLS Key Establishment
Protocol

Elliptic curve cryptography (ECC) is used in our protocol to increase the level of
security. Using ECC, high level of security can be obtained by using smaller key
lengths. ECC helps in achieving faster processing speed and reduces the commu-
nication complexity and key storage requirements. The proposed protocol consists
of two approaches to establish trust relationship between client and resource server.
In first approach, the trusted third party establishes a new public key without
disclosing the resource server’s secret key. In the second approach, the trusted third
party issues a certificate to the client as well as resource server. The client and
resource server use this certificate during key establishment process, generate
session keys, and verify them [3].

3.1 Derivation of Public Keys

First an elliptic curve is defined and a base point ‘p’ is selected from the set of
generated elliptic points. As shown in Fig. 1, client selects a random number ‘gC’.
Here, ‘gC’ is client’s temporary private key. Client then finds temporary public key
‘GC’, it is formulated as GC = gC � p. Trust anchor selects a random number ‘gTA’.
Here, ‘gTA’ is temporary private key of trust anchor. Trust anchor then computes its
temporary public key, and it is given as GTA = gTA � p. Similarly, resource server
selects a random number ‘gRS’ and computes temporary public key given by
GRS = gRS � p. Client then sends its temporary public key ‘GC’ and identity of
client ‘IDC’ to trust anchor. Similarly, resource server sends its ‘GRS’ and identity
of resource server ‘IDRS’ to trust anchor. After receiving the temporary public keys,
identities of both client and resource server the trust anchor will verify client’s
identity and resource server’s identity [4].

Trust anchor selects a temporary key pair (qTA, QTA) and computes the elliptic
points of client BC = GC + GTA and resource server BRS = GRS + GTA. Trust
anchor then applies hash function H(QTA, IDC) to derive integer ‘eC’ and H(QTA,
IDRS) to derive integer ‘eRS’. Trust anchor then computes client’s temporary
private-key data SC = gTA � eC + qTA (mod n) and RS temporary private-key data
SRS = gTA � eRS + qTA (mod n). Trust anchor computes client’s public key
QC = eC � BC + QTA and resource server’s public key QRS = eRS � BRS + QTA

and sends SC, BC to client and SRS, BRS to resource server. After receiving SC, BC

from TA, client computes H(IDC, QTA) and derives an integer ‘eC’. After receiving
SRS, BRS from TA, resource server computes H(IDRS, QTA) and derives an integer
‘eRS’. In the next step, client computes its private key ‘qC’. Private key is formu-
lated as qC = SC + gC � eC (mod n) and its public key QC = qC � p. Then
resource server computes its private key qRS = SRS + gRS � eRS (mod n) and its
public key QRS = qRS � p. In the next step, client and resource server find their
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respective reconstructed public keys QC
1 , QRS

1 given by QC
1 = eC � BC + QTA and

QRS
1 = eRS � BRS + QTA. If QC = QC

1 , then the public key is given as (qC, QC)
otherwise it rejects the key pair. Similarly if QRS = QRS

1 , the key pair is given as
(qRS, QRS) otherwise it rejects the key pair [5].

3.2 Certificate Generation and Derivation of Session Keys

In the second approach as shown in Fig. 2, the trust anchor selects a random
number ‘gTA’ as its private key. Trust anchor then computes its public key
GTA = gTA � p. Client selects a random number ‘gC’ and computes temporary
public key GC = gC � p. Client then sends ‘GC’, identity of client ‘IDC’ to trust
anchor. Trust anchor verifies the identity of client. Then trust anchor selects a
temporary key pair (qTA, QTA) and then finds the elliptic point BC = GC + GTA.
The certificate ‘IC’ is generated by trust anchor and it consists of trust anchor’s
public key ‘QTA’, identity of client ‘IDC’, elliptic point ‘BC’ certificate expiry date
‘tC’, random nonce ‘NC’, time stamp ‘TSC’. Trust anchor then applies hash function
H(IC) to derive an integer ‘eC’. In the next step, trust anchor computes private-key
data SC = gTA � eC + qTA (mod n) and client’s public key QC = eC � BC + QTA.
Trust anchor sends IC, BC back to client. Client then reconstructs the public key
QC
1 = eC � BC + QTA. If QC = QC

1 , client accepts the certificate and the key pair is
taken as (qC, QC). If QC 6¼ QC

1 , then client will reject the certificate. By using the
same process as mentioned above, resource server will obtain a certificate from trust
anchor and the key pair will be taken as (qRS, QRS) [6].

             Client (C) Trust anchor (TA) Resource server (RS)
Choose random value gC

Compute GC = gC × p 
Send GC , IDC to TA

Compute eC = H(QTA, IDc) 
Compute qC =  SC + gC × eC
(mod n)
Compute QC = qC × p 
Compute QC

1 =eC × BC + QTA
Verify QC = QC

1

Choose random value gTA                 
Compute GTA =  gTA × p 
Compute BC = GC + GTA
Compute BRS = GRS + GTA
Compute H(QTA, IDC) = eC
Compute H(QTA, IDRS) = eRS
Compute SC = gTA × eC + qTA
(mod n) 
Compute SRS = gTA × eRS +qTA
(mod n) 
Compute QC = eC × BC + QTA
Compute QRS = eRS × BRS + QTA
Send SC , BC             Send SRS, BRS
     to client                  to RS

Choose random value gRS

Compute GRS =  gRS × p 
     Send GRS  , IDRS to TA

Compute eRS = H(QTA, IDRS) 
Compute qRS = SRS + gRS × eRS
(mod n) 
Compute QRS = qRS × p 
Compute QRS

1 = eRS × BRS + QTA
Verify QRS  = QRS

1

Fig. 1 Sequence of steps required for the derivation of public keys
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As shown in Fig. 3, client and resource server share a secret key ‘QK’. Client
chooses a random number ‘gC’ and computes GC = gC � p. Where ‘gC’ is client’s
temporary private key and ‘GC’ is client’s public key. Resource server chooses a
random number ‘gRS’ and computes GRS = gRS � p. Where ‘gRS’ is resource
server’s temporary private key and ‘GRS’ is resource server’s public key. Client
computes gC (GRS) and it is assigned to c. Client then computes f = h(IDC, QK),
e = Ef (GC) and sends f, e, certificate IC to resource server. Resource server extracts
IDC, tC, NC, BC, TSC, QTA form the certificate IC and checks the validity of cer-
tificate expiry ‘tC’. RS sends certificate ‘IS’ to client. After receiving, client verifies
the certificate expiry date of resource server. RS then computes f = h(IDC, QK),
GC = Df(e), and c = gRS(GC). Resource server generates the session key

Client (C) Trust anchor (TA)
Select a random number gC

Compute GC = gC × p 
Send GC , IDC

Compute H(IC) = eC

Compute qC = SC + gC × eC (mod n)
Compute QC = qC × p 
Compute QC

1 =  eC × BC + QTA
Compute QC = QC

1? 

Select random number gTA 

Compute GTA = gTA × p 
Generate random nonce NC,                    
Certificate expiry tC, Time stamp TSC
Compute BC = GC + GTA
Compute IC = ( IDC, tC, NC, TSC, BC,
QTA) 
Compute H(IC) = eC
Compute SC = gTA × eC + qTA (mod n)
Compute QC = eC × BC + QTA

Send SC, IC

Fig. 2 Implicit certificate generation process of client

Client (C) Resource server (RS)
Choose random number  ‘g C’
Compute GC = gC× p
Shared secret key is ‘QK’ 
Compute c = gC (GRS), f = h(IDC,
QK),
e = Ef (GC) 
IC = ( IDC, tC, NC, TSC, BC, QTA) 

Send IC

Checks the validity of ‘IS’ 

Compute SKC = h(c, GC , NC, IDC) 
Compute MRS = h(SKC , QK , GRS) 
Compute MC = h(SKC , QK , GRS) 

Send MC

Choose random number  ‘gRS’
Compute GRS = gRS × p 
‘QK’ is  Shared secret key
IS = ( IDRS, tS, NC, TRS, BRS, QTA) 

Send IS

Extracts IDC , NC, TSC and checks the 
validity of ‘tC’ 
Compute f = h(IDC, QK), GC = Df (e)
Compute c = gRS(GC) 
Compute SKRS = h(c, GC, NC, IDC) 
Compute MRS = h(SKRS,QK ,GRS) 

Send MRS  

Verify Mc = h(SKRS, QK, GRS)

Fig. 3 Sequence of steps required for the session key generation of client and resource server
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SKRS = h(c, GC, NC, IDC) and authenticator MRS = h(SKRS, QK, GRS). Resource
server then sends ‘MRS’ to client. Client then computes session key SKC = h(c, GC,
NC, IDC) and checks whether MRS = h(SKC, QK, GRS). If yes, client believes that
resource server is authenticated and uses the key ‘SKC’ to communicate with
resource server. Then client computes the authenticator MC = h(SKC, QK, GRS) and
sends ‘MC’ to resource server. After receiving MC, resource server checks whether
MC = h(SKRS, QK, GRS). If yes, resource server believes that client is authenticated
and uses session key ‘SKRS’ to communicate with the client securely [7, 8].

4 Performance Analysis

Proposed protocol is implemented in MATLAB and the performance of both the
approaches is analyzed in this section. Parameters such as key size and processing
time are taken into consideration. Reduced processing time during all the phases for
the proposed system when compared with existing AES system is mentioned in
Table 1. Respective figures are plotted to compare the total processing time taken
during derivation of keys by using ECC and AES (Figs. 4, 5, 6 and 7) [9].

5 Security Analysis

ECC used in the proposed protocol helps to resist against various attacks such as
replay attack, modification attack, forgery attack, man-in-the-middle attack, node
compromise attacks and also provides identity privacy, perfect forward and back-
ward secrecy for both the approaches [10].

Table 1 Comparison table for DTLS key establishment protocol using AES and ECC

S. No. Phases Existing system—AES Proposed system—
ECC

Reduced
processing
time (%) for
ECC

Key size
(bits)

Processing
time (s)

Key size
(bits)

Processing
time (s)

1 Public key
derivation

40 0.062875 40 0.039156 37

2 Client
certificate
generation

40 0.059363 40 0.047492 20

3 Resource
server
certificate
generation

40 0.067187 40 0.043596 35

4 Session key
generation

40 0.051358 40 0.029429 42
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Fig. 4 Comparison of total
processing time taken for the
derivation of public key using
ECC and AES

Fig. 5 Comparison of total
processing time taken for the
certificate generation of client
using ECC and AES

Fig. 6 Comparison of total
processing time taken for the
certificate generation of
resource server using ECC
and AES
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6 Conclusion

The proposed key establishment protocol is highly secure because of the security
provided by ECC, and it can resist against various attacks. ECC creates faster,
smaller, and efficient keys in a considerably less amount of time when compared
with traditional key establishment protocols.

References

1. Tiloca M, Gehrmann C, Seitz L (2016) On improving resistance to denial of service and key
provisioning scalability of the DTLS handshake. Int J Inf Secur

2. Borgia E (2014) The Internet of things vision: key features, applications and open issues.
Comput Commun J

3. Shen H, Shen J, Khan MK, Lee J-H (2016) Efficient RFID authentication using elliptic curve
cryptography for the Internet of things. J Wireless Peers Commun

4. Zhang Y, Shen Y, Wang H, Yong J, Jiang X (2016) On secure wireless communications for
IoT under eavesdropper collusion. IEEE Trans Autom Sci Eng 13(3)

5. Aldosari W, El Taeib T (2015) Secure key establishment for device-to-device communica-
tions among mobile devices. Int J Eng Res Rev 3(2)

6. Sheng Z, Wang H, Yin C, Hu X, Yang S, Leung VCM (2015) Lightweight management of
resource constrained sensor devices in Internet of things. IEEE Internet Things J 2(5)

7. Kothmayr T, Schmitt C, Hu W, Brunig M, Carle G (2013) DTLS based security and two-way
authentication for the Internet of things. Ad Hoc Netw

8. Chavan AA, Nighot MK (2014) Secure CoAP using enhanced DTLS for Internet of things.
Int J Innov Res Comput Commun Eng 2(12)

9. Premnath SN, Haas ZJ (2015) Security and privacy in the Internet of things under time and
budget limited adversary model. IEEE Wireless Commun Lett 4(3)

10. Raza S, Seitz L, Sitenkov D, Selander G (2016) S3K: scalable security with symmetric keys—
DTLS key establishment for the Internet of things. IEEE Trans Autom Sci Eng 13(3)

Fig. 7 Comparison of total
processing time taken for the
session key generation using
ECC and AES

76 P. N. V. Karthik et al.



Monitoring Sensor Nodes with COOJA
Simulator

U. N. V. P. Rajendranath and V. Berlin Hency

Abstract Usually, the sensors are connected to the gateway units in the Internet of
Things sensory environment and this gives birth to many sensors based real-time
applications. Sensors are deployed in a remote location to monitor the temperature
and light intensity in industries and these sensors are connected to the border router
by CoAP protocol. The information of sensors is displayed in the Webpage peri-
odically for monitoring the parameters. The border router is connected to the
Internet using IPv6 Internet protocol. The simulation can be done by using COOJA
simulator and the parameters obtained are continuously monitored by analyzing the
power consumption of nodes.

1 Introduction

Nowadays, research in wireless sensor networks focused mainly on the routing
protocol, MAC protocol, and the sensor nodes location management. By employing
gateway unit in between the wireless sensor nodes and cloud, it provides data
storage and aggregation and also the protocol conversion.

As know that wireless sensor node consists of a microcontroller unit, a trans-
ceiver, memory, timer, and analog to digital converter. Wireless sensor network
consists of several sensing nodes deployed in constrained environment. The sensing
devices individually form a network for transporting the data. The battery-operated
devices or a solar panel can supply only the limited amount of power to the sensing
devices. For finding the suitable operating system for sensor nodes, the programmer
must find the lightweight mechanisms that provide ample enough environment
execution while considering the limitations of constrained environments. For
achieving the high quality and fault tolerance and also considering the QoS
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parameters in wireless sensor networks, a multi-hop communication can be
employed in the dense deployment of sensor nodes.

The operating system CONTIKI specially designed for environments under
several constraints. CONTIKI [1] supports various microcontroller architectures;
among them, MSP430 and Atmel AVR use C language to port.

The operating system CONTIKI is based on the modular architecture. The
lightweight event scheduler of CONTIKI sends events to the processes which are in
running state. The execution of these processes is triggered by the events forwarded
by the kernel to the processes. To avoid race conditions, polling must be used.

Two types of events are supported by the CONTIKI OS: one is a synchronous
event and another one is an asynchronous event. In synchronous event, events are
dispatched immediately for completing the task scheduled. On another hand,
asynchronous events in which tasks are queued for some time and dispatched for
task processing. The high-priority events are scheduled by preempting the asyn-
chronous event for completing the high-priority event to execute.

COOJA [2] is a CONTIKI network emulator. COOJA simulates the large and
small networks of CONTIKI motes. The CONTIKI motes are z motes, sky motes,
ESB motes, Exp2420 motes, Exp1101 mote, Exp1120 motes, etc. COOJA is a
highly useful tool for CONTIKI development that allows the users to develop and
test their codes before going to hardware (Fig. 1).

Fig. 1 CONTIKI architecture
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Monitoring of sensor nodes can be done in CONTIKI by employing border
router in the gateway unit to route the data between the device and the Internet. The
objective is to collect the data from the various sensors that are employed in the
sensing field and make the data visible to the remote person.

This paper is aimed to get the data of temperature and light sensors employed in
five different locations in the sensing field. The data can be displayed on the
Webpage for continuous monitoring. The proposed system not only supports local
communication but also support global communication, which is one of the features
of the Internet of Things. The IPv6 addressing is the additional feature for the
system to communicate globally.

The rest of the paper is organized as Sect. 2 discusses the related work.
Section 3 describes the block diagram of proposed work. Section 4 discusses about
the results and conclusion in next section.

2 Related Work

Levis et al. [3] proposed tiny OS architecture which is suitable for wireless sensor
networks. Tiny OS mote platform has been widely implementing in many appli-
cations. Tiny OS supports FIFO scheduling mechanism. In FIFO scheduling, some
disadvantages such as tiny OS does not support real-time applications. If the
application is real time, this is not a good choice.

Bhatti et al. [4] proposed Mantis OS. It supports round-robin scheduling policy
with priority. While comparing CONTIKI OS or tiny OS with Mantis OS, the
scheduler uses preemptive priority scheduling that supports real-time applications.

Cao et al. [5, 6] proposed lite OS, which is UNIX-like abstractions for wireless
sensor network. The lite OS schedules the real-time tasks with round-robin algo-
rithm. There are lot disadvantages of round-robin algorithm such as larger waiting
and response time. So, a better scheduling algorithm is needed for real-time
applications.

3 Methodology

3.1 Proposed Block Diagram

The block diagram consists of sensing nodes connected the gateway unit. In the
gateway unit, the border router routes the data which is collected from the sensor
units to the Internet. The border router acts like a connection between the sensing
field and the Internet. The sensor network consists of a group of temperature and
light sensors that are placed in distinct locations to measure the temperature and
light intensity at that position. This paper employs IPv6 addressing for each sensor
devices (Fig. 2).
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3.2 Border Router

The main motive of border router is to connect one type of network to another
network. The sensor network employed in this paper is RPL network. The external
network is Internet or cloud, which provides a Web access for monitoring (Fig. 3).

3.3 CoAP Protocol

The constrained application protocol (CoAP) is an open standard protocol used for
constrained environments. The constrained nodes and network used CoAP to

Fig. 2 Block diagram of proposed work

Fig. 3 RPL network
employed over sensor nodes
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transfer data. CoAP uses UDP because of congestion in TCP. In IoT, lot of
applications such as home automation and industrial surveillance use CoAP for
transferring Web-based messages.

3.4 RPL Protocol

RPL is the IPv6 routing protocol for low power and lossy networks. The constraints
for low power and lossy network (LLN) routers operate on memory, energy, and
processing power. The RPL protocol works potentially up to thousands of nodes
deployed in the network. In RPL, the traffic pattern will not be only in
point-to-point communication but also it provides multipoint to point or point to
multipoint. The unstable and lossy links provide low data rates and low packet
delivery rates.

4 Results and Discussion

For simulation purpose, five nodes are taken for monitoring the conditions of the
industry. Each sensing unit consists of light and temperature sensor attached to the
microcontroller unit to get the data for monitoring.

Figure 4 shows simulation window consists of five sensors and a border router.
The border router gets the data from the sensing units and displays on a Webpage.

Figure 5 shows the network consists of nodes and a border router that are
interconnected by radio interference.

Figure 6 shows radio messages that are transmitting between sensor nodes and
send it back to the gateway unit. The radio messages interface consists of a
timestamp of messages transmitting from particular nodes to the group of nodes for
transmitting the data.

Fig. 4 COOJA simulator
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In Fig. 7, [aaaa::212:7401:1:101] is the IPv6 format for the border router con-
nected. In figure, it shows three neighbors connected to the router and the router
establishes routes as mentioned below.

Figures 8, 9, 10, 11 and 12 describe the information of sensor nodes that are
having different IPv6 address for distinct locations.

Fig. 5 Radio interference
among the nodes

Fig. 6 Radio messages
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Fig. 7 Border router node

Fig. 8 NODE 2 information

Fig. 9 NODE 3 information
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5 Conclusion

This paper presents a periodic monitoring of sensor nodes employed in the remote
area. The data gathered from the sensor nodes are monitored in a Webpage. Each
node has distinct IPv6 addresses for communicating via IPv6 protocol. Further
simulation reveals that each node is continuously monitoring in the Webpage by
CONTIKI OS. N number of nodes can be monitored simultaneously by using the
methodology employed in this paper.

Future work includes that the tasks from the Webpage can chat with sensor
nodes in remote location by 6LowPAN adaptation layer.

Fig. 10 NODE 4
information

Fig. 11 NODE 5
information

Fig. 12 NODE 6
information
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Analysis on LTE/Wi-Fi Data Offloading
in Hetnets

C. Prasanth and S. Subashini

Abstract Due to extensive usage of smartphone, laptop, tablet, etc., there is an
increase in volume of mobile data traffic. So, the best remedy to tackle with mobile
data traffic issue is Wi-Fi offloading. It is the cost-effective approach that offloads
mobile traffic in the existing Wi-Fi networks. Mobile users obtain data through
Wi-Fi instead of cellular network; hence, it is the efficient technique to improve the
spectrum efficiency and reduce the cellular network congestion. Wi-Fi access points
have the advantage on amount of offload data and also provide quality of service in
offloading data. To provide fairness between LTE and Wi-Fi, load balance is the
technique addressed here. The load balancing problem can be solved by sharing
traffic between adjacent cells. This work aims to provide an efficient dynamic load
balance algorithm for offloading the data, and the simulation is done using
MATLAB and NS2 software.

1 Introduction

Due to the increase in demand of mobile data usage by subscribers, it causes traffic
overloading. Especially, during the peak hour, breaks in the user calls occur due to
the insufficient network bandwidth. By 2016, in accordance with Cisco Visual
Networking, 51% of IP load will be served by the wireless networks. The per-
centage of mobile data served by cellular network was 10%. Operators are con-
sidering both the technologies licensed (3GPP LTE) and unlicensed (Wi-Fi) to
fulfill the demand. Wi-Fi networks are more capable than 4G networks to meet the
increasing spectrum demand. Wi-Fi provides 680 MHz of new spectrum to oper-
ators. Recently, cellular operators rely on Wi-Fi offloading due to higher data rates,
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low cost, etc. In the present scenario, 50% of the traffic related to cellular data is
actively offloaded through spectrum that is unlicensed. Wi-Fi offloading is one of
the implementations of using small cell technologies to provide data services to
cellular users in a more efficient and economic manner.

2 Proposed Work

In this work, we developed an effective algorithm for dynamic load balance and
offloading between LTE to Wi-Fi and vice versa.

2.1 Dynamic Load Balance

Initially, user equipment (UE) is connected to LTE network. If in the network any
access point (AP) is present then, there will be exchange of beacons between UE and
AP. Further AP will check for the maximum load (i.e., data size) in a region, if the
load is greater than the threshold value (Bth), then AP will reply with a negative
beacon to the UE. This means AP is not ready to accept that particular UE in the
network. However, If the load is less then threshold value, then AP will check for the
received signal strength (RSS), so that there is less chance of congestion. Now AP
will send a positive beacon to the UE stating that it is ready for the connection. If it
has good signal strength it is offloaded, else remains in same channel (Fig. 1).

Fig. 1 Dynamic load balance
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2.2 LTE to Wi-Fi Offload

User is connected to LTE; it sends a beacon (Request and Response) to find a
nearest AP with maximum signal strength. LTE works in all seven layers, whereas
Wi-Fi works in lower three layers. UE sends a DHCP sequence to Wi-Fi gateway
(Wi-GW), and it in turn sends a request to GPRS tunneling protocol
(GTP) equipped with packet gateway (PGW) for IP address matching (i.e., to
maintain an IP traffic if offloaded). Finally, Wi-GW sends a DHCP acknowledge-
ment to UE. This results in offloading of traffic from LTE to Wi-Fi AP (Fig. 2).

2.3 Wi-Fi to LTE Offload

Consider an IP traffic flows from Wi-Fi to UE. When Wi-Fi AP channel is con-
gested, Wi-Fi AP sends beacons to LTE via UE, if LTE channel is free, then LTE
will activate the packet data network (PDN). New traffic will flows through Wi-GW
for IP matching between Wi-Fi and LTE if data is offloaded. This results in for-
mation of new IP traffic will flow from LTE to UE.

3 Mathematical Analysis

For mathematical analysis, some assumptions are made.

Assumption 1: To measure arrival rate of user, Poisson distribution process is used.
Assumption 2 (Independence assumption): Arrival rate of packets from BS or from
AP is independent and identically distributed.
Assumption 3 (Round-robin scheduling): To bring fairness among all users present
in different regions, the entire area is split into four regions.

Fig. 2 Block diagram for switching between networks
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3.1 To Find Maximum Load in Region

For determination of arrival rate of user, Poisson distribution is used. Let us con-
sider Rkþ 1

n is the total number of users in region n, where n is the region identifier.
Rk
n is the initial number of users, Nkþ 1 is the new arrival of users. For switching

between LTE to Wi-Fi or vice versa, a threshold bandwidth is set as Bt. an is term to
determine number of users served or offloaded. B is the bandwidth multiplication
factor.

For region n:

Rkþ 1
n ¼ Rk

n � BþNkþ 1 � B�a1; Rk
n [ 0

Nkþ 1 � B; Rk
n ¼ 0

�
ð1Þ

where an ¼ min Rk
n � B;Btg

�
,

Here, we take n = 4; i.e., the entire area is split into four regions. Substitute
n = 1, 2, 3, 4 in the above equation, respectively.

From the above equations, we are estimating the region to be offloaded based on
the maximum number of users present in the particular region.

b1 ¼ max Rkþ 1
1 ;Rkþ 1

2

� � ð2Þ

b2 ¼ max Rkþ 1
3 ;Rkþ 1

4

� � ð3Þ

c ¼ max b1; b2f g ð4Þ

Here, c determines the region to be offloaded.

3.2 System Model and Problem Definition

Let us model this scenario in M/M/1 queuing system. We assume a simple wireless
network consisting of one mobile base station (BS) and Wi-Fi access point (AP).
Each transceiver has a buffer of infinite capacity to incoming packets. Packets arrive
from BS and AP with rate of Am and Aw. The average departure of packets from
each queue is Dm and Dw. We assume that time duration taken for packet to
successfully transmit from BS and AP is exponentially distributed as 1/Dm and
1/Dw. This time duration depends on channel condition between transmitter and
receiver and packet length (Fig. 3).

Consider, if Am > Aw and Dm < Dw, then queue of BS is busy than AP (i.e.,
chance for congestion in BS). Then to release congestion of the queue, BS can
offload part of packets from cellular traffic to Wi-Fi AP with probability of (1 − P).

90 C. Prasanth and S. Subashini



When Am < Aw and Dm < Dw, the queue of AP is busy than BS (i.e., AP is con-
gested). Then to free the congestion of queue from AP, AP is offloaded a part of
packets to BS with probability of P; here, P is the offload probability.

The stability of queue is determined by arrival and departure rates as A and D. If
A < D, then queue is stable, and if A > D, then queue is unstable. In proposed
offload scheme, the probability of packet arrival from queue is decomposed as PAm

to BS and (1 − P) Am to AP.
Let Am,e and Aw,e be the effective arrival rates of queue from BS and AP and they

are given as

Am;e ¼ PAm ð8Þ

Aw;e ¼ Aw þ 1� Pð ÞAm ð9Þ

For stability of each queue, the offload probability should satisfy the below
condition as Am,e < Dm and Aw,e < Dw, respectively.

4 Simulation Results

4.1 MATLAB Results

We simulated an actual scenario using MATLAB software. The users are arrived
randomly (Poisson distribution) across the region and average arrival time of user is
100 s. The packet length of each user is 10 Mb. Here, we use four AP (i.e. M = 4).
The simulation is run for two time slots. Threshold bandwidth is set as 50 MHz. By
round-robin scheduling, data size is calculated in all 4 regions and offloaded
according to the load balance condition (Fig. 4; Table 1).

Fig. 3 System model
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Fig. 4 Number of users offloaded based on c value
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4.2 NS2 Results

We simulated an actual scenario using NS2 for visualization purpose; here, we use
DSDV protocol for routing and propagation model as two ray ground. The
switching of network will be on the basis of flow id assigned to nodes from different
region. By using grep command, we determine MAX flow id such that switching of
traffic between networks happens (Fig. 5).

Fig. 5 Users offloaded based on DLB algorithm

Table 1 Users benefited by offloading

Users offloaded Total number of users Time interval Users served by offloading

Region 1 91 50 41

Region 2 88 50 38

Region 3 95 50 45

Region 4 84 50 34
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5 Conclusion and Further Work

In this work, a dynamic load balance algorithm which is proposed here is the
efficient technique for switching from LTE to Wi-Fi and vice versa, based on signal
strength and channel utilization for heterogeneous networks. To justify the math-
ematical analysis, simulation of heavy load scenario is done using MATLAB and
NS2 software tool. As a future work, we try to minimize the delay during switching.
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Contention-Based CSI Feedback
Mechanisms in MU-MIMO
WLANs: A Survey

D. Srinivasa Rao and V. Berlin Hency

Abstract In this paper, the significance of the CSI feedback acquisition at the
WLAN AP is highlighted. CSI is the channel state information obtained from the
physical layer to support the throughput enhancement in the upper layer. However,
this information should be optimized in order to mitigate the feedback overhead
with the increasing number of users. Here, a survey of existing CSI feedback
algorithms with the current 802.11 WLAN standards is done by considering factors
like overhead, delay, and throughput performance. We also discussed the user
selection and scheduling in MU-MIMO-based WLANs. The scheduling is usually
performed with the help of feedback CSI from selected users. However, acquiring
CSI from all user STAs results in large overhead and grows linearly with the
channel sounding interval and with the increased number of users. The current
literature is more focused on reducing CSI overhead. In order to fully realize the
benefit of MU-MIMO and guarantee the required QoS, it is important to acquire
updated CSI from all the users. Hence, there exists a trade-off between efficiency of
scheduler and CSI overhead. Generally, the AP limits the number of users based on
feedback CSI. The best user CSI and suitable channels are needed to be obtained
before the user is scheduled.

Keywords MU-MIMO � WLAN � CSI � ZFBF
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1 Introduction

Multi-user multiple-input and multiple-output (MU-MIMO) is considered as the
key technique for the future wireless local area networks (WLANs). Current
802.11ac [1] allows multiple transmissions to the users with the help of spatial
division multiplexing. This attains improved spectral efficiency over single-user
MIMO communication [2]. The MU-MIMO [3] systems require full CSI infor-
mation at the transmitter in order to perform well over SU-MIMO systems. This
necessitates the acquisition of CSI from all the competing users. Most of the useful
time is spent on transmission of feedback requests. With the increase in the number
of transmit antennas and number of users, the CSI overhead [4] increases as shown
in Fig. 1. This leads to performance degradation of next-generation WLANs. To
realize the benefit of MU-MIMO, it is highly essential to develop efficient CSI
feedback mechanisms for these WLANs.

In the downlink MU-MIMO WLANs, the fundamental problem is to handle
multiple requests from users at the same time. This problem can be split up into two
phases. In the first phase, the access point has to send the channel probe packets
with forward link, and in next phase, best users should feedback the CSI in reverse
direction. After collecting the CSI from all the required users, the MU-MIMO
transmission is scheduled. During the second phase, the best users have to follow
the contention mechanism to successfully transmit the CSI information to the
AP. These are termed as contention rounds. If there are M transmit antennas and
N number of single antenna users, then there will be a maximum of M − 1 con-
tention rounds. In each round, the user whose channel satisfies the threshold
requirements contends for resources. Any two users who might pretend their CSI is
best may transmit the CSI at the same time, and this leads to collisions. If the
number of users increases, the overhead increases and the number of collisions also
increases. This is the main motivation behind the survey. The remaining paper is
organized as follows. Section 2 describes the CSI feedback mechanism of the
current 802.11ac WLAN. In Sect. 3, a brief survey of the state-of-the-art CSI
feedback mechanisms is given. Finally, Sect. 4 concludes the paper.

Fig. 1 CSI feedback
overhead increases with the
number of transmit antennas
and receivers [4]
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2 802.11ac CSI Feedback

The 802.11ac MIMO networks [5] follow polling procedure to obtain the CSI
feedback from the intended users. The CSI feedback operation for 802.11ac net-
works is shown in Fig. 2.

First, the AP will transmit null data packet announcement (NDPA) packets to
initiate the procedure. Null data packet (NDP) acts as preamble which contains
training sequence. Upon receiving the NDP packet, each user calculates its channel
state vector and feedbacks to the transmitter. In the example shown, user 1 transmits
its CSI to the AP. Then, remaining k users will feedback their CSI to the access
point. After collecting all users CSI, the AP prepares the precoding matrix and starts
MU-MIMO transmission. The ordering of users is conveyed in NDPA packet.
Hence, 802.11ac [6] needs to collect CSI from all the users before initiating
scheduling. Unfortunately, as the number of users increases, the overhead incurred
in transmission increases. Sometimes the data have to be sent at low rates. So,
802.11ac indulges huge overhead with the increase in the number of users.

To reduce the feedback overhead, 802.11ac goes for quantization up to 8 bits
and permits maximum of four adjacent OFDM frequency bins to form CSI. Even
after such compression, the user station overhead still ranges from 100 to 800 bytes
and increases along with the number of envisioned users. Instead, CSI report can be
sent very often mentioned in [7]. But to guarantee accuracy, the feedback interval
must be chosen smaller than the channel coherence time. In indoor or static envi-
ronments, in order to ensure accuracy, the user’s feedback period needs to be
shorter than 15 ms.

3 Survey of CSI Feedback Mechanisms

In this section, a review of some state-of-the-art CSI feedback mechanisms is
provided. The CSI feedback can be done explicitly or implicitly [8]. In explicit
feedback, the user stations compute the individual CSI estimates and send to base

Fig. 2 CSI feedback mechanism [6]
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station. While in implicit feedback, the access point or base station is responsible
for user selection and scheduling. In [9], the author compared implicit and explicit
feedback mechanisms based on overhead requirements and packet error rate per-
formance. In MU-MIMO WLANs, the major is to handle multiple requests at the
same time. As the number of users increases, the overhead associated with other
stations also increases. This results in reduction of overall throughput of the system.
Many authors emphasized the problem of maximizing sum rate. Most the
researchers considered this as a non-convex optimization problem. Thus, achieving
high sum rate or throughput is an optimization problem in multi-user wireless
networks. Due to the high computational complexity in encoding and decoding,
optimal algorithms are difficult to implement in practice. Hence, in [10], the author
proposed a suboptimal algorithm called semiorthogonal user selection (SUS) and
shown that it can achieve asymptotic sum capacity as the number of users goes to
infinity. In this paper, the author employed zero-forcing beamforming strategy to
cancel the mutual interference among the users. The relation among the users is
studied to check the possibility of grouping and enhance the throughput. Fairness is
studied using round-robin ZFBF and proportional fair ZFBF scheduling schemes.
The complexity is less, because ZFBF strategy is simple transmit precoding
scheme.

A greedy user selection algorithm (GUSS) is proposed in [11] to eliminate the
complexity involved in the zero-forcing selection and achieves the upper bound of
sum rate with low complexity. Here, the author considered throughput and com-
plexity measures to evaluate the performance of the algorithm. SUS and GUSS
scheme provides high throughput for multi-antenna base station with multi-users
simultaneously. Recently, an orthogonality probing-based user selection (OPUS)
mechanism has been proposed in [12] that does not require CSI from all the users.
In MU-MIMO network, ‘M’ be the number of antennas at the access point and ‘N’
be the number of users. OPUS requires up to M rounds of CSI feedback, and the
orthogonality among the users is evaluated using novel probing mechanism.
Further, a distributed contention-based feedback mechanism is proposed that sin-
gles out the best user among the contending users. The probing mechanism along
with the contention feedback scheme makes it suitable for downlink MU-MIMO
WLAN. Here, the author evaluated the performance of OPUS algorithm by com-
paring throughput and fairness with traditional user selection schemes.

The feedback contention mechanism of OPUS algorithm is explained in Fig. 3.
The unselected users will compute and quantize the CSI feedback into N bits. There
will be N contention stages based on number of quantizing bits. Each user has to
undergo N-bit contention stages. User with ‘1’ as corresponding bit sends short
energy pulse, and user with ‘0’ bit listens to the channel. User with ‘0’ as corre-
sponding bit stop contending if they find the channel is busy. In this way, each will
go through N-bit contention stages and finally, one user will be the contention.
OPUS has contention overhead fixed up to 3N slots. OPUS maintains low collision
probability by keeping upper and lower bounds on SINR values. However, OPUS
suffers from the hidden node problem as each can overhear other. OPUS enhances
downlink throughput and guarantees fairness among the users.
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In [13], the author presented a novel downlink MU-MIMO sounding protocol
called MUTE which reduces the overhead linked with sounding and maximizes the
user selection performance. The proposed design is evaluated and implemented.
The author particularly deals with the problem of decoupling the sounding and user
selection procedure in ZFBF transmission. This facilitates the AP to select the users
independently based on the user channel characteristics, i.e., whether to sound a
particular user or not. This in turn results in reduced overhead with user sounding
by identifying the existence of users with stable channel conditions and providing
sufficient information to the AP about the user channel conditions. Then, using this
information, the AP can choose the group of users that maximizes an objective
function such as achievable rate or a fairness criterion as example. This differs from
the existing MU-MIMO techniques where the group of users who are sounded is
the same as the set of users that are to be assisted next.

In [14], the author proposed a novel user selection algorithm 802.11ac+ to
increase the system capacity. 802.11ac+ comprises of a novel MU-MIMO MAC
protocol and delay transmission approach to transmit the CSI feedback. The first
user will be selected randomly and requests CSI feedback. Based on the CSI
feedback obtained from user 1, access point will prepare a channel hint and
broadcasts it to remaining users. Using the channel hint, each user computes its
channel state vector and contends for channel in distributed manner. The contention
feedback mechanism is shown in Fig. 4.

Feedback contention arises when two users transmit the CSI feedback at the
same time. 802.11ac+ avoids contention by using delayed feedback approach. In
this approach, the users are allowed to transmit their feedback only in specific time
slots. Each slot has fixed some threshold, and the user whose CSI satisfies the
threshold value wins the contention and announced as winner of the contention
round. Likewise, there will be maximum of ‘M’ contention rounds for M antenna
access point. The performance of the contention mechanism depends on how well
the timeout threshold and slot thresholds are fixed. The author also proposed two
fair scheduling protocols, namely round-robin scheduler and proportional fair
scheduler to solve the fairness problem among the users. The throughput obtained

Fig. 3 OPUS CSI feedback contention mechanism [12]
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using this scheme is shown better compared to SUS and 802.11ac protocol.
However, the author has not clearly addressed the complexity and overhead issue in
the proposed scheme. In addition to the above downlink MU-MIMO WLAN
contention mechanisms, we also discuss two uplink contention mechanisms which
can be extended to downlink and may yield better results.

In [15], the author proposed a novel orthogonality evaluation mechanism that
enables each user to obtain its own CSI. This algorithm is named as signpost.
Signpost also realizes a 2D-prioritized contention mechanism to choose the best
user efficiently by using both time and frequency domain resources. Signpost is a
scalable user selection algorithm that is suited uplink MU-MIMO WLAN trans-
mission. In this protocol, for each contention round, arbitrary probing directions are
transmitted as channel hint to the user stations. The user stations check the
orthogonality using these arbitrary directions and contend for the channel without
sending the feedback to access point. Hence, with zero CSI overhead, the user
competes for the resources. The contention mechanism is shown in Fig. 5.

Figure 5 shows an example of signpost contention mechanism. Here, Gi,j is
quantized preference metric in jth signpost direction corresponding user i. The
alignment for three users and four subcarriers are mentioned in the above diagram.
Here, user 1 wins the contention on first direction and user will win on second
direction. Each alignment metric is mapped to subcarrier index and time slot.
Hence, signpost uses both time and frequency domain resources to avoid the
contention during CSI feedback phase. This is termed as two-dimensional feedback

Fig. 4 802.11ac+ MU-MIMO transmission [14]

Fig. 5 Signpost contention
mechanism [15]
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contention mechanism. The author evaluated the performance of the protocol by
considering throughput and overhead issues. Another recent uplink MU-MIMO
WLAN protocol optimal user selection (OUS) is proposed in [16]. OUS takes
throughput and fairness into consideration and formulates the complex scheduling
problem. OUS also considers correlation among the users and provides throughput
fairness solution to the user selection problem. It studies the impact of grouping the
users on throughput and fairness. OUS is an uplink scheduling scheme and can be
extended to downlink MU-MIMO WLANs. The scheduling operation of OUS is
shown in Fig. 6. The entire scheduling period of OUS is divided into three stages.
They are CSI estimation, scheduling, and transmission. Here, an AP and several
users are considered for transmission. The AP that acts as central controller takes
decisions on user selection-based channel correlation. The sequence of operations is
as follows. First, the AP broadcasts signals to user stations to announce uplink
transmission. Then, the user responds to the AP with their individual CSIs. After
this, the AP calculates the SNRs and channel correlation ‘r’ between the users. Up
to this step, OUS performs usual procedure. These values are provided as input to
the OUS greedy selection algorithm which is the key component of the scheme.
This algorithm calculates and outputs the set of concurrent users for each trans-
mission slot. Finally, the AP informs users about the data rates and allows them to
transmit concurrently.

The performance metrics of these CSI feedback schemes are provided in
Table 1. The parameters considered are throughput, fairness, overhead, and com-
plexity. It presents the key design issues considered in the state-of-the-art downlink
and uplink CSI feedback mechanisms.

Fig. 6 Scheduling operation flow of OUS [16]
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4 Conclusion

In this paper, a survey of contention-based CSI feedback schemes is done for
MU-MIMO WLANs. User selection, scheduling, and feedback contention are
considered as major problems in upcoming wireless local area networks. As the
number of user stations increases, the overhead incurred during transmission
increases. This leads to degradation of the overall throughput. This is considered as
the motivation for this survey. Most recent CSI feedback mechanisms are studied
with respect to performance issues such as throughput, fairness, overhead, and
complexity. It is concluded that there is a need to develop efficient CSI feedback
schemes to support the high physical data rates offered by the next-generation
WLANs.
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Synchronization Analysis of Quadratic
Chaos-Based DSSS-OFDMA System
with an Interceptional Attack

R. Priya and R. Kumar

Abstract Chaotic communication system is divergent from spread spectrum
communication which is not as easy to find an accurate application as it can arise
non-uniformity equations. The conventional chaos is appropriately worse for a
forthcoming state as because it is higly sensitive to an early state under jamming.
The conservative system of proposed quadratic chaos has been beneficial in many
technological areas even in the presence of jamming. The quadratic chaos is easier
to generate, and it is hard to detect by fraudulent users. Therefore, the quadratic
chaotic sequence with orthogonality property has the ability to improve signal
detection and also to suppress the multicarrier interference. In the proposed
method of quadratic chaotic DSSS-OFDMA system for distinct values of
increasing jammer power, the signal detection under jamming has been improved
than existing chaos.

Keywords Jamming attack � Chaos-based communications � Synchronization
Physical layer security

1 Introduction

It is crucial to examine the performance of wireless kind of applications against
security attack in which jamming is precarious and may disrupt the communica-
tion [1]. A chaos may exhibit a variation to an early condition under interference
attack. The prognostic close to a forthcoming state are progressively worse even in
an initial state for existing chaos.
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The conventional system: It has morbid issue while assigning values to initial
condition parameter as it persuaded to negative population sizes. Therefore, to
depreciate the interference and complexity level, quadratic chaos is suitable way to
suppress the non-uniformity in traditional chaos.

2 System Description

2.1 Quadratic Chaotic System

The pictorial representation of quadratic chaos DSSS-OFDMA system has been
demonstrated in Fig. 1 in which this system makes use of orthogonal quadratic
chaotic sequences to present a data bit. Thus, the transmitter spreads the source bits
by quadratic chaotic sequence (qi) from the jth bit [2]. The obtained sequence is
entered through mapper. An efficient authentication-based Chebyshev polynomial
map has the following function,

xkþ 1 ¼ cos x cos�1 xk
� �

; for � 1� xk � 1 ð1Þ

The power of integer x is 2. Therefore, the quadratic chaotic sequence for aimed
system DSSS-OFDMA under jamming is represented as,

xnþ 1 ¼ sin2 2nhpð Þ ð2Þ

where h is considered as initial conditional parameter.

h ¼ 1
p
sin�1 x0ð Þ1=2

� �
; for � 1� x0 � 1 ð3Þ

Fig. 1 Block schematic for quadratic chaos DSSS-OFDMA system
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Using probability distribution for quadratic chaos sequence is considered as,

fcðqiÞ ¼ 1

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2� q2i

p ð4Þ

The quadratic chaotic sequence for the transmitted bits is shown as,

qi ¼ ðxn þ 1Þ � 100=2 ð5Þ

The energy of quadratic chaotic sequence is expressed as,

EðqiÞ ¼ q4i

Z1
�1

1

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2� q2i

p dqi ð6Þ

At the side of receiver, the evaluated result of quadratic chaotic sequence is then
entered into correlator and decision circuit.

2.2 Jammer

The proposed system in which OFDMA system uses orthogonality sequences as it
is highly resistant to jamming as compared with an efficiency in existing system of
CDMA.

jðnÞ ¼ jIðnÞ
ffiffiffiffiffiffiffi
2Ej

p
cos xctð Þ � jQðnÞ

ffiffiffiffiffiffiffi
2Ej

p
sin xctð Þ ð7Þ

3 Synchronization of Quadratic Chaotic DSSS-OFDMA
System

The synchronization is essentially used in order to examine the execution of the
aimed system [3]. The correlator for the modern system is estimated as,

W ¼ ffiffiffiffiffi
Eq

p X2b
i¼1

q0iq
0
ði�sÞ þ

ffiffiffiffiffi
En

p X2b
i¼1

niq
0
ði�sÞ þ

ffiffiffiffiffi
Ej

p X2b
i¼1

jiq
0
ði�sÞ ð8Þ

where Eq is the chip energy of quadratic chaotic sequence, En is the noise energy,
and Ej is the jammer energy [4]. Also, 2b is the chip sequence per Eb. The block
schematic for synchronization of quadratic chaotic system is exposed in Fig. 2.

The received signal is then multiplied with quadratic chaotic sequences to
retrieve the generated signal, and then, it is passed through correlator and square
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law device. Inorder to achieve synchronization, the outcome of square law device
(Z) greater than the threshold value (ZT).

4 Mathematical Analysis

4.1 Analysis of Quadratic Chaotic System

In general, the chaos system is considered as,

xnþ 1 ¼ Axn 1� xnð Þ ð9Þ

whereas ‘A’ is in the range between 3.57 and 4. The quadratic chaotic system for the
differential equation is assumed as,

x
:: þ b x

: þ kx3 ¼ A sinxt ð10Þ

The variable can be specified as / = xt, and the quadratic chaos system is
expected as,

x
: ¼ v; v

: ¼ �bv� kx3 þA sin/ ð11Þ

The simplest equation that can be evinced as,

x
: ¼ y; y

: ¼ �xþ yz; z
: ¼ 1� y2 ð12Þ

Fig. 2 Synchronized
proposed system with an
interception
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The consistent system of quadratic chaotic for cubic system is deduced as,

vxþ x2 _x� A 1� x2
� �

x ¼ 0 ð13Þ

Using Euler method, the equation obtained for the transient-free system is
determined as,

xnþ 1 ¼ xn þ hvn; vnþ 1 ¼ vn � hxn þ 1 ð14Þ

4.2 False Alarm Under Jamming

This is contrary to the sensitivity as it does not contradict the received with gen-
erated signal. The correlator for specificity is resolved as,

U ¼ ffiffiffiffiffi
Eq

p X2b
j¼1

q0i q
0
ði�sÞ þ

ffiffiffiffiffi
En

p X2b
j¼1

niq
0
ði�sÞ þ

ffiffiffiffiffi
Ej

p X2b
j¼1

jiq
0
ði�sÞ ð15Þ

The mean value is considered as

E U½ � ¼ 0 ð16Þ

The variance for the above (16) is measured as,

r2 ¼ E U2� �� E2 U½ � ð17Þ

r2 ¼ E
ffiffiffiffiffi
Eq

p X2b
i¼1

q0i q
0
ði�sÞ

" #2

þE
ffiffiffiffiffi
En

p X2b
i¼1

niq
0
ði�sÞ

" #2

þE
ffiffiffiffiffi
En

p X2b
i¼1

jiq
0
ði�sÞ

" #2

ð18Þ

r2 ¼ Eq2bþ 2bno=2þ 2bnj=2 ð19Þ

The Pareto distribution has been estimated as,

Py ¼ 1

rðzÞ2 ffiffiffiffiffiffi
2p

p e �1=2 z=r2ð Þð Þ ð20Þ

The false-positive rate with error function has been taken into consideration as,

PF ¼ 1� erfc

ffiffiffiffiffiffiffi
zT
2r2

r	 

ð21Þ
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4.3 Signal Detection Under Jamming

The synchronization analysis has been performed for the signal detection by
aligning the generated and received signal. The correlator for aligned signals is
computed as,

U ¼ ffiffiffiffiffi
Eq

p X2b
j¼1

ðq0i Þ2 þ
ffiffiffiffiffi
En

p X2b
j¼1

niq0i þ
ffiffiffiffiffi
Ej

p X2b
j¼1

jiq0i ð22Þ

The average rate for (22) is revealed as,

E½U� ¼ E
ffiffiffiffiffi
Eq

p X2b
j¼1

ðq0i Þ2 þ
ffiffiffiffiffi
En

p X2b
j¼1

niq
0
i þ

ffiffiffiffiffi
Ej

p X2b
j¼1

jiq
0
i

" #
ð23Þ

where

E
ffiffiffiffiffi
Eq

p X2b
i¼1

qið Þ2
" #

¼ ffiffiffiffiffi
Eq

p
2b ð24Þ

E
ffiffiffiffiffi
En

p X2b
i¼1

niq
0
i

" #
¼ 0 ð25Þ

E
ffiffiffiffiffi
Ej

p X2b
i¼1

jiq
0
i

" #
¼ 0 ð26Þ

The variance for the above expression is resolved as,

r2 ¼ Eqbþ 2bn0=2þ 2bnj=2 ð27Þ

The contiguous random distribution is estimated as,

Py ¼ 1

r
ffiffiffiffiffiffiffi
2pz

p exp � zþ k=r2½ �
2

	 

cosh

ffiffiffiffiffi
zk
r4

r" #
ð28Þ

where k = Eq4b
2, the true positive rate from (28) is derived, and it is considered as,

PD ¼ 1� 1
2

erfc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zT=2r2

p
�

ffiffiffiffiffiffiffiffiffiffiffiffi
k=2r2

p� �
þ erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zT=2r2

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffi
k=2r2

p� �h i
ð29Þ

110 R. Priya and R. Kumar



5 Systematic Results and Discussion

In accordance with the result of analytical scenario, a threshold value is considered
as 200 in favor of signal detection. As this is counterfeit, the fixed point has been set
in which variation can be comprehend by means of chip sequences per bit. The
receiver characteristic curve is exposed in Fig. 3, for dissimilar values of SJR in
which the chip sequence per bit energy is set as 300 [5]. The sensitivity has been
highly improved for the proposed system of DSSS-OFDMA using quadratic chaos
sequence with an interceptional attack. When decreasing the SJR, it is arduous to
elucidate the signal as it leads to the error rate. As increasing SJR, it reaches the
maximum probability under jamming.

To gain the efficiency of system by considering the boundary for divergent
values of SJR, in which the sensitivity for the aimed system is enhanced than
conventional chaos as viewable in Fig. 4.

Within that fixed point, the sensitivity is assessed by means of jammer power.
After that considerable point, the communication system falls to error rate under
interception. An error function for the analytical results has been related with
simulated waveform.

The sensitivity based on SJR for dissimilar values of threshold has been exposed
in Fig. 5. When SJR = 5 dB, the system performance is getting optimized with
respect to the value of signal detection and threshold under jamming. The execution
of the communication system falls to error rate for SJR = 12 dB. Therefore,

Fig. 3 Characteristic curve of received signal for the proposed and existing systems using
dissimilar values of SJR with an interception

Synchronization Analysis of Quadratic … 111



Fig. 4 Threshold-based signal detection system for proposed and existing systems with an
interceptional attack

Fig. 5 Signal detection-based SJR for the proposed and existing systems with an interceptional
attack
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from Fig. 5, the proposed system is outperforming than conventional chaotic system
with an interceptional attack. As for high power jammer, the signal detection has been
improved and it is reduced while increasing the fixed point under jamming.

6 Conclusion

The system performance using quadratic chaotic sequences has been examined for
the projected system with an interceptional attack. For the increasing values of SJR
and threshold (ZT), signal efficiency is improved than the existing system. The
aimed DSSS-OFDMA system detecting the signal under jamming is 25% outper-
forming than conventional chaotic system.

Thus quadratic chaotic sequence is having less complexity with more security
and high speed than traditional system. Therefore, from the simulation analysis, it is
proven that detecting the signal using quadratic chaos is more effectual than the
traditional DSSS-CDMA system.
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Mean Availability Parameter-Based
DDoS Detection Mechanism for Cloud
Computing Environments

Arjunan Amuthan and Pillutla Harikrishna

Abstract Trustworthiness of edge routers and clients plays a significant role in a
cloud environment for ensuring reliable packet delivery. Trust of clients depends on
the level of cooperation attributed by them for ensuring seamless service and on the
support rendered by them for the sake of their neighbouring clients towards the core
objective of reliable data dissemination. The level of collaboration between clients
is highly influenced by distributed denial of service (DDoS) attacks as they directly
influence the performance of cloud computing environment by preventing them
from involving in normal data transactions that could result in reduced throughput
and packet delivery rate. A mean availability parameter-based DDoS detection
mechanism (MAPDDM) is contributed for handling the impacts induced by DDoS
towards the dynamic clients of the subnet. The performance of MAPDDM is
analysed by varying the size of subnets and number of attackers under the dynamic
influence of varying traffic request using CloudSim. The simulation results infer
that MAPDDM is phenomenal in sustaining the trust value of clients to a maximum
of 82% even when the amount of traffic is varied.

1 Introduction

Cloud computing is considered as the most predominant networking technologies
that aims in ensuring seamless cost-effective service. They are capable of com-
bining the merits of other ascendant technologies available in the recent world [1].
They are also potent in facilitating the aspect of multi-tenancy that can share each
available resource to multiple connected clients under the impact of maximum
traffic load for achieving optimal resource sharing with effective cost [2]. But, the
dimension of multi-tenancy imposes several security problems like data availability
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that prevents the access of data stored at the service provider’s end. A number of
security threats like the man in the middle, ARP poisoning, ping of death attack and
DDoS influence data availability [3]. From the literature, DDoS is identified as one
of the potential threats that get easily launched into the subnet and one that is
difficult to be prevented [4]. In this paper, MAPDDM is mainly proposed for
preventing DDoS attacks by quantifying the mean availability parameter that
determines the level of support contributed by the participating edge routers and
clients. MAPDDM is also proposed for investigating the influence of varying DDoS
attackers on the subnet and also analyses their impact based on varying level of
traffic request. The remaining sections of the paper are organized as follows.
Section 2 presents a short view on some of the related work that is contributed for
handling DDoS available in the literature. The step-by-step process of MAPDDM
mechanism in quantifying mean availability parameter for DDoS detection is
detailed in Sect. 3. Section 4 highlights the inference of results and discussions that
portray the performance of the proposed MAPDDM. Section 5 depicts the major
contribution of MAPDDM approach.

2 Related Work

From the recent decade, a number of DDoS detection approaches have been pro-
posed for cloud computing environments [5]. Some of the significant approaches
are highlighted with their merits and demerits.

Initially, Janczewski [6] inferred that by preventing DDoS attack, flood based
attacks can be filtered out and also help in processing legitimate traffic. Authors
implemented a buffer-filter component that stores and filters traffic depending on the
bandwidth size of the incoming packets. The buffer-filter component is only acti-
vated when the bandwidth size of incoming packets exceeds the threshold level as
the additional size of bandwidth is reanalysed for confirming DDoS attacks in the
cloud subnet. Chen and Hwang [7] contributed an anti-DoS (AID) technique that
possesses the capability of creating overlay network for handling the incoming
legitimate data packets. AID Technique also uses special filtering process for
processing attack traffic that protects the server from future access.

Further, Du and Nakao [8] proposed a credit-based system that rewards the
legitimate behaving users with maximum credit points and punishes the maliciously
behaving users by decrementing the credit points they possess. The path isolation
through a secure channel is accommodated in this mechanism when cooperative
users possess a credit points that significantly exceed the optimal threshold credit
points. In this technique, the users are blocked and prevented from server access
when the user-contributed credit point is exhausted. This DDoS prevention scheme
also employs some of the vital detection components like signalling mechanism and
one-hop path splicer and credit counting system. Varalakshmi and Selvi [9] con-
tributed a DDoS defence mechanism that incorporates hop-count filter, normal
profile creator and attacker profile creator that aids in comparing data normal traffic

116 A. Amuthan and P. Harikrishna



to minimize the false positive and false negative rate for facilitating an improved
efficiency in attacker detection process through the method of Kullback–Leibler
divergence. This DDoS defence mechanism collects, distributes and audits the
incoming network traffic for malicious activity detection. This detection method-
ology detects malicious activity and informs the other clients of the network
through reports and alert messages.

Nesmachnow et al. [10] propounded a solution for synchronizing independent
tasks of data computing in heterogeneous cloud environments. This synchronizing
methodology relies on a licence issue-based management that confirms the
authentication of privileged users for remote server access. Authors confirmed that
this synchronization-based DDoS handling technique is equally potential with the
existing attack detection techniques proposed in the literature. Raj Kumar and
Selvakumar [11] proposed a DDoS detection scheme that employs neural classifier
for collecting information that highlights and investigates the feature of incoming
and test sample traffic. If a deviation between the incoming and sample traffic is
detected, the impacts of malicious behaviour are categorized into true positive and
true negative based on framed alternatives of false positive and false negative for
enhancing the classification accuracy for detection.

3 Proposed Work

MAPDDM is mainly proposed for preventing DDoS attacks by estimating the level
of participation in enabling seamless services through the estimation of mean
availability parameter that significantly quantifies the degree of support contributed
by the participating edge routers and clients. The steps involved in the computing of
mean availability parameter are discussed below. In a cloud computing environment,
let Sa = {FTN, HTN, STN, LTN, DTN} represent the set of Fully Trusted, Highly
Trusted, Semi-Trusted, Low Trusted and Distrusted clients of the considered subnet
controlled by a number of edge routers. The trustworthiness of clients is updated to
the edge router with the support of comparator. Let Sb = {1, 0.75, 0.5, 0.25, 0}
denote the set of values returned by neighbours gathered through the aid of probe
packets. The probe packets aid in elucidating the availability of the clients as mon-
itored by their neighbours. Availability of clients is explored since DDoS attacks on
clients in the cloud environment minimize the degree of services rendered by them to
their associated and connected neighbouring clients. The availability of clients is
gauged based on ‘Ti’ and ‘Di’ that represents the functioning time and downtime of
clients for each client ‘i.’ Thus, the availability of clients in a cloud environment can
be represented through the sequence of independent random variables

Ai ¼ Ti þDif g; where i ¼ 1; 2; . . .:n

In this context, T1, T2,…, Tn are identically distributed with a general cumula-
tive distributed function P(t) and probability density function p(t). Likewise,
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D1, D2,…, Dn are also identically distributed with a cumulative density function
F(t) and probability density function f(t). Then, Ai which depends on ‘Ti’ and ‘Di’
are also identically and independently distributed. Hence, {Ai/i = 1, 2,…, n} is
defined as a renewal process. This process is an alternating renewal process as it
models five states of the clients. The availability of client (Ai) at any time ‘t’ is
quantified based on the sum of expected Ti and expected Di.

Ai ¼ E Aið Þ ð1Þ

As Xi depends on ‘Ti’ and ‘Di’

Ai ¼ E Ti þDið Þ ð2Þ

This availability (Ai(s)) corresponds to the convolution of P(t) and F(t) distri-
butions (as P(t) and F(t) are independent)

Ai sð Þ ¼ Lp sð Þþ Lf sð Þ ð3Þ

where

Lp sð Þ ¼
Z1

0

e�sxp xð Þdx and

Lf sð Þ ¼
Z1

0

e�sxf xð Þdx

Then, the convolution property of transform Lp(s) and Lf(s) in terms of relation
using

Lf sð Þ ¼ Lp sð Þþ Lf sð Þ:Lp sð Þ ð4Þ

Lf sð Þ ¼ Lp sð Þ
1� Lp sð Þ ð5Þ

Similarly,

Lp sð Þ ¼ Lf sð Þ
1� Lf sð Þ ð6Þ

The mean availability of client (Lm(s)) in a cloud environment depends on

Lm sð Þ ¼ Lf sð Þ:Lp sð Þ
1� Lf sð Þ:Lp sð Þ ð7Þ

where 0 � Lm(s) � 1.
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Based on Lm(s), the availability of clients is graded as

FTN ¼ Lm sð Þ; 0:90\ Lm sð Þ � 1:0ð Þ

HTN ¼ Lm sð Þ; 0:75\ Lm sð Þ � 0:90ð Þ

STN ¼ Lm sð Þ; 0:25\ Lm sð Þ � 0:75ð Þ

LTN ¼ Lm sð Þ; 0\ Lm sð Þ � 0:25ð Þ

DTN ¼ Lm sð Þ ¼ 0ð Þ

Based on the trust evaluated, the clients are identified as DDoS compromised
and proper isolation process is triggered.

4 Simulation Experiments and Discussions

The performance of MAPDDM is evaluated using CloudSim simulator by
launching attacks through DARPA data set. This experimental analysis is carried
out with two, three and four attackers in the subnet of a cloud computing envi-
ronment. The DARPA data set contains both training set and test data set of size
ranging from 300 to 700 bytes in length. The results are validated using both
training set and test data set that confirms the evaluation of attack behaviour. In this
analysis, traffic generator tool (TG) is used for generating data packets of length
200–6,000 bytes. Three experiments were conducted with two attackers, three
attackers and four attackers in the cloud topology. The validation of MAPDDM is
ten-fold cross tested under the aggregate view of ten simulation runs of 150 s time
period.

A. Experiment 1: System with Two Attackers

In experiment 1, each client in the system is made to generate data at a dynamic rate
that lies between 150 and 200 packets under an interval of 750–1250 ms. The
interval between successive request packets is about 1200 bits, and two client nodes
are considered to generate the attack traffic at the maximum rate of 125 request
packets each of 120 bits with 2 ms interval. The variations in trust are recorded for
a period of 90 s with mean flow rate of 2 m/s at the router with an interval time
period of 10 s. In this investigation, the deviation in trust components that emerges
to the detection of two attack clients is depicted. In this case, the trusted client node
2 with data rate of 25 Mbits/s is found to possess an average trust value of 0.82.
Similarly, the attacker client node 4 with data rate 200 Mbits/s and node 5 with
250 Mbits/s are found to possess an average trust value of 0.26 and 0.28, respec-
tively. It is proved that MAPDDM is significant than the AID technique used for
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comparative analysis as it has the capability of sustaining DDoS attacks to a
maximum of 26%.

B. Experiment 2: System with Three Attackers

In experiment 2, each client in the system is made to generate data at a dynamic rate
that lies between 200 and 400 packets under an interval of 750–1250 ms. The
interval between successive request packets is about 1200 bits, and three client
nodes are considered to generate the attack traffic at the maximum rate of 150
request packets each of 150 bits with 2 ms interval. The variations in trust are
recorded for a period of 90 s with mean flow rate of 2 m/s at the router with an
interval time period of 10 s. In this analysis, the deviation in trust components that
emerges to the detection of three attack clients is portrayed. In this case, the trusted
client node 2 with data rate of 25 Mbits/s is found to possess an average trust value
of 0.73. Similarly, the attacker client node 4 with data rate 200 Mbits/s, node 5 with
250 Mbits/s, and node 7 with data rate 400 Mbits/s are found to possess an average
trust value of 0.22 and 0.19 and 0.21, respectively. It is proved that MAPDDM is
significant than the AID technique used for comparative analysis as it has the
capability of sustaining DDoS attacks to a maximum of 22%.

C. Experiment 3: System with Four Attackers

In experiment 3, each client in the system is made to generate data at a dynamic rate
that lies between 300 and 500 packets under an interval of 1000–1450 ms. The
interval between successive request packets is about 1350 bits, and four client
nodes are considered to generate the attack traffic at the maximum rate of 200
request packets each of 200 bits with 2 ms interval. The variations in trust are
recorded for a period of 120 s with mean flow rate of 2 m/s at the router with an
interval time period of 10 s. The deviation in trust components that emerges to the
detection of four attack clients is explained in this exploration. In this case, the
trusted client node 2 with data rate of 25 Mbits/s is found to possess an average
trust value of 0.71. Similarly, the attacker client node 4 with data rate 200 Mbits/s,
node 5 with 250 Mbits/s, node 7 with data rate 400 Mbits/s, and node 8 with data
rate 400 Mbits/s are found to possess an average trust value of 0.22, 0.16, 0.19 and
0.17 respectively. It is proved that MAPDDM is significant than the AID technique
used for comparative analysis as it has the capability of sustaining DDoS attacks to
a maximum of 19%. It is also proved that MAPDDM is significant than the existing
DDoS handling techniques as it is capable of improving the throughput and packet
delivery rate of cloud computing environment. Finally, Figs. 1 and 2 highlight the
performance of MAPDDM based on throughput and packet delivery ratio.
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5 Conclusion

In this paper, MAPDDM is proposed for detecting malicious behaving edge routers
and client nodes by incorporating a rapid DDoS detection process since large
amount of huge requests that enter as attack traffic has to probe before it enters the
network. The main contribution of the MAPDDM lies in its potentiality of clas-
sifying clients as Fully Trusted, Highly Trusted, Semi-Trusted, Low Trusted and
Distrusted client by computing mean availability parameter using functioning and
downtime. The simulation results confirm that MAPDDM is highly survivable to
DDoS attacks as the measured false positive and false negative are negligible. This
negligible measure is due to the facilitation of lower sensitive detection time for
accurately confirming an edge router or client node as a trusted entity or an attacker.

Fig. 1 Performance of
MAPDDM based on
throughput

Fig. 2 Performance of
MAPDDM based on packet
delivery ratio
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An Effective Dynamic Slot Allocation
Scheme for Wireless Body Area
Network

M. Ambigavathi and D. Sridharan

Abstract Wireless body area network (WBAN) is an indispensable research field
in recent times, in order to monitor and transfer the lifesaving or critical data over
wireless medium. One crucial challenge for WBAN is to track and sustain the
Quality of Service (QoS). Another significant issue is to reduce the energy con-
sumption within such a resource-constrained network. Due to consecutive time slots
allocation, the ready nodes in the queue have to wait for a long time even it has very
few or bursty data for transmission. The fixed slot assignment is not suitable for the
emergency applications where nodes have different packet generation rate.
Therefore, this paper introduces a novel enhanced time division multiple access
(ETDMA) MAC protocol using IEEE 802.15.4 standard which dynamically allo-
cated the time slots for body sensor nodes. The entire channels are divided into a
number of time slots, in which nodes can send their control or data packets over
delegated time slot. Also, the Enhanced Packet Scheduling Algorithm (EPSA) is
considered to ensure the great number of lingering or waiting nodes allocated to the
specified time slots in the given time frame. Since, it avoids unnecessary bandwidth
usage and channel assignment. The simulation results show that the proposed
method saves more energy, reduce the delay and packet loss, and employs the
channel to maximum capacity.

1 Introduction

Wireless body area network is a human-centric network recently which creates
special attention in the field of health monitoring applications. This network con-
sists of low-power, smart sensor nodes dispersed on, in or around the human body
for observing the vital parameters [1]. One of the greatest challenges is to reduce the
energy consumption. Particularly for the nodes which are implanted into the human
body because that battery replacement or recharging is impractical. Therefore, the
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design of energy efficient MAC protocol is the major concern to minimize the
energy wastage of body sensor nodes. IEEE 802.15.4 [2] is a low-power com-
munication standard that describes the specifications for Physical layer (PHY) and
MAC layer of a low data rate WBAN with low-latency requirements. Random
Access MAC protocols (CSMA/CA) and Schedule-based MAC protocols (TDMA)
are the two major medium access schemes in WBAN. Sensor nodes compete for
channel access prior to data transmission in CSMA/CA. In TDMA method, node
can only transmit its data in an assigned time slot. In this type, many nodes can get
the chance to transmit their sensed data simultaneously without any collisions [3].
In which, time base is usually divided into the equal number of time slots, after
these slots are further organized into number of superframes. Within each frame, a
node is occupied at least one time slot to transmit its data. Hence, it has a natural
advantage of collision-free medium access [4].

The major concern in TDMA-based scheduling is synchronization of the nodes
with a network coordinator when node detects abnormal value and tries to schedule
the time slots access the medium topological changes. Since, there is necessary to
be considered these possibilities when designing a new MAC protocol. The pro-
posed technique competently works without any earmarked allocation of channels
in order to avoid wastage of the time slots and shows the improved performance
results with varied data types.

The rest of the paper is outlined as follows: Represents the related works and the
proposed method is explained in Sect. 3. The simulation results are evaluated in
Sect. 4. Finally, this paper is concluded in Sect. 5.

2 Related Work

This section recaps the current issues of TDMA-based MAC protocols and methods
with neat focus on energy consumption, packet collision, and delay. Authors in [5]
proposed a novel scheme to reduce unnecessary usage of bandwidth by allocating
the Guaranteed Time Slot (GTS) to body sensor nodes with respect to GTS duration
until the transmission of sensed data to the coordinator node. It saves sufficient
bandwidth in the Contention Free Period (CFP), and then it is assigned to the
Contention Access Period (CAP), thus increased the whole network’s performance
slightly. In [6], a Binary Integer Nonlinear Dynamic Programming (BINDP) slot
allocation scheme has introduced to improve the energy efficiency. This technique
also jointly considered two heuristic algorithms to assign the data priorities in order
to maximize the slot utilization with less delay and resolved the queue limitations. It
improves the energy efficiency, delay, and buffer limitations are also fulfilled.
Figure 1 represents the overall architecture diagram of WBAN system.
iQueue-MAC has developed to deal with burst or heavy traffic. It has jointly
considered both CSMA/CA and TDMA types of channel access MAC protocols for
packet transmission. Therefore, dynamically schedules the time slots based on the
different traffic rate. This method used a queue indicator that is piggybacked onto all
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data packets, with time slot requests for the channel allocation to the nodes.
iQueue-MAC operates the bandwidth more precisely, allocates the required slots,
and retransmits the packets using TDMA mechanism for intensive body sensor
nodes [7]. Authors presented a novel dynamic channel allocation mechanism to
solve the collision problem. It uses flexible allocation field to handle different
conditions of the physiological data. If there is any packet collision, then it starts
with a reallocation process to permit the failed packets with minimum retrans-
mission delay. Hence, the packet delivery delay and unwanted usage of bandwidth
are minimized in [8]. Authors considered the greedy technique with Improved
Packet Scheduling Mechanism (IPSM) for dynamic allocation of time slots for
waiting nodes in the given frame and also improved the overall performance of the
network with efficient channel utilization [9].

3 Proposed Method

Time Division Multiple Access (TDMA) is a classical channel access method for
WBAN. The main drawbacks of static TDMA are the lower channel utilization rate
in the presence of heterogeneous traffic loads, not capable of reducing the packet
loss rate and delay in case of packet collisions. To minimize such issues, this paper
introduces a novel Enhanced Packet Scheduling Algorithm (EPSA) for scheduling
the data packets in order to minimize the energy consumption and increase the
overall throughput. The main condition is that each node must know the infor-
mation of all other neighbors. This EPSA performs scheduling process for the
nodes which senses data and ready to have a certain time frame. If node sensed the
data, it has received a certain time slot in a given frame, sometimes it may be
possible that some nodes have data to transmit but still not get a time slot in that
frame. In another case, some time slots are sent empty. To avoid such issues and
improve channel utilization, this algorithm schedules time slots before transmitting
the frame and make available empty slots to other waiting nodes or ready nodes

Fig. 1 Overall architecture diagram of WBAN
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with vital information. Moreover, the body sensors are not required to wait for the
next superframe time slot. Figure 2 represents the pictorial representation of pro-
posed method.

3.1 Allocation of Time Slots for Body Nodes

In this step, Body Node (BN1) has been assigned a time slot T1. At the same time,
T1 is occupied by BN2 and similarly time slot T2 by BN3. So, then BN1 can be
assigned an empty slot either T4 or T6, and also nodes are not required to wait for
next time frame in order to transmit the vital information which the node has
sensed. Sometimes, many nodes have vital data that are waiting in queue for the
time slots means, then node observes which slots are empty in a certain time frame
so that it can be assigned to the ready nodes or waiting nodes.

By using this identification, the empty slots are sent in a given frame has reduced
significantly, even if there are some waiting nodes or ready nodes available for
sending the vital information.

Fig. 2 Allocation and division of time slots
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3.2 Division of Empty Slots for Ready Nodes

This second step is carried out when there are number of waiting nodes or ready
nodes that want to transmit the vital data, but the time slots are not restricted. At this
scenario, the remaining unused or empty time slots are divided into smaller equal
length of slots based on the number of waiting nodes. Thus, the number of body
nodes can send their vital data at once without any time delay and also it saves more
energy. Here, the T4 is the empty slot and then divide this slot into two equal time
slots and now it has two slots in the given time frame. Hence, two nodes can able to
send the vital data instead of one node. Algorithm 1 explains the entire process of
proposed technique.

Algorithm 1 Enhanced Packet Scheduling (EPSA)

Step 1: Initialize the parameters for number of waiting sensor nodes (Ns), empty
time slots (Te), time slots (Ts), waiting for next frame (Wf)

Step 2: Identify the Ts

Step 3: Determine the empty time slots (Te) available in a given time frame
Step 4: Check the condition If Ts is Te then
Step 5: Assign next time frame for waiting nodes (Wf)
Step 6: Else set Wf

Step 7: End if
Step 8: End else
Step 9: If Te � Wf then

Step 10: Assign Te

Step 11: Else divide Te

Step 12: Set FIFO End if

4 Results and Discussion

This section describes the simulation results of proposed technique. The novel idea of
this work is also compared with existing method by considering the following
parameters such as packet delivery ratio, delay, throughput, and power consumption.

Table 1 illustrates the basic parameter’s details for simulation.

4.1 Packet Delivery Ratio (PDR)

Figure 3 shows the simulation analysis of packet delivery ratio of proposed tech-
nique. The packet delivery ratio is calculated between the number of packets trans-
mitted by the body sensor nodes and the number of packets received by a coordinator
node. In this graph, the packet delivery rate is higher than IPSM technique.
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4.2 Delay

The average time delay is the time taken by the packets to reach a coordinator node
from the body sender nodes. Figure 4 shows the delay of the waiting nodes.
Figure 4 depicts the packet size in x-axis with respect to simulation time and the
delay in y-axis (milliseconds). From this evaluation, it is analyzed that the delay of
proposed technique is moderate when compared to the existing method.

4.3 Power Consumption

Figure 5 demonstrates the power consumption of both existing and proposed
methods. Figure 5 indicates the simulation time (ms) in x-axis and the power
consumption (mW) of the nodes in y-axis. The proposed technique has minimum
power consumption when compared with existing technique by the avoiding
unnecessary slot allocations.

Table 1 Simulation
parameters

Parameters Values

Deployment area 400 � 400 m

Queue limit 50

Application type Event driven

Packet size 32 bytes

MAC IEEE 802.15.4

Number of nodes 5

Simulation tool NS2

Vital parameters Temperature, SPo2, BP, HR, and RR
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4.4 Throughput

Figure 6 shows the throughput of simulation analysis. The overall throughput is
achieved by calculating the total number of bits can be received from body sensor
nodes to a coordinator node in a given amount of time. Here, the overall throughput
is high compared to existing scenario.
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5 Conclusion

This paper proposed a novel dynamic Enhanced TDMA (ETDMA) MAC protocol
using IEEE 802.15.4 standard. Also, the Enhanced Packet Scheduling Algorithm
(EPSA) has introduced for dynamic allocation of time slots to the body sensor
nodes. By using this method, the time slots are dynamically allocated to the waiting
nodes or ready nodes in an available time frame that significantly reduced the power
consumption and also improved the overall performance by utilizing the channels to
its maximum capacity. Consequently, delay and packet loss can be greatly reduced.
The future work includes implementing the superframe structure with priority
assignment for waiting nodes by modifying this mechanism.
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Enhancement of Security
and Confidentiality for D2D
Communication in LTE-Advanced
Network Using Optimised Protocol

Payal P. Tayade and Perumal Vijayakumar

Abstract Third Generation Partnership Projects (3GPPs) introduced fourth gen-
eration of wireless communication entitled Long-Term Evolution-Advanced
(LTE-A). Security always plays a vital role in communication. Device-to-device
(D2D) communication in LTE-A in between user equipments can be carried out
using Secure Data Sharing Strategy (SeDS) via evolved node B (eNB) and Gateway
(GW). But, communication between eNB and GW is not secure. And if this part of
system will not be secure, further communication may get hampered. In this paper,
implementation of optimised protocol has been shown. The proposed protocol
enhances security in data communication between the nodes.

Keywords Long-term evolution-advanced (LTE-A) network � Security
Device-to-device (D2D) � Secure data sharing strategy (SeDS)

1 Introduction

Huge demand of broadband wireless communication data and various multimedia
applications obligate to carry out fast improvement in the sector of wireless net-
work. Enormous users want to access the network from any place and at any time
via their devices [1]. LTE-A has been developed to fulfil the demand of wireless
communication network and its users. But, with the establishment of communi-
cation using LTE-A network, security and confidentiality are the key factors which
should get focussed. In the year of 2014, a group-based security protocol was
proposed for LTE-A but it was for machine-type communication (MTC). The
protocol was implemented in concern with security and performance for MTC [2].
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Device-to-device (D2D) communication in cellular network enables to establish
direct communication between two mobile users or nearby mobiles without
extending across the base station (BS) or core network [3]. Hence, D2D commu-
nication is considered as one of the best way out for data offloading. Furthermore, it
also delivers some unique features such as making use of information between
critical public safety networks and commercial networks based on LTE. Ultimately,
it helps to achieve significant performance and efficiency benefits in LTE network.
As LTE-A network operates on a licensed band; it delivers a systematic and
planned deployment which results in a better user satisfaction and quality of ser-
vice. Hence, it is keenly required to develop an optimised protocol for the com-
bination of LTE-A network with D2D communication to provide better security [4].

The remainder of the paper is constructed as below. Detailed information about
conventional protocol is explained in Sect. 2. The proposed protocol is summarised
in Sect. 3. Section 4 contains the details of proposed security protocol. Discussion
and simulation result is elaborated in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Previous Research Review

Detailed study on integration of D2D communication in LTE-A network has been
done. It has been found out that most of them have researched on service quality,
network congestion, pricing scheme, seamless offloading, mobility of relay and
joint neighbour parameters. A very few researchers have considered security for
research. One associated paper for security in D2D communication with LTA
network has revealed that how secure communication can be established in between
two user equipments via eNB and GW. But, some loopholes are present in the
proposed system which results into lack of confidentiality during the
communication.

The most similar kind of study of this paper has been done in various wireless
networks such as in wireless body area networks (WBANs) and vehicle ad hoc
networks (VANETs). To achieve security in terms of access controls in WBANs,
symmetric cryptography is implemented. On the other hand, public key infras-
tructure (PKI) is responsible to establish security requirements in VANETs. Using
combination of both symmetric cryptography and PKI, one protocol is designed to
achieve security in D2D communication between two user equipments in LTE-A
networks. By considering all the points, we attempt to design one protocol where
integration of symmetric cryptography, PKI and elliptic cryptography curve.
Analysis of previous papers where D2D communication is implemented in LTE
network can be summarised through Table 1.
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3 Conventional Secure Data Sharing Protocol System

In 2016, for D2D communication in LTE-A networks, one secure data sharing
protocol was implemented. It is also entitled as “Secure Data Sharing Strategy
(SeDS)”. This system was implemented with the combination of public key cryp-
tography and symmetric encryption. The proposed protocol helps to achieve
security and availability parameter in D2D communication. Detail analyses on D2D
communication in comparison with WBAN’s and VANET’s have also been done.
For this investigation, two parameters have been focussed entitled as public key
infrastructure (PKI) and symmetric encryption. The inference of the analysis is yet
in D2D, PKI and symmetric encryption is not implemented. But this is not the case
in regard with WBANs and VANETs. Implementation of PKI and symmetric
encryption is available in both the cases [8–11].

3.1 Network Architecture and Threats for Conventional
Protocol System

Network architecture for SeDS protocol system includes four important parts:
gateway (GW), evolved node B (eNB), user equipments (UEs) and service providers
(SPs). Out of which, eNB and GW are assumed to be trustworthy which will not get
affected by attacker. D2D communication usually gets attacked by free-riding attack,
which ultimately reduces the system availability and privacy preservation in terms of

Table 1 Previous research review of D2D communication with LTE-A network

S. No. Title of paper Advantages Disadvantages

1 When D2D communication
improves group-oriented services in
beyond 4G networks (2015) [3]

Improving service
quality in terms of delay
and energy consumption

Security

2 Secure and smart media sharing
based on a novel mobile
device-to-device communication
framework with security and
procedures (2015) [4]

Reduced network
congestion and better
pricing scheme

Security and
reliability

3 Secure data sharing strategy for
D2D communication
LTE-Advanced networks (2015)
[5]

Secure data and sharing
mechanism

Communication
between eNB and
GW is not secured

4 Efficient load balancing using D2D
Comm. and biasing in
LTE-Advance Het-Nets (2015) [6]

Seamless offloading and
mobility of the relay

Implemented for
one macro base
station only

5 Enabling D2D communications
through neighbour discovery in
LTE cellular networks (2015) [7]

Neighbour discovery and
joint neighbour detection

Orthogonality of W
cannot be preserved
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security. The proposed SeDS protocol is based on two preliminaries known as
Bilinear Pairing and Diffie–Hellman Key Exchange (DHKE) [5].

3.2 Initialization of SeDS Protocol System

System initialization of SeDS protocol is done through four steps such as system
parameter generation, SP registration, UE registration and system setup.

System parameter generation step is used for generation of tuple (q, g, g1, G,
GT, ế) by using function Gen (K). Also, selection of secure symmetric encryption
algorithm Encs () and two hash function H0 and H1 are done by eNB in this step
only. In second step that is in SP registration, registration of real identity (RID0) is
done so that it will be able to provide original data in the system. Then, calculation
of PID0 is done using PID0 = H0 (RID0). PID0 is known as pseudo-identity for
SP. Finally, calculation of private and public key will be done (X0, x0) and it will be
sent to SP by eNB through secure channel.

To minimise overhead of communication, SP and UE both calculate their
pseudo-identity by their own. SP registration will be done exactly similar to UE
registration. Moving towards the last step which is system setup, it plays a very
important role in system initialisation. In this step, eNB is used to keep a record of
various parameters such as RID, PID, public key, portion index (Pi), share fre-
quency and malicious behaviour amount. Also, to check original data, combined
record of Pi and payload (M) is stored by eNB. Furthermore, for the sake of data
authority and integrity, computation of signature r1 is done by SP and will be
attached with Pi and M. The whole process is completed online so that data sharing
latency will be minimised.

3.3 Sharing of Data Using SeDS Protocol System

Once the initialisation of the system is finished, one needs to focus on how data
sharing is carried out using the SeDS protocol system. To understand data sharing,
we need to consider two user equipments known as UEi and UEj, one eNB and one
GW. The whole process is divided into 8 steps.

The first step is known as “Service Request”. In this step, UEi (who wants to
have ith frame of data) chooses c (where c ε to Zq

*) and calculates key hint z (where
z = gc) so that communication key Kc will be generated. Also, this step calculates
HMAC (Internet Standard RFC 2104) of message M using hash function of parallel
combination of K+ ⊕ opad, H(K+ ⊕ ipad) and m, where

K+ is the key padded out to size;
opad = 0011 0110, 0011 0110 and so on;
ipad = 0101 1100, 0101 1100 and so on.
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Finally, service request message will be sent to eNB, which includes whole
HMAC message with its PIDi, z and the expected Pi.

The second step is entitled as “Authentication”. After receiving request message,
authenticity will be checked by eNB by calculating hash value of message. If it is
found to be authenticated, it will be checked that whether it is available in record
table or not. If it is available it will be ignored, and if not the message will be sent to
GW with its RIDi followed by that the third step will be performed which is called
as “Candidate Detection”. In this step, detection of valid D2D pair is done for
requesting UE by Proximity Service Control Function (PSCF) and finally gateway
sends to eNB with its RIDj.

The next step is known as “Pair Selection”. This step as its name suggests
performs the proper selection of the candidate with which Pi will match. Sending of
request message to selected entity and acknowledgement of it will also be done in
this step only. The real data transmission process starts with next step called as
“Data Transmission”. Once request message is received, encryption of message will
be done to recover original message and it will be sent with signature r2. The whole
message is obtained in the format of PIDi, PIDj, Pi, Enc (M) (M′), Time Stamp (Ts),
Signature (r1) and Signature (r2). Finally, this message will be sent from trans-
mitter to eNB so that its shared frequency record will be updated.

The further step is called as “Entity Verification”. In this step, after receiving
packet extraction of PIDj will be done by UEi from message. Followed by that,
comparison of PIDj and pseudo-identity will be done. If match is obtained, packed
will be dropped. If not, checking will be done by verifying the balance of the
following equation. If encryption of Xj and hash function of parallel combination of
PIDj, Pi,M′, Ts and r1 is equal to encryption of r2, g then it confirms that the data is
sent by entity with pseudo-identity PIDj. In this step, for the sake of timestamp Ts,
eNB verifies that the message is sent within the allowable time window or not. If it
is so, decryption of message will be carried out and feedback will be recorded.

The seventh step is known as “Data Verification”. To check data authority,
encryption of X0 and hash function of parallel combination of Pi and M is calcu-
lated. Also, encryption of r1 and g is calculated. If both the values are found to be
equal, then the data will be considered to be authorised. And if not, then it is
considered as impersonation attack.

The last step is “Record Refresh”. Here, eNB verifies the validity of r1, and if it
is found to the valid, PIDi column in record table will get refreshed by inserting Pi
and also shared frequency of PIDj will be incremented by 1, and if r1 is not found
to be valid, the malicious behaviour amount record will be updated. In this way,
whole SeDS protocol system is implemented to achieve security [5].

While dealing with such scenario, the most crucial part is to select proper device
to which we want to send information. We have seen the device detection done by
GW and the RID of selected device is sent to eNB. But here, the drawback of the
system is that the communication between eNB and GW is not secure. It can be
shown through Fig. 1. If this part of the system is not secure the further commu-
nication will be no more authentic. Hence, to achieve security between eNB and
GW, a new idea has been proposed. It is explained in the next section.
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4 Secured Protocol System in the D2D Communication
in LTE-A

To achieve security between eNB and GW, we consider the implementation of
Elliptic Curve Cryptography (ECC). In the conventional SeDS protocol system, to
establish secure communication before D2D detection by gateway can be imple-
mented through following steps.

1. Once service request will be sent from UEi to eNB, the authentication will be
checked by eNB and RIDi will be sent to GW. Also, one random integer e ε [1,
n − 1] will be selected by eNB. (RIDi, e) which will be sent to GW, where n is
the order chosen for ECC operations.

2. Device-to-device detection will be performed by PSCF in GW. Let the real
identity generated for the detected device is RIDj. Also, one random integer key
KG ε [1, n − 1] will be selected by GW. Finally, RG = KGvG will be sent to
eNB. e and KG for eNB and GW can be considered as temporary secret key so
that it helps to hide their real identity.

3. From the random integer selection, GW will calculate one SG parameter, where,
SG = KG + e � dG, + is used for scalar addition and dG is the secret key of GW.
From II and III step (SG, RIDj) will be sent to eNB.

4. From received data, eNB will check RG = SG.G − e.QG where QG public key of
GW. If obtained RG and calculated RG is same, eNB will consider RIDj as the
authenticated, and in this way, the secure communication can be established in
between eNB and GW [10]. Once RID will be authenticated, further commu-
nication between two user equipments can be carried out using the steps of
conventional protocol system (refer Fig. 2) [12, 13].

Fig. 1 Conventional SeDS protocol system for D2D communication in LTE-A network
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Fig. 2 Flow chart for the proposed authentication protocol
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The methodology that implemented here is the combination of symmetric
cryptography, public key infrastructure and ECC. The proposed idea can be
implemented on Network Simulator 3 (NS3) software to verify the simulation
results.

5 Discussion on Randomness of the Generated Key

When ECC is implemented in between eNB and GW to achieve security, its
intensity depends on the generated random key. Hence, it is necessary to check
proportion of randomness of key. For the randomness properties of produced key, it
needs to get accurate statistical results. If 100 binary sequences were tested, 96
binary sequences had P-values which will be less than or equal to 0.1. Hence, the
proportion obtained will be 96/100 = 0.96. NIST, a statistical test is used to analyse
the randomness of the key. Figure 3 indicates how many samples have passed the
given tests. The following simulation results have shown that the generated random
key sequences pass all the tests and ultimately maintained its randomness and
uniformity [14].

6 Conclusion

We have proposed an additional security system in SeDS protocol system to
establish secure communication in between eNB and GW for D2D communication
in LTE-A network. The system is explicitly designed to achieve authenticity in the
communication while detecting proper device by the GW. The conventional SeDS
protocol was implemented using digital signature and symmetric encryption.
Furthermore, we have included ECC so that even security between eNB and GW
could not get compromised.

Fig. 3 Plot of proportion
versus tests
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We have analysed the D2D communication scenario and proposed above idea
but its validity needs to be checked by implementing simulation on NS3 platform.
The limitation to this paper is it needs to be checked whether the idea could get
implemented when more than two user equipments are there.
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Efficient Data Collection Using Dynamic
Mobile Sink in Wireless Sensor Network

Althiya Eby Irish, Sebastian Terence and Jude Immaculate

Abstract The elemental task of a wireless sensor network is to monitor a sub-
stantial area which requires gathering information by the sensor nodes from the
sensor field and disseminate to the sink node. Data dissemination from cluster head
to sink node in multiple hops leads to non-uniformity of energy consumption
among sensors which may reduce network lifetime. Hence, the concept of sink
mobility came into existence. For the complete utilization of sink mobility, a ran-
dom move with efficient data collection is proposed which is named as Dynamic
Sink Mobility for Data Collection (DSMDC). Sink migration is based on Detected
Event Frequency (DEF). In DSMDC, the mobile sink plays the entire role for
collecting data from cluster heads by first reaching the grid set with highest DEF
and then by taking a clockwise move with SDMA technology to collect data from
the remaining grid set in parallel while returning back to its original position.
Existing data collection techniques that uses sink mobility are classified and ana-
lyzed. DSMDC is simulated using NS2 and proved to be better in terms of per-
formance metrics when compared with two more dynamic moving strategies,
namely DEF-A and DEF-D, in which the mobile sink moves based on the
ascending and descending order of the DEF.

1 Introduction

A wireless sensor network (WSN) contains a wide range of sensor nodes that
communicate wirelessly with each other [1]. Sensor network is used to monitor a
larger area which requires gathering information by the sensor nodes from the
sensor field and disseminate to the sink node. Data dissemination is the process of
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transmitting the gathered data to the sink from where the information can be
obtained by the end users, and it is supposed to determine the optimal way from the
source to the sink. Various algorithms and protocols are proposed for efficient data
dissemination that can reduce or provide equalized consumption of energy on each
sensor node in the network.

During data dissemination, the nodes which are closest to the static sink are
expected to expend their battery supplies before other nodes due to heavy data
traffic toward the sinks; such nodes are called as hotspots [2]. Either to eliminate or
mitigate hotspots, the concept of mobile sinks was introduced. Multiple mobile sink
technologies are also introduced recently to make the emergencies reported to the
sink immediately. In this paper, Dynamic Sink Mobility for Data Collection
(DSMDC) algorithm is proposed which effectively utilizes the sink mobility in a
dynamic mode by moving based on the detection event frequency. Our objective is
to make use of sink mobility to leverage traffic burden and thereby to diminish
energy consumption and sustain network lifetime. Sink node will work like mobile
base stations and collect data from associated cluster head sensors. Sink migration
is based on the detection event frequency. The rest of the paper is structured as
follows: Sect. 2 recollects the related work. Section 3 presents concept of the
dynamic sink mobility algorithm, Sect. 4 evaluates algorithms, Sect. 5 concludes
this paper.

2 Related Work

Data collection techniques are mainly classified into two categories based on the
ability of sink movement—data collection using static sink and data collection
using mobile sink. In stationary sink, sensor nodes transmit the collected data to the
sink node. The data collected at each node can be transmitted in multiple hops
through various nodes or through direct transmission to sink node. Various pro-
tocols that examine the merits and demerits of static sink are proposed [7, 8].

2.1 Data Collection Using Mobile Sink

We have classified the mobile sink category further into three divisions, namely
mobility based on trajectory design, random sink mobility, and controlled sink
mobility. In [3], the author contributed prediction-based data-aware clustering
(PDC). It employs spatial and temporal correlations which help nodes in the cluster
to sense similar values. By using local prediction models of sink nodes, cluster head
forecasts readings in the network. In [5], the authors used Hilbert curve to
re-dimension the mobile sink trajectory. Efficient network coverage and scalability
are achieved, but the delivery delay is not minimized. In [9], the authors proposed
optimal deadline-based trajectory (ODT) which helps to find out a trajectory for a
mobile sink without the regard of any virtual structures in the network. As the
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mobile sink collects data from active sensor nodes in one-hop transmission, the
network lifetime is sustained. In [4], the authors used multiple mobile sinks for data
dissemination (MSD), which employs global agent to track sink locations. MSD
constructs a two-tier grid structure and exploits hierarchical monitoring system in
which sink mobility is random. In [6], the authors proposed biased random walk for
the sink node of a wireless sensor network. The movement of the sink can be
interfered by inherency of impediments. A random walk is proposed which uses
probabilistic transitions between the cells.

From the survey, we found that sink mobility is necessary to improve network
performance. The approaches that use sink mobility do not completely eliminate
multi-hop data transmission in the network. Also, a predefined trajectory for the
sink is possible only for theoretical analysis. Hence, a virtual grid network with
random sink mobility that facilitates single-hop data transmission is proposed which
reduces energy consumption and increases network lifetime. The performance of
DSMDC is compared and proved to two more algorithms: DEF-A and DEF-D.

3 Dynamic Sink Mobility for Data Collection

3.1 System Model

A large-scale sensor network is considered where each node presumes either as
source or router node. Source node is to sense data from the ambience. Router node
is to transmit the observed data to the sink node. Each sensor node is assumed to be
aware of its own geographical location using GPS. Sensor nodes communicate with
cluster head in single-hop, and cluster head also communicates in single-hop with
the sink. The proposed protocol is based on a virtual grid structure, where each cell
represents a certain number of nodes. Cluster head selection is explained in
Section B. Data collected by each sensor node is aggregated by its cluster head and
transmitted to the sink using single-hop communication. Sink can move from one
grid to another grid. Figure 1 shows the architecture of the proposed system.

Fig. 1 System architecture
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3.2 Cluster Head Selection

Once the network is partitioned into virtual grid, a cluster head for each grid is
elected. Initially, each node of the network awaits receiving cluster head candidacy
message. If that message is from the node of its own cluster, then it sets up the
sender of the message as cluster head. The role of cluster head is twirled among
sensors based on the residual energy of the currently elected cluster head. Power of
sensor nodes are managed dynamically using two different threshold values, namely
Max_threshold and Min_threshold. Max_threshold is the maximum energy avail-
able with a sensor node, whereas Min_threshold is the least residual energy. To
select another node in the stage of energy exhaustion, Min_threshold is advertised.
Whenever a node’s energy reaches Min_threshold, cluster head selection is
repeated.

3.3 Detection Event Frequency Calculation

Detection event frequency denotes the number of events detected per cluster during
Mobility Time Period (MTP). Sink node maintains a table consisting of cluster ID
and its appropriate detection event frequency. This information is sorted, and grid
set which has the highest load of data is identified. Then the sink moves according
to the proposed sink migration algorithm.

3.4 Sink Migration

Initially, sink node lies at the center of the complete gird structure. For each MTP, it
gathers information from the clusters regarding the detected data. Sink node collects
data in parallel from the cluster head using the standard SDMA technology. Three
different sink migration algorithms, namely Dynamic Sink Mobility for Data
Collection (DSMDC), Detected Event Frequency sorted in Ascending order
(DEF-A), and Detected Event Frequency sorted in Descending (DEF-D), are pro-
posed and analyzed. The result shows that DSMDC consumed less energy with
improved network lifetime, and throughput of DSMDC is higher than other pro-
posed technique.

DSMDC takes the input of the DEF from various grid sets and returns trail
points (TPs), which should be followed by the mobile sink in data collection.
DSMDC finds out the grid set with highest DEF and that grid set will be visited first
by the mobile sink. Visited grid set will be the first trail point. The rest of the trail
points are also found in the steps 8–12 in Algorithm 1, where the mobile sink is
subjected to proceed in a clockwise route among the unvisited grid sets. Trail
pointer algorithm takes in the cluster coordinates of a grid which has highest DEF
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and finds out the position where the sink node is supposed to move next. DEF-A
and DEF-D sort the detection events of each grid in ascending and descending
order, respectively, and allows the sink to move in the order of the detected event
frequency.

Algorithm 1: DSMDC
Input: Max_DEF

Output: Sink Migration Path

1: n Maximum number of grid set

2: D = { D1, D2, … Dg }    /* DEF of each grid set g */

3: Trail Points = { TP1, TP2 … TPg } 

4: for each g in grid set 

5: if Dg == Max_DEF

6: TP1  g 

7:   i g 

8: j 2 

9: while j <= n

10: TPj (i+1) mod n

11: j j+1

12: i i+1

13: return Trail Points;

Algorithm 2 Trail Point Finder
Input: DEF_grid (Cluster co-ordinates of a grid)

Output: Current_TrailPoint

1: IF x.DEF_grid <= 1

2: IF y.DEF_grid <=1

3: Current_TrailPoint = TP_1

4: ELSE

5: Current_TrailPoint = TP_2

6: ELSE

7: IF y.DEF_grid <=1

8: Current_TrailPoint = TP_3

9: ELSE

10: Current_TrailPoint = TP_4

11: END IF

12: return Current_TrailPoint

The grid structure is divided into four trail points. As mentioned earlier, initially
sink node lies at center of the grid structure. The trail point finder algorithm is used
to find out the position where the sink node is supposed to move next by using
received DEF. DEF-A sorts the detection events of each grid in ascending order and
DEF-D sorts the detection events of each grid in descending order. It allows the
sink to move in the order of the detected event frequency.
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Algorithm 3 DEF-A

Input: D = { D1, D2,…Dn} /* DEF of each grid*/

Output: Trail Points

1: n = number of grids

2: A = sorted array of D in Ascending order

3: i = 0

4: while i < n

5: TP = Trail Point Finder (DEF_grid)

6: i iþ 1

4 Result and Discussion

The experiment is conducted by simulation of Network Simulator-2 with sample of
100 nodes which are divided into four trail points and further trail point is split into
virtual grid structure. The performance evaluation is calculated by metrics such as
energy consumption, detection event frequency, throughput, response time, and
packet delivery ratio. The simulation results of DSMDC are compared with two
more dynamic mobility schemes, namely DEF-A and DEF-D, in the same simu-
lator. The result depicts that DSMDC consumed less energy and increased network
lifetime than other two schemes.

The energy E is calculated as the sum of the energy used by each sensor node to
transmit, receive, and also the sum of energy expelled while carrier sensing and in
sleep mode. Figure 2 shows that DSMDC consumes very less energy when com-
pared to DEF-A and DEF-D. Density is the number of sensor nodes in a particular
grid set. When the density increases, DEF-D consumes greater amount of energy,
whereas DEF-A and DSMDC decrease in energy consumption.

Throughput in sensor networks is the average of successful delivery of data.
Figure 3 shows that the throughput of DSMDC is higher than that of DEF-A and
DEF-D.Throughput is the size of thedata divided by time required to transmit that data.
Packet delivery ratio is the ratio of data packets successfully received to that of sent.
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Response time is the time taken between the sending and receiving of packets.
Response time and packet delivery ratio are compared with DEF which in Fig. 4
proves that regardless of DEF, DSMDC performs well. Hence, the best response
time is given by DSMDC. Figure 5 depicts the packet delivery ratio of the
DSMDC, which again outperforms the other two algorithms.

Fig. 3 Detection event frequency versus throughput

Fig. 4 Time versus packet delivery ratio
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5 Conclusion

Sensor networks are known for their nature of having the limited lifetime of the
sensors in phenomenon with their limited size, and their performances are based on
the mode of communication. The proposed protocol is based on a structure of a
virtual grid. Each cell in the grid contains a cluster head obligated on the collection,
aggregation, and dissemination of the sensed data to the sink. This head is elected
recurrently at regular intervals according to the residual energy of the sensors using
dynamic power management. Three different sink migration strategies are proposed
which avoid multiple-hop communication between cluster heads of the network.
Sink node uses SDMA technology for parallel data collection. On evaluating
performance of DSMDC comparing with other strategies, namely DEF-A and
DEF-D, DSMDC is proved to consume less energy with improved network
lifetime.
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Dependency Analysis of Control
Parameter Configuration on ISD
and Random Mobility of UE
in LTE-A Network

A. Saraswathi Priyadharshini and P. T. V. Bhuvaneswari

Abstract The adoption of UE-assisted, network-controlled, and hard handover
(HO) procedure in LTE-A HetNet imposes several challenges such as performance
degradation, complexity in network planning and maintenance. To alleviate these
challenges, proper configuration of HO control parameters is needed to trigger the
HO procedure in time. The control parameters need to be configured in consider-
ation with various characteristics such as environmental, network, and user
equipment (UE). Further, in the literature, analyzing the impact of configuring all
the control parameters remains an open issue. Hence, in this work, the impact of
control parameters involved in the Macro-Macro environment such as Hysteresis
Margin, A3Offset, and Time-To-Trigger have been analyzed. The environmental
impact has been analyzed both in urban and in rural scenarios. Also, the depen-
dency of these control parameters with respect to the inter-site distance
(ISD) between the base stations and UE mobility pattern is investigated.

Keywords LTE-A � HetNet � Handover � Control parameters � Inter-site distance

1 Introduction

In Long-Term Evolution-Advanced (LTE-A), the handover (HO) procedure sug-
gested by 3GPP is UE-assisted, network-controlled, and Hard HO [1]. However, the
HO mechanism needs to be initiated on time to maintain the ongoing session and
also to provide user the better Quality of Service (QoS). The transmission time of
measurement report (MR) in the HO procedure plays a vital role in making the
triggered HO successful. Periodical or predefined event-based transmission of MR
can be made [2].
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The network operators prefer mostly the event-based transmission of MR in
order to reduce the consumption of resources. There are many events defined by
3GPP depending on the type of HO. Among those, A3 event is most predominantly
utilized in the literature as it compares the signal strength of serving eNodeB against
the target eNodeB. The transmission of MR is made whenever the UE experiences
the A3 event condition for Time-To-Trigger (TTT) duration; otherwise, it is not
transmitted. Hence, the control parameters of A3 event such as Hysteresis Margin
(HM), A3Offset (A3Off) as well as TTT decide the triggering time of HO.

However, it is observed from the literature survey that the impact of all the
control parameters in varied network and environmental and user characteristics has
not yet been analyzed. Hence, in this work, analysis has been made to study the
impact of network characteristic called inter-site distance (ISD) as well as the
impact in rural and urban environment with random mobility of UE. The combined
impact of control parameters with respect to ISD, UE movement, and TTT on HO
performance has been investigated.

The organization of the paper is as follows: Sect. 2 discusses the literature
related to HO control parameter configuration. Section 3 discuss the performance
analysis. Results and inference of the proposed model are elaborated in Sect. 4.
Finally, the paper is concluded with future directions in Sect. 5.

2 Literature Survey

This section details the state of the art in the configuration of HO control param-
eters. Authors in [3] have developed adaptive and grouping techniques by analyzing
the impact of HM and TTT control parameter on HO performance in terms of radio
link failure (RLF) and ping-pong (PP) rate. From the simulation results obtained, it
is inferred that adaptively selected TTT value results in better HO performance and
also, the inclusion of HM mitigates the effect of ping-pong rate to a maximum
extent.

The authors in [4] have analyzed the impact of control parameters such as TTT,
A3Off, and cell-specific offset (CSO) in Macro-Pico HO scenario. The dependency
of these parameters on HO performance has been investigated in detail. It has been
concluded that the HO performance can be improved when these parameters are
configured considering the mobility pattern of UE. The authors in [5] have studied
the reliance of the metric ISD between Macro- and Femto-cell on HO performance.
Results show that RLF and PP probability increases with increase in ISD and vice
versa. It is concluded that the HO performance can be improved only when the
value of TTT is selected based on ISD, UE profile, and environmental
characteristics.

In [6], authors have analyzed the impact of control parameters such as HM,
A3Off, and TTT in Macro-only scenario. The analysis has been made in environ-
ment of different ISDs. From the simulation results, it is inferred that the same
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combination of control parameter which triggers the A3 event too early for smaller
ISD triggers the A3 event too late for larger ISD. However, this work analyzes the
straightline movement of UE from serving to target base station.

From the above literature survey, it has been observed that the configuration of
control parameters plays a significant role in improvising the HO performance.
However, most of the literature lacks in analyzing the combined impact of all the
parameters and their influence on deployment characteristics. Hence, an attempt has
been made in this research to study the interdependency of the control parameters
with respect to ISD and their combined impact on HO performance. Further, the
impact of straightline and random mobility of UE on HO performance has been
analyzed.

3 Proposed Handover Performance Analysis

This section details the steps involved in the proposed HO performance analysis.

3.1 System Model

Let SMeNB and TMeNB be the Serving and Target Macro eNodeB placed with the
inter-site distance of ISDMM (Macro-Macro), and the UEs move with a velocity ‘Vi’
making straightline and random movements.

3.2 Proposed Analysis

Figure 1 represents the steps involved in the proposed HO performance analysis.
Initially, the control parameters such as HM, A3Off, and TTT involved in
Macro-Macro (MM) HO scenario analysis are configured. Then, the occurrence of
A3 event and persistence of it for the duration of TTT are verified for initiating the
transmission of MR.

The A3 event trigger distance (DA3T) is the distance from SMeNB at which MR
is transmitted during UE’s mobility and is defined in Eq. (1).

DA3T ¼ MT � HM[MS þA3Off ð1Þ

where MS and MT are the reference signal received power (RSRP) of serving and
target base station measured in dBm. Upon triggering the MR, it is verified whether
the initiated HO results in success or failure. It is done by verifying three conditions
such as (i) successful reception of MR by SMeNB, (ii) successful reception of HO
command by UE after HO preparation delay, and (iii) persistence of radio link with
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TMeNB after HO execution delay [3]. The control parameters are reconfigured if
A3 event does not occur and also when it fails during TTT. This procedure is
continued for all the combinations of HO control parameters.

3.3 Impact Analysis

The impact of HO control parameter on HO performance is analyzed in an urban
environment with UEs making a straightline as well as random movement. In this
work, the angle formed by the UEs (ai) moving in straight line is considered to be of
10°, 30°, 50°, and 70°. Initially, the number of groups which initiates HO success
for different angles and ISDMM varying from 500 to 1100 m has been analyzed.
And the impact of TTT and ISDMM in rural and urban environment on HO per-
formance has been investigated. The ISDMM in urban environment is considered to

Fig. 1 HO performance
analysis
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be 500, 700, 900, and 1100 m, while in rural environment the values of ISDMM

considered are 1500, 1700, 1900, and 2100 m.

4 Results and Discussion

The presented work is simulated in MATLAB simulator version R2014a. The
results of the analysis made in MM HO scenario are discussed in this section. The
simulation parameters and their associated values are mentioned in Table 1.

4.1 Group Formulation

The range of HM and A3Off values considered in this research is as per 3GPP
specification [2], and 28 combinations of control parameters involving HM and
A3Off are formulated. From the analysis, the combinations of control parameters
which result in the same value of DA3T are grouped. The resulting 10 groups are
from G1 to G10 as mentioned in Table 2. The individual groups along with
respective TTT are then configured to investigate the impact on HO performance.
The groups from G1 to G10 which satisfy the three conditions mentioned in pre-
vious section are referred to as HO success groups.

Table 1 Simulation parameters

Parameter Configuration

Transmitter power Macro eNodeB: 46 dBm

Propagation model—urban 128.31 + 37.06 (log(R)), ‘R’ in Km

Propagation model—rural 96.31 + 34.07 (log(R)), ‘R’ in Km

UE transmit power 30 dBm

Time-to-trigger {40, 1280, 5120 ms}

Hysteresis margin {0, 5, 10, 15 dB}

A3Offset {−15, −10, −5, 0, 5, 10, 15 dB}

HO delay Preparation time: 50 ms, execution time: 40 ms

Velocity of UE (V) 20, 50 and 110 km/h

Radio link failure RSRP should be less than −130 dBm

Minimum required RSRP (RSRPmin) −110 dBm (3GPP TS 36.301)

Antenna type Omnidirectional antenna

Antenna gain eNodeB: 15 dBi, UE: 0 dBi

Mobility model Random waypoint mobility
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4.2 HO Simulation Scenario

Figure 2 shows the MATLAB simulation scenario, where the triangle symbol (Δ)
represents the base stations distributed with ISDMM and UEs moving in random
nature.

4.3 Impact of UE Mobility Pattern and ISDMM

on the Performance of HO

The impact of UE mobility pattern of straightline and random movements on HO
performance when configured with G1 to G10 groups is analyzed under the fixed
condition of ISDMM = 500, 700, 900, and 1100 m; Vmax = 110 km/h; and
TTTmax = 5120 ms. Figure 3 represents the number of HO success groups for two

Table 2 Groups formulated
with same A3TD

Groups (HM, A3Off) in dB

G1 (0, −15)

G2 (5, −15) (0, −10)

G3 (10, −15) (5,−10) (0, −5)

G4 (15, −15) (10, −10) (5, −5) (0, 0)

G5 (15, −10) (10, −5) (5, 0) (0, 5)

G6 (15, −5) (10, 0) (5, 5) (0, 10)

G7 (15, 0) (0, 15) (10, 5) (5, 10)

G8 (5, 15) (10, 10) (15, 5)

G9 (15, 10) (10, 15)

G10 (15, 15)

Fig. 2 Simulation scenario
of UE’s random mobility
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scenarios, namely (i) straightline movement (SLM) of UE making angle ai = 10°,
30°, 50°, and 70° and (ii) random movement.

From the results, it is inferred that as the value of ‘ai’ and ISDMM increases, there
is decrease in the number of HO success groups. This is because late triggering of
HO when the UE is moving farther away from the target eNodeB results in HO
failure. Also, early triggered HO results in success for random movement of UE.
The results ensure that success of HO can be attained only when it is triggered early
irrespective of UE movement and ISDMM.

4.4 Impact of ISDMM and TTT on HO Success
in Urban Environment

The impact of ISDMM and TTT on HO performance when configured with groups
from G1 to G10 is analyzed in urban environment. The values of ISDMM consid-
ered are 500, 700, 900, and 1100 m and random movement with velocity of
110 km/h. Figure 4 represents the number of HO success groups when configured
with TTT values of 40, 1280, and 5120 ms.

From the results, it is observed that for ISDMM of 500 m the group G4 results in
HO success. Further, for different ISDMM configuring TTT has no impact on HO
success groups. The early triggering groups such as G1, G2, and G3 result in HO
success irrespective of TTT and ISDMM. This is because the completion of
HO procedure occurs before the radio link failure as it is triggered early.

Fig. 3 HO triggering
distance for different ISDMM

Fig. 4 HO performance in
urban environment
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4.5 Impact of ISDMM and TTT on HO Success
in Rural Environment

Similarly, the above analysis is made in rural environment and represented the
outcome in Fig. 5. The values of ISDMM considered are 1500, 1700, 1900, and
2100 m, and UEs move randomly with velocity of 210 km/h. From the results, it is
observed that for all the considered ISDMM and TTT of 40, 1280, and 5120 ms, the
groups from G1 to G3 result in HO success. This is because these groups trigger
HO early and get completed before the radio link failure. Hence, the groups which
trigger HO early result in success irrespective of TTT and ISDMM.

5 Conclusion and Future Work

In this work, the combined impact of control parameters such as HM, A3Off, and
TTT on HO performance in Macro-Macro environment has been investigated with
respect to ISDMM and UE mobility pattern. The analysis of random moving UE in
urban and rural environment has been made to study the impact of TTT and
ISDMM. The results strongly emphasize that configuration of above-mentioned
control parameters completely depend on these factors with straightline movement
of UE. However, the control parameters have a negligible dependency on ISDMM

and TTT with random movement of UE. In future, the analysis has to be extended
to HetNet scenario of Macro-Pico deployment by taking into account the QoS
characteristics of UEs also. Further, from the conclusions of this analysis, rein-
forcement learning algorithm has to be formulated.
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Throughput Analysis of MacroUE
for Varied Transmit Power of Small
Cell in Heterogeneous Network

S. Ezhilarasi and P. T. V. Bhuvaneswari

Abstract Femtocells are the solution introduced in long-term evolution-advanced
(LTE-A) network to enhance the data rate and coverage of indoor users. The
deployment of femtocell over macrocell is known as heterogeneous networks
(HetNets). The available spectrum is shared between macrocell and femtocell in
order to improve the system performance. However, the unplanned deployment of
femtocell causes severe interference to macrocell and vice versa. The interference
can be either co-tier or cross-tier. The objective of this research is to mitigate
cross-tier interference experienced by Macro User Equipment (MUE) when placed
within the vicinity of femtocell. The performance of the proposed analysis is
examined in terms of signal-to-interference-plus-noise ratio (SINR) and throughput.
From the simulation results, it is found that as the distance between MUE and
macrocell decreases, throughput and SINR experienced by the MUE increase and
vice versa.

Keywords Femtocell � HetNet � MUE � SINR and throughput

1 Introduction

HetNet feature of LTE-A improves the coverage and capacity of indoor users
through deployment of small cells over macrocell [1]. Out of the small cells,
picocells are specified by network operator, while femtocells are planned by users.
Hence, challenges imposed by femtocells need to be given more attention when
compared to picocell. Deployment of these small cells results in network perfor-
mance degradation which is caused due to cross-tier and co-tier interference.
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The co-tier interference occurs between neighboring femtocells, while cross-tier
interference occurs between macro- and femtocells in the network [2].

The cross-tier interference experienced by UEs of both macrobase station
(MBS) and femtobase station (FBS) depends upon two factors, namely distance
between MBS-FBS, MUE-MBS, and MUE-FBS. Further, the transmission power
of FBS also influences the level of interference. Hence, the main objective of this
research is to analyze the impact of transmission power of FBS and their placement
on throughput of MUE served by MBS.

The remaining of the paper is organized as follows: Sect. 2 details the state of art
related to the considered research. Section 3 presents the system model considered
for the investigation. Section 4 describes the performance of the carried out
research along with results. Finally, Sect. 5 concludes the paper with future work.

2 Literature Survey

Various combinations of HetNet prescribed by 3GPP in LTE-A are macro-pico,
macro-femto, and macro-micro. Macro-femto has more implementation challenges
because their deployment is planned by users. The unplanned deployment of FBS
causes severe cross-tier interference when compared to co-tier interference. In this
research, the analysis is confined to cross-tier interference in downlink macro-femto
scenario. Several solutions exist in the literature that addresses the downlink
cross-tier interference [3–7].

In [3], the authors have analyzed adaptive coverage of FBS to mitigate the
downlink cross-tier interference. It is inferred that enhancement in spectral efficiency
and throughput is achieved by COST-Hata and ITU indoor propagation model.

In [4], authors have analyzed the impact of cross-tier interference experienced by
MUE in both indoor and outdoor environment. However, the results of outdoor
environment are alone discussed.

In [5], the authors have analyzed the dependency of load and transmit power of
FBS on SINR of MUE in a macrourban microscenario. It is found that as level of
interference experienced by MUE due to FBS increases, degradation can be
witnessed.

In [6], the authors have derived closed expression for SINR using analytical fluid
model. The conclusion drawn is QoS of MUE in a HetNet scenario which depends
on the impact of deployment of FBS, their configuration, and distance with respect
to UE in addition to their transmitting power.

In [7], the authors have addressed the downlink interference problem by priced
water filling and adaptive spectral mask algorithms. The performances of both the
algorithms are analyzed in terms of interference experienced by MUE.

From the above literature, it is found that adaptive power control scheme is one
of the solutions to mitigate downlink cross-tier interference in macro-femto sce-
nario. In this paper, an attempt is made to analyze the throughput of MUE in both
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indoor and outdoor environment in consideration with path loss (PL) models.
Further, the impact of transmission power of FBS and their placement along with
modulation schemes are investigated.

3 System Model

In this section, the system model executed in the proposed research is presented.

3.1 Downlink Cross-Tier Interference Model

The FBS is assumed to be operated in closed access mode which is modeled as
two-dimensional house with single floor. Let S be the spectrum shared between
MBS and FBS, Δf denotes the subcarrier spacing, M = {1,…,m}, F = {1,…f},
U = {1,…u} be the numbers of MBS, FBS, and UEs are served by MBS,
respectively. Then, di,j, dj,k, and di,k are the distance between MBS-MUE,
MUE-FBS, and FBS-MBS, respectively, as shown in Fig. 1. Let PM, PF = {1,…p},
PU be the transmit power of MBS, FBS, and MUE, respectively, such that
{PM > PU > PF}. Let Pr be the reference signal received power (RSRP) of MUE
with respect to MBS, Pi be the interference power due to FBS, and PLUM and PLUF

be the PL between MUE and MBS, MUE and its interfering FBS, respectively.

Desired signal                  Interfering signal

Fig. 1 System model of the
proposed analysis
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3.2 Femto-Macro Interference

The proposed research analyzes the interference experienced by MUE served by
MBS due to the presence of FBS. It consists of various stages such as

(i) Deployment of base station and user equipment
(ii) Computation of distance
(iii) Computation of path loss
(iv) Computation of throughput of MUE

3.2.1 Deployment of Base Station and User Equipment

The deployment of base station formulates a two tier network in which FBS is
overlaid within the MBS. In this research, the MUE served by MBS and FBS
deployed in indoor deployment are considered. Further, the impacts of wall pen-
etration are alone considered in the analysis.

3.2.2 Computation of Distance

Let (Xi Yi), (Xj, Yj) be the coordinates of MBS and MUE. Then, di,j represents the
Euclidian distance between MUE and MBS. It is computed using expression (1)

di;j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Yj � Yi
� �2 þ Xj � Xi

� �2
q

ð1Þ

Let (Xk, Yk) be the coordinates of FBS, then Euclidian distance dj,k is computed
between FBS and MUE using Eq. (2)

dj;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Yk � Yj
� �2 þ Xk � Xj

� �2
q

ð2Þ

Similarly, the Euclidian distance di,k between MBS and FBS is found using
Eq. (3)

di;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Yk � Yið Þ2 þ Xk � Xið Þ2

q
ð3Þ

3.2.3 Calculation of Path Loss

In a wireless channel, the medium between transmitter and receiver is highly
influenced by multipath components such as PL and shadowing which causes
degradation to the transmitted signal. Several PL models are specified in 3GPP [8].
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In this work, the influence of PL is alone considered of Macro-femto scenario in
suburban environment [9]. The PL between MUE (indoor and outdoor) and its
serving MBS is computed using the model in (4)

PLUMðdbÞ ¼ 15:3þ 37:6 log10 di;j þ Low ð4Þ

where ‘di,j’ represents the distance between MUE and MBS and it is in ‘m,’ and Low
is the wall penetration loss that takes into account in indoor environment. Its value
can be either 10 dB or 20 dB. Similarly, PL is between indoor MUE and FBS and
outdoor MUE and FBS are computed using model (5) and (6), respectively.

PLUFðindoorÞ ¼ 38:46þ 20 log10 dj;k þ 0:7d2d;indoor þ 18:3:ðnþ 2=n�1Þ�0:46
n ð5Þ

PLUFðoutdoorÞ ¼ maxð15:3þ 37:6 log10 di;j; 38:46þ 20 log10 dj;k

þ 0:7d2d;indoor þ 18:3:ðnþ 2=n�1Þ�0:46
n þ Low

ð6Þ

where ‘n’ is the number of penetrating floors and d2d indoor represents MUE
distance inside the house in ‘m.’

3.2.4 Computation of Throughput

The performance of MUE is determined based on the throughput. This in turn is
calculated from SINR. Let ‘k’ be the subcarrier allocated for both MBS and FBS,
then the SINR of MUE is computed using expression (7).

SINRU;K ¼ PM;KGU;M;K

NoDf þ
P

M P0
M;KGU;M0;K þ P

F P
0
F;KGU;P;K

ð7Þ

where PM,k and P′M′,k are the transmitting power of serving and neighboring MBS
on subcarrier k and GU,M,k and GU,M′,k are the channel gain between MUE with
serving and neighboring MBS on subcarrier ‘k.’ P′F,k is the transmit power of
neighboring FBS on subcarrier k, GU,p,k is the channel gain between UE and its
serving or interfering BS on subcarrier k, No denotes the noise power spectral
density, and Δf denotes the subcarrier spacing.

The channel gain (G) is computed from PL using the following expression.

G ¼ 10�PL=10 ð8Þ

where G = GU,M,k, GU,M′,k, GU,p,k.
Then, the throughput of MUE served by MBS on subcarrier ‘k’ is computed

using Eq. (9).
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Cu;k ¼ Df : logð1þ aSINRU;KÞ
2 ð9Þ

where a ¼ �1:5= ln 5BERð Þ and BER represents bit error rate.

4 Results and Discussion

The simulation parameters considered are as per 3GPP. It is presented in Table 1.
The HetNet consist of one center excited MBS of radius 250 m. FBS with radius

of 10 m is deployed at three different positions, namely near, middle, and edge from
the MBS.

4.1 SINR Analysis

The interference experienced by MUE is analyzed in terms of SINR and throughput
when MUE is located at 2 m distance from FBS.

Figure 2 shows the SINR of indoor MUE located at three different positions
within the vicinity of FBS. This implies that the received power is analyzed with
respect to MUE path loss between serving MBS and its interfering FBS by their
deployment. Further, the impact of SINR is examined based on FBS transmit
power. It is inferred that SINR is increased by 4% for every 5 dbm transmitting
power of FBS with respect to its maximum power of 20 dbm when MUE is located
near to its serving MBS.

Table 1 Simulation parameters

Parameter Value

Macrocell radius (Rm) 250 m

Femtocell radius (Rf) 10 m

Carrier frequency (fc) 2.5 GHz

Macrocell transmit power (PM) 43 dBm

Femtocell transmit power (PF) 10 dBm, 15 dBm, 20 dBm

MUE transmit power (PU) 23 dBm

Bandwidth (BW) 5 MHz

Minimum distance between MBS and FBS (di,k) 35 m

Minimum distance between MUE and FBS (dj,k) <0.2 m

Number of active MUEs 10

Modulation scheme 16QAM, 64QAM

Wall penetration loss (Low) 10 dB

Subcarrier spacing (Δf) 15 kHz

White noise power density (No) −174 dBm/Hz
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Next, the same approach is followed for outdoor MUE, since the wall pene-
tration loss is excluded between outdoor MUE and MBS. From Fig. 3, it is found
that SINR is increased by 26% for 10 dbm transmitting power of FBS compared to
that of indoor environment. It is inferred that SINR is improved due to propagation
effects in the channel with respect to MUE distance from the serving MBS.
Similarly, the MUE located at distance 5 and 10 m from FBS is also examined
which reveals that received power varied due to MUE-FBS distance.

Fig. 2 SINR of indoor MUE
accounting interference from
FBS

Fig. 3 SINR of outdoor
MUE accounting interference
from FBS
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4.2 Throughput Analysis

From Fig. 4, it is noted that MUE obtained 6.4% improvement in throughput for
every 5 dbm transmitting power of FBS using 16-quadrature amplitude modulation
(QAM).

From Fig. 5, throughput is increased by 27% using 64-QAM compared to that of
16-QAM when MUE is located near to FBS with the transmitting power of 10 dbm.
The same observations are carried out in the case of outdoor environment without
considering wall penetration loss as shown in Figs. 6 and 7.

Fig. 4 Throughput of indoor
MUE using 16-QAM

Fig. 5 Throughput of indoor
MUE using 64-QAM
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It is inferred that 2.8 and 3.2% of increased throughput are achieved when
compared to indoor environment using 16-QAM and 64-QAM, respectively.

Hence, MUE (indoor and outdoor) experienced interference due to deployment;
transmitting power of FBS is analyzed with respect to its received power from MBS
and FBS. Based on received power, the enhancement in QoS of MUE is achieved.

Fig. 6 Throughput of
outdoor MUE using 16-QAM

Fig. 7 Throughput of
outdoor MUE using 64-QAM
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5 Conclusion

The downlink interference problem in a co-channel deployment of FBS over MBS
is analyzed. The performance analysis in terms of SINR and throughput of MUE is
presented. The impact of MUE distance from MBS and deployment of FBS and
their transmitting power are investigated. In future, the analysis can be extended to
the channel model including shadowing and fading.
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Mobile Foolproof Billing
at Supermarkets

M. Abhiyukthana, C. Poovizhichelvi, P. Sindhuja, K. Srinivasan,
B. Sharmila and R. Ramya

Abstract This paper briefs the design of a low cost, accurate, easy to use mobile
billing in supermarket trolleys for minimizing the time wasted by customers
standing in long queues for getting products billed and providing good customer
satisfaction eliminating the need to compromise quality in interest of time-saving.

Keywords Low cost � Mobile billing � Supermarket � Trolley
Time-saving � Customer satisfaction

1 Introduction

Nowadays, people in India prefer shopping at supermarkets and malls due to the
availability of different varieties of products. It has actually become a kind of
fashion trend in today’s world. People find it interesting to buy things at a shopping
mall. But a major drawback that leads to customer dissatisfaction is the time it takes
for billing. People need to stand in long queues for getting their products billed [1].
In such situations, automatic billing at the time of inserting products into the trolley
would be a welcoming idea. Many solutions pertaining to this idea have been
proposed but have not yet been implemented. Hence, this paper has taken up an
idea and designed a prototype for supermarket trolleys.
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2 Literature Survey

Most of our markets are provided with the facility of barcode scanning of products.
This is time-consuming process where the customer/buyer has to scan each and every
product. In festive occasions, people who are standing in long queue will find difficult
get over home. The shopkeepers also will find difficulty in managing the crowd. The
barcode scanner has a sensor which converts vertical lines of different thicknesses
into corresponding numerical data. For this, it needs a direct line of sight to the
barcode for being read [2]. But it is not so in the case of an RFID-based system, the
tags can be detected at greater distances (up to 300 ft). If a barcode is damaged, there
are no ways to obtain the product details, whereas RFID tags are reusable and rugged
due to the reason that they are covered by plastic coatings [3, 4]. This system is more
advantageous than the existing methods. Figures 1 and 2 show the survey taken from
two developed nations about the growth of supermarkets.

This statistics shows the percentage of people shopping in supermarkets. When
the proposed system is implemented, it will certainly increase the growth of
supermarkets and satisfaction of customers.

3 Proposed Method

Of the different methods proposed, the project has devised an easier system for
sensing and processing of the billing amount. The information of the product is
sensed, which contains passive RFID tag [3] on it, through an RFID reader. The
information on the tag is used for adding the price of the product to the final billing
amount. The final billing amount is transferred to the main computer via RF
transmitter [5]. These programs are interfaced through an Arduino ATMEGA 328.
Figure 3 shows the block diagram and the components used in the prototype model
developed. The main concept deals with the objective of detecting the RFID tag and
to extract the necessary information, i.e., the price of the product from it, add the
price to the total billing amount. Figure 4 deals the flow process in the trolley. The
following points describe the procedure to billing the products in the trolley.

Fig. 1 Statistics showing the
various frequencies of
supermarket usage by people
in Abroad (Japan)
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• Place the product with the RFID tag in front of the reader.
• The reader senses the tag.
• The ATMEGA 328 extracts the information on the tag and also counts the

number of products in the trolley.
• The price of the product is fetched.
• The product’s price is added to the main billing amount.
• If any product is removed from the trolley, the bill has to be deduced and also

the count has to be reduced [4].
• Transfer the billing amount to the main computer when required.

Fig. 2 Statistics showing the growth of supermarkets in UK in the year 2014

Fig. 3 An RFID tag
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3.1 RFID System

An RFID system contains three components. These components have two parts
each: a transceiver (transmitter/receiver) and an antenna forming an RFID reader; A
transponder (transmitter/responder) and an antenna forming an RFID tag (Fig. 3).
The RFID tag is read when the radio signal emitted by the reader strikes the tag and
is reflected back to the reader [6].

There are two types of RFID tags:

• Passive RFID tags need an external energy source and rely on the energy given
off by the reader. These are cheaper and hence are commonly used for consumer
goods.

• Active RFID tags have their own power sources, which uses to generate a signal
that is sensed by a reader. These are comparatively expensive, but can com-
municate over miles similar to radio wave communications. Hence, it can be
said that RFID is a wireless link that can be used for uniquely identify an object
or even people and is sometimes mentioned as dedicated short-range commu-
nication (DSRC). As shown in Fig. 4, when an RFID tag comes under the
vicinity of the reader, its data is obtained by the reader and then transferred
through any standard interfaces to a host [7].

Sequence:

• Antenna in the reader emits radio signals that activate the tag.

The emitted radio waves are in range from one inch to 100 ft or even more,
depending upon the power output and frequency used. When the RFID tag inter-
rupts the electromagnetic signals, it is detected by the reader.

• The reader then decodes the data that was encoded in the RFID tag’s integrated
circuit (silicon chip) after which the data is sent to the host computer for further
processing.

This data transmitted is used for obtaining identification, location information, or
in our case, specifics about the product tagged, such as price, weight, date of
manufacturing.

Fig. 4 RFID tag and reader
representation
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3.2 Battery

The ARDUINO ATMEGA 328 needs an input power supply of 12 V and the RFID
reader needs a power supply of 5 V; hence, a 12 V battery and a power supply
module is used. Figure 5 shows how the various components are connected in the
proposed circuit.

3.3 Arduino ATMEGA 328

The microcontroller used her is an Arduino UNO that is based on the ATMEGA
328. It has 40 pins in total, of which 14 are digital input/output pins (6 of which can
be used as PWM outputs), 6 are analog inputs. In addition to these, there is a
16 MHz crystal oscillator, a USB connection, a power jack, an ICSP header, and a
reset button. Figure 6 shows the pin configuration of an ATMEGA 328 chip.

3.4 RF Receiver and Transmitter

The final billing amount calculated has to be transferred to the main computer. As
this communication is only one sided, we use an RF transmitter in the trolley and an
RF receiver at the main computer.

Fig. 5 Diagrammatic representation of the proposed supermarket trolley
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The RF module used is an ASK hybrid transmitter + receiver one that uses a
crystal-stabilized oscillator, that ensures an accurate frequency control for a good
range of performance. There is no need for any external RF components except for
an antenna. The module is ideal for remote control applications. The flow chart in
Fig. 7 gives a better understanding of the steps involved in the billing process.

3.5 Load Cell

Since the system is to be made FOOLPROOF, load cell is used here for the
prototype model. A 5 kg load cell is used.

3.6 LCD

The LCD used is ERM1604SYG-1 of 16 characters wide with 4 rows. The power
supply range is 5 V, and the backlight used is yellow-green in color.

Fig. 6 Arduino UNO pin mapping
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4 Conclusion

The working product thus achieves the aim of facilitating automatic billing in
shopping malls via shopping trolleys. This setup is handy and can be fixed in all
carts in the supermarkets and other big shops. People would find this interesting and

Fig. 7 Flowchart of the process in the trolley
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would make them happy during purchase. The time wasted in long queues for
billing also is eliminated and thus produces a good shopping experience for the
people.
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Energy-Efficient-Based Optimizing
Cluster Head Selection
by Geometric-Based Mechanism
and Implementation Using Soft
Computing Techniques

S. Famila and A. Jawahar

Abstract The joint technique used is geometric-based analysis and transitional
probability for the cluster head selection in wireless sensor networks with the
combination of the threshold analysis and the trust factor for the determination of
the optimized values by using soft computing techniques. In this paper, we present
a geometric and the transitional probability for the cluster head selection in wireless
sensor networks. Therefore, a continuous semi-Markov chain-based node behavior
prediction process is incorporated for identifying the trust parameter that integrates
the energy factor estimated previously based on fuzzy probability. The proposed
algorithm is the fuzzy-based geometric translational probability (FGTP) for cluster
head selection. The semi-Markov chain is implemented by using fuzzy logic for
determining the cluster head selection process. The implementation of the proposed
FGTCH scheme is investigated based on various performance metrics such as the
Packet delivery ratio, Delay, Energy difference, Throughput and quantified trust.
The trust parameter is incorporated in the proposed FGTCH scheme for optimizing
the cluster head selection through soft computing techniques. To evaluate the
proposed FGTCH model, extensive simulations were carried out in MATLAB. The
number of nodes in a network ranges from 70 to 100 nodes. The simulation is
conducted to evaluate the performance of the proposed FGTCH, and it is compared
with existing LEACH for clusters head formation, the average end-to-end delay,
packet delivery ratio, and lifetime computation. When the number of nodes is 30,
the percentage of average end-to-end delay (s) of cluster formation using
fuzzy-based geometric translational probability for cluster head selection algorithm
is decreased by 4.87% than LEACH. When the number of nodes is 30, the
percentage of packet delivery ratio of cluster head selection using fuzzy-based
geometric translational probability algorithm is increased by 6.60% than LEACH.
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When the number of nodes is 80, the percentage of packet delivery ratio of cluster
formation using fuzzy-based geometric translational probability algorithm is
decreased by 10.42% than LEACH and the existing methods.

Keywords FGTCH � Average end-to-end delay � Packet delivery ratio
Throughput � Semi-Markov chain � LEACH

1 Introduction

A wireless sensor network (WSN) is a cooperative network in which collection of
nodes is organized and works in a coordinated way. Each and every node has
individual processing capability by means of one or more microcontrollers and
CPU chips, memory elements, radio frequency transceiver, power source, and
different types of sensor and actuators [1]. It is a self-organized network in which
nodes are deployed in an ad hoc manner and communicate with each other wire-
lessly. From the recent past, the WSN enabled with recent technological devel-
opments in wireless communication finds applications in battlefield surveillance
and any other critical environment monitoring [2]. The major challenges of this
wireless sensor networks are: (i) the wireless sensor nodes are small in size, con-
sume little amount of energy, restore limited resources. (ii) The energy of the nodes
cannot be refilled or reloaded. (iii) The nodes remain autonomous and operate in an
unattended fashion which makes the topology of the network mysterious.

Since the wireless sensor environment is highly resource-constrained, the most
important thing for sensor nodes is to preserve energy resources in order to sustain
the performance of network. Initially, the research works in WSN focus toward
designing an optimized communication standard, but those works do not concen-
trate on optimizing the usage of sensor nodes’ energy and power [3]. The recent
works on sensor networks address the basic problems of cluster head election in
order to efficiently deploy the wireless sensor network with optimized cost and
quality [4]. The problems addressed by recent literature are clustering of sensor
nodes for cooperative network, election of an optimized node as a leader or cluster
head for effective communication and energy indulgence. There are also many other
literature that focus on the clustering algorithms for grouping the sensor nodes for
efficient energy management within the nodes.

The most important problem addressed in the proposed FGTCH scheme focuses
on the need for facilitating significant solution for the factors that influences the
formation of cluster in order to ensure superior performance of the network. In the
traditional clustering techniques, the cluster heads are initially selected at the time
of network implementation i.e. at the static time. The characteristics used for static
time cluster head selection are the size, area and members involved in the cluster.
The standard methodology of cluster head selection is generally based on the sensor
node that possesses adequate battery power and high signal-to-noise ratio [5].
However, electing a cluster leader in such way will be a complex process. Recently,
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the heuristic approaches such as fuzzy logic (FL) and genetic algorithms (GA) have
proved to be efficient for various applications in wireless networks. In this paper,
the selection of new cluster head is incorporated using the concept of the fuzzy
logic. The proposed fuzzy logic-based cluster head selection is evaluated through
simulation experiments.

The remaining sections of the paper are organized as follows. Section 2 presents
a short view on some of the related works that are contributed to fuzzy-based cluster
head selection in the literature. The phase-by-phase process of FGTCHS mecha-
nism is detailed in Sect. 3. Section 4 highlights the inference of results and dis-
cussions that portray the performance of the proposed FGTCHS. Section 5 depicts
the major contribution of FGTCHS approach with the scope of their future plan.

2 Related Work

From the recent decade, a number of fuzzy-based cluster head election schemes
have been proposed for sensor environments. Some of the significant approaches
are highlighted with their merits and demerits.

Anno et al. [6] proposed an efficient way of selecting a cluster head selection that
plays a vital role in the energy management of the wireless sensor networks. The
selection of cluster head by fuzzy-based system in sensor networks has overcome
the challenges and increased the energy efficiency. The two fuzzy-based systems for
cluster head selection are the FCHS System 1 and FCHS System 2. The proposed
FCHS System is implemented based on the chosen parameters such as distance of
cluster centroid (DS), remaining battery power of sensor (SP) and network traffic
(NT). The FCHS System 2 has chosen the various parameters such as remaining
battery power of sensor (RPS), degree of number of neighbor nodes (D3N), dis-
tance from cluster centroid (DCC). The FCHS System 2 shows improved perfor-
mance than the existing system and FCHS System 1. The remained energy of the
sensor and the number of neighbor nodes are more important parameters for CH
selection than the distance of the node from the sink. Gajjar [7] proposed that the
WSN has a unique parameter in which it senses the data and communicates in
wireless and then communicates it to a base station. Cluster head is selected by
fuzzy logic, and the protocol is CHUFL. The parameter used for the CHs selection
is the residual energy, reachability from its neighboring node, and distance from
base station as fuzzy input variables for cluster head selection. The comparative
study of cluster head selection in various works by Kim et al. and cluster head
selection method for wireless sensor networks based on fuzzy logic by Anno et al.
show that CHUFL is up to 20% more energy efficient and sends 72% more packets
to base station compared to AODV protocol. Natarajan [8] contributed a cluster
head selection which is based on the new approach as the input parameter depends
on the entire communication, and a high energy node has to be selected as cluster
head. A novel predictive fuzzy-based cluster head selection algorithm is proposed.
This proposal suggests a new input parameter called the amount of recurrent
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Communication apart from the standard parameters such as the residual Power of
Sensor Nodes, Degree of Neighboring Nodes, Distance between the Node and Base
Station and the Sensor Node Movement that is potential for the cluster head
selection. Kiran [9] proposed a cluster head with the basis of the three parameters
such as the residual energy of node, the vicinity, and the packet delivery ratio with
respect to distance from the BSs, and all the parameters are incorporated, and it is
selected based on the fuzzy logic and the result in which the energy consumption is
more efficient than the previous fuzzy-based logic and proves a long lifetime
network.

3 Proposed Work

The proposed algorithm relies on (FGTP) for cluster head selection that inspires
semi-Markov chain using t-value. This FGTP plays a significant role in initializing
the number of sensors for exhibiting the action of cluster heads in each round. The
optimal FGTP-value estimated through semi-Markov process is found to depend on
cluster size and density of the sensors deployed. Thus, the determination of optimal
FGTP-value has to be carefully determined for improving the quality of cluster
head election which in turn reduces the message overhead to a significant level. In
case of high-density sensor network, the optimal FGTP-value systematically
decreases as the number of capable cluster head of the network increases. However,
higher FGTP-value will also impact and influence the network performance as it
utilizes maximum amount of energy under cluster head election competition. This
cluster head competition not only bounds to initiate more number of cluster heads
but also reduces the enabled cluster size compared to the deployed size of the
cluster. In contrary, lower FGTP-value on the other hand increases the enabled
cluster size which is comparatively greater than the deployed cluster size. In the
baseline approaches like UCR and EC algorithms, the deployed sensor nodes are
forced to use the same FGTP-value which was preset as 0.2 and 0.1, respectively.
But in the proposed FGTPCHS, the value of FGTP is dynamically updated, and
they are unique in each of the sensors deployed. The potential with which a sensor
node dynamically updates its FGTP-value for initializing itself as the cluster head
purely depends on its estimated initial FGTP-value in each round. Initially, each
and every sensor is set to possess the same value of FGTP, but when time pro-
gresses, the FGTP-value gets dynamically updated. This FGTP-value is systemat-
ically updated in each round so as to identify an operated cluster size close to the
deployed size of cluster. Then, the sensors start its process in the formation of
cluster, collecting data and aggregating them to the sink sensor node.

The process of cluster formation is divided into four phases such as
(i) co-coordinative cluster head election based on FGTP, (ii) cluster head
election-based competition, (iii) discovery phase for identifying clusters, (iv) asso-
ciation phase of clusters, and (v) confirmation phase of cluster head election. In
phase 1, the value of FGTP is estimated through a semi-Markov-based weighted
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function which is predominantly used for cluster formation in order to adjust the
present value of initial FGTP that needs to be updated in the next subsequent
rounds. In phase 1, the act of election is achieved by the sensors elected through the
initiated FTGP value. Then, based on the packet forwarding potential and energy
availability of the sensor nodes, each sensor computes a normalized probabilistic
value called ‘Pdeter’ that ranges between 0 and 1. If Pdeter is found to be less than or
equal to the value of FTGP, each sensor node identifies itself as the co-coordinative
cluster head in a distributive manner and then calculates delay based on the inverse
function of available residual energy possessed by a specific sensor node. When the
remaining sensor nodes get withdrawn from competition and transit to seeping
state, the start of the cluster discovery process is performed until when the value of
Pdeter determined is found to be greater than the value of FTGP.

In phase 2, only the eligible co-coordinative elected cluster heads enter for
competition. Each eligible cluster head sends the cluster head advertisement to the
closest proximity located sensor nodes of distance ‘Deligible’ only when the time of
expiry in delay as estimated in the cluster head election phase is confirmed. If the
cluster head advertisement is not received by the eligible cluster heads, then they
enter into sleep mode and they are assumed to wake up only during the next phase
of cluster discovery phase. In phase 3, the cluster discovery process is initiated by
the cluster heads through their own advertisement using cluster head discovery
packet. The sensor nodes within the distance ‘Deligible’ are considered as cluster
members. Each and every cluster member listens to the cluster head discovery
packets and then chooses closest cluster head if more than one cluster are situated in
the closest proximity. Further, a significant parameter called extended cluster head
advertisement radius (ECHAR) is used for facilitating 99% confidential limits such
that each eligible cluster will be associated to a minimum cluster member under
communication. After the assurance of this connectivity, cluster member as well as
cluster heads focuses on cluster association and confirmation phase.

In the final phase, cluster members send the cluster association packets to their
associated cluster heads that contain the available residual energy of the advertising
cluster members. Then, the cluster heads respond with the aid of the cluster head
acknowledgment packets. In addition, the cluster heads compute the cluster size of
operation by determining the proximal distance between each cluster head and their
associated cluster member of farthest distance when the entire association packets
reach them with the delay period. The cluster heads estimate the mean residual
energy of the cluster based on the information about residual energy received from
the cluster members. Then, each cluster head needs to allocate time period for their
associated cluster members using a specific kind of packet called time period
confirming packet. This time period confirming packet also elucidates two addi-
tional information pertaining to estimated cluster size under operation and mean
available cluster energy of the sensor nodes. Hence, the cluster members receive the
estimated assignment of time slot for updating time radios and variable residual
energy for fuzzy classification using semi-Markov process for adjusting
t-value-inspired FGTP-value for using it in the next round of operation.
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4 Simulation Experiments and Discussions

The performance of FGTCHS is evaluated using NS-2.33 based on energy con-
sumptions and packet delivery ratio.

Figure 1 represents the performance of FGTCHS based on energy consump-
tions. The energy consumptions of FGTCHS are found to phenomenally improve
when compared to LEACH and LUCA. This systematic improvement of energy
consumptions is mainly due to the incorporation of t-value that statistically
investigates the election of cluster head through the computation of mean and
standard deviation from the elucidated data that effectively quantifies the election
of cluster head. Thus, FGTCHS is found to improve the packet delivery ratio by
15–18% than LEACH and 22–25% than LUCA.

Figure 2 represents the performance of FGTCHS based on packet delivery rate.
The packet delivery rate of FGTCHS increases systematically when compared to
LEACH and LUCA. This systematic improvement in packet delivery rate is due to
the use of fuzzy rules that categorizes malicious behavior from cooperative
behavior. This categorization of behavior facilitates rapid selection of cluster head

Fig. 1 Performance of FGTCHS—energy consumptions
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Fig. 2 Performance of FGTCHS—packet delivery ratio

and prevents selfish cluster head from the network for improving the lifetime of the
network. Thus, FGTCHS is found to improve the packet delivery ratio by 14–19%
than LEACH and 17–27% than LUCA. In addition, on an average, the performance
of FGTCHS is found to improve by 16% in terms of packet delivery ratio and
reduces the energy consumptions by 18% than LUCA.

5 Conclusion

In this paper, FGTCHS is proposed for facilitating reliable cluster head election in
order to improve the lifetime of the network. This FGTP produces a positive impact
on the network since it conserves maximum amount of energy during the process of
cluster head election competition. The simulation results of FGTCHS clearly prove
that on an average, the performance of FGTCHS is found to improve the packet
delivery rate and throughput to a minimum range of 12% and maximum of 165% in
the superior performance in contrast to LEACH and LUCA. In the near future, it is
also planned to formulate a fuzzy-inspired cluster head election that relies on
meta-heuristic optimization techniques for effective elections of noble cluster heads
in order to improve the lifetime of the network.
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Enhancement of QOS Parameters
in Cluster-Based Wireless Sensor
Network Using Cooperative MIMO

R. Guhan, U. Hari and B. Ramachandran

Abstract Sensor nodes are deployed in the wireless sensor network with fixed
energy and positioned randomly. For sustaining the power various multihop routing
protocols are proposed. Cooperative MIMO scheme is one of the techniques where
more nodes present near to the sink suffers traffic burden to forward the data from
other cluster head in the network that causes hot spot problem. In order to overcome
this problem we propose mobile sink technique in cooperative MIMO based on
unequal clustering. In this technique, the mobile sink are made to move back and
forth along the boundary near to the base station which collects the data in its
vicinity, forwards it to the base station. An alternate relay node selection scheme is
also accomplished for further enhancement. Simulation results show that proposed
work improves the network lifetime over unequal clustering multihop routing
protocol (UCMR) and cooperative MIMO scheme.

Keywords Mobile sink � Cooperative MIMO � Unequal clustering
Relay nodes

1 Introduction

In wireless sensor network large numbers of sensor nodes are distributed randomly
in the sensor field to sense the environment and to impart the recognized data to the
base station [1, 2]. The wide application of WSN includes environment sensing,
health care monitoring, industrial monitoring, and natural disaster prevention, etc.

R. Guhan (&) � U. Hari � B. Ramachandran
Department of Electronics and Communication Engineering, SRM University,
Kattankulathur, Chennai, India
e-mail: guhan_r@srmuniv.edu.in

U. Hari
e-mail: hari.u@ktr.srmuniv.ac.in

B. Ramachandran
e-mail: ramachandran.b@ktr.srmuniv.edu.in

© Springer Nature Singapore Pte Ltd. 2019
A. M. Zungeru et al. (eds.), Wireless Communication Networks and Internet
of Things, Lecture Notes in Electrical Engineering 493,
https://doi.org/10.1007/978-981-10-8663-2_20

187

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8663-2_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8663-2_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8663-2_20&amp;domain=pdf


[1, 3]. Sensing unit, computing unit, and communication unit are the three com-
ponents of the sensor node. Computing unit process the collected raw data and
communication unit comprises of transmitter and receiver. With limited power,
extending energy efficiency and network lifetime become an important goal.

In order to sustain the power, cooperative MIMO concepts are implemented in
which group of sensor nodes act as the virtual antenna for providing reliable
communication that is based on multihop routing scheme leads to hot spot problem
[4]. To overcome this, cooperative MIMO based on unequal clustering proposed [5,
6] and to further elevate the performance, mobile sink technique is implemented in
which the sink moves in a predetermined path that gathers the packets and delivers
it to the base station [7].

The remaining part of the paper is organized as follows. Related work is dis-
cussed in Sect. 2. The proposed work is discussed in Sect. 3. The energy con-
sumption model is proposed in Sect. 4. Simulation results are discussed in Sect. 5,
and conclusion is drawn in Sect. 6.

2 Related Work

In wireless sensor network, various algorithms are put forward to extend the net-
work lifetime. LEACH [1–3] is self-organized clustering algorithm based on single
hop communication where the nodes are organized into specific networks and the
member nodes present within the network that transmits the data to the cluster head
in their schedule. HEED [1, 3] extends the LEACH, cluster heads are elected here
based on the residual energy, and communication cost results in the distribution of
energy consumption. The drawbacks of the single hop communication are the nodes
farthest from base station exhaust quickly, while in multihop technique nodes near
to based station are overloaded with more traffic results in hot spot problem.

To circumvent the above problem in [5, 6], unequal clustering multihop routing
protocol UCMR is suggested in which the network size is arranged with respect to
base station, that is to say, clusters size nearby to the base station is small in size
and increases with respect to the base station.

MIMO concepts are executed in WSN to reduce the consumption of energy; but
possessing multiple antennas leads to energy draining mechanisms in nodes hence,
sharing antennas by cooperative nodes leads to achieve spatial diversity. Multiple
sensor nodes are cooperatively used for trans-receiving operation [4, 8].

In [8], C-LEACH scheme cooperative MIMO techniques are incorporated in
LEACH to increase lifetime; here, the cluster head elects the cooperative nodes
within the cluster and transmits the data effectively. The disadvantage of this
scheme is when there is imperfect data aggregation, the amount of data that each
cluster head transmits varies widely results in uneven distribution of energy.

In [4], CH-C-LEACH scheme is proposed to overcome the above limitations and
to further enhance the lifetime. Here the cluster head gets coupled with the other

188 R. Guhan et al.



cluster head that transfers the data cooperatively to the base station results in even
disperse of energy and the load is balanced more beneficial.

To enhance the performance in this paper, CH-C-LEACH is implemented in
unequal clustering. However when a sensor network implemented with a fixed sink
results in hot spot problem. To solve this in [7, 9] mobile sink technique is proposed
that it has a pre-decided path for mobile sink to move which is situated in the center
of the field.

Cluster formations are done here based on stable election protocol SEP [10]
where the cluster gathers the packets and delivers it to the mobile sink. To further
enhance the performance in this paper, higher energy nodes present near to the
cluster head are chosen as the alternative relay node, and mobile sink technique is
implemented in the vertical boundary of the sensor field.

3 Proposed Scheme

Consider a network with M � M square meter and N sensor nodes deployed ran-
domly, and nodes are assumed to be stationary having same initial energy, unique
ID, and sink node which are not static. The nodes are sectionally organized into
clusters containing member nodes, cluster head, and relay nodes. The proposed
model is illustrated in Fig. 1.

CH ALTERNATE RELAY 
NODE

MOBILE SINK

Fig. 1 Mobile sink model
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3.1 Cluster Formation Phase

Initially, the sensor field is partitioned into sectors. Nodes present in the center of
each sector having more surrounding nodes nearer to the center of the cluster are
chosen as the cluster head.

In [5] the successive rounds, the current cluster head elects the new cluster head
by evaluating cost factor of the nodes in each cluster

Fi ¼ Di

1=M:
PM

K¼1ðDkÞ
1=M:

PM
K¼1ðDKÞ
Ci

Eri

EO
ð1Þ

where Eri is the residual energy of the node i, Di denotes the degree of the node i, Ci

nodes distance from the centroid of the cluster, E0 denotes the initial energy of the
node i.

Elected cluster head broadcasts the ADV messages to its member nodes, upon
receiving it, the member nodes transmit the Join – REQ back to the cluster head.
Since UCMR concept is implemented the radius of the clusters are varied with
respect to the distance from the base station. That is to say, smaller size clusters
exist near to the base station.

3.2 Cooperative Node Selection

To enhance the network lifetime the cluster head are chosen as cooperative trans-
mitting and receiving nodes. The member nodes of the clusters sends their sensed
information to the cluster head and it performs the data aggregation, distributes the
information containing its own volume of data, that are registered other cluster
heads [6]. Based on the broadcasting signal strength, the cluster head determine its
own distance from the other CH and once the distance is known the CH will get
paired with other CH and impart the data cooperatively to the sink during data
exchange phase.

3.3 Alternative Relay Node Selection

Larger energy nodes present in the center of the field near to the cluster head are
elected as the substitutive relay node for redirecting the data to sink under the
condition if the energy of the current cluster head diminishes.

190 R. Guhan et al.



3.4 Mobile Sink Implementation

Higher energy nodes near to the cluster head are regarded as the relay nodes. When
one or more relay nodes present near to the cluster head then the nodes are chosen
based on compass routing scheme by which nodes are elected based on minimum
angle between the line-joining cluster head with mobile sink and the higher energy
nodes [2]. Data from the chosen relay nodes are forwarded to the mobile sink
projected in the perpendicular right end of the field.

4 Energy Consumption Analysis

The energy consumption of the whole network can be computed by modeling the
energy consumption analysis of one bit. The average total power consumption
comprises of two components, consumption of power by the power amplifiers and
the circuit blocks.

Energy consumption in transmitting one bit is given by [11]

Ebt ¼ PPA þPCð Þ=Rb ð2Þ

PPA ¼ 1þ að ÞPout ð3Þ

Power utilization of the power amplifier is roughly given above, where PC is the
power consumed by the circuit blocks, Rb is the system bit rate and a is the radio
frequency power amplifier’s efficiency

Pout ¼ EbRb
4pð Þ2MlWf

k2GtGr
d2; d� do ð4Þ

Pout ¼ EbRb
MlNf

GtGrh2t h
2
r
d4; d� do ð5Þ

where Eb denotes the energy per bit for given BER at the receiver, Rb indicates the
system bit error rate, d denotes the transmission distance, distance threshold is given
by do, Gt and Gr are the transmitter and receiver antenna gain, ht and hr are the height
of the transmitting and receiving antenna, noise figure of the receiver ids given by
Wf ¼ Wr

Wo
, where Wr is the power spectral density of the effective noise at input of the

receiver, Wo is the power spectral density measured at room temperature.
Power consumption of transmitting and receiving circuit blocks can be

approximated by

Pct ¼ PDAC þPelec ð6Þ
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Pcr ¼ PLNA þPIFA þPADC þPelec ð7Þ

where

Pelec denotes the power utilization of frequency synthesizer, active filter
component, and mixer.

PLNA denotes the power dissipation by the low noise amplifier.
PIFA denotes the consumption of power by the intermediate frequency

amplifier.
PADC, PDAC represents the power utilization of analog to digital converter and

digital to analog converter.

The total circuit power can be obtained by adding the above two equations

Pc ¼ NtPct þNrPcr ð8Þ

where Nt, Nr are the number of transmitting and receiving circuits.
Energy consumption per bit for cooperative MIMO implemented in unequal

clustering is given by

Ebit ¼ 1þ að ÞqNo
4pdð Þ2MlWf

k2GtGr
þ Ptx

Rb
nT þ Prx

Rb
nR ð9Þ

where AWGN power spectral density is given by No, Ptx, and Prx denotes the power
dissipation at transmitter and receiver circuits, Rb represents the transmission rate, a
depends on power amplifiers drain efficiency, q denotes SNR at the receiver, dis-
tance between transmitter and receiver is denoted by d, power utilization values are,
Ptx = 38 mV, Prx = 41 mV of TelosB mote.

5 Simulation Results

The analysis of the proposed scheme is carried out using MATLAB. Sensing field of
dimension 250 * 250 is considered. 200 static nodes are deployed randomly in the
field. The initial energy of the nodes is set to 1 J, and mobile sink is assumed to be
located at three instants (230, 180), (230, 100), (230, 40) in the right-hand side
vertical boundary of the sensor field. The simulation parameters are listed in Table 1.

Table 1 Simulation parameters

Simulation parameter Value

Network coverage 250 m � 200 m

Bs location 230, 100 m

No. of nodes (N) 200

Efficiency of RF power amplifier (a) 0.4706
(continued)
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Fig. 2 a, b Network
topology with mobile sink at
various positions

Table 1 (continued)

Simulation parameter Value

Link margin (MI) 40 dB

AWGN power spectral density (No) −171 dB/Hz

Receiver noise figure (Nf) 10 dB

Carrier frequency (fc) 2.5 GHz

Bandwidth (B) 20 kHz

Transmission rate (Rb) 250 kbps

Circuit power consumption of transmitter (Pct) 98.2 mW

Circuit power consumption of receiver (Pcr) 112.6 mW

Antenna gain of transmitter and receiver (Gt, Gr) 5 dB
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Figure 2a, b shows the simulated network topology. Figure 3 illustrates the
energy consumption rate of the nodes for various rounds. It is observed from Fig. 3
that the energy consumption rate of alternate node enacted in cooperative MIMO
(CMR) is lesser than UCMR by 10% and by LEACH 15%. When mobile sink
(MOBILE CMR) is implemented, further conservation of energy is achieved up to
20%. Therefore, the proposed scheme improves the energy conservation more
effectively than LEACH, CMR, and UCMR.

6 Conclusion

In this paper, we implemented cooperative MIMO scheme in unequal clustering to
control the hot spot problem. Rate of energy consumption is reduced effectively in
order to improve the network performance by electing alternate relay node near to
the cluster head. Further, improvement is shown by accomplishing mobile sink near
to the boundary of the base station. Simulation results prove that the proposed
mobile sink technique enhances the network lifetime over UCMR and CMR by 20
and 10%. The extension of this work is by incooperating genetic algorithm for
further increasing the network lifetime.
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BER Performance Analysis of Short
Reference Differential Chaos Shift
Keying Scheme Using Various Maps
Over Different Channel Conditions

M. Sangeetha, Toshiba Chamoli and P. Vijayakumar

Abstract In this paper, design and development of chaos-based radio system are
realized using short reference differential shift keying. In this communication
system, the length of chaos reference sequence is reduced to R so that the message
signal frame duration reduces as compared to former DCSK scheme. The proposed
system is implemented on AWR-Virtual System Simulator (VSS) tool. VSS soft-
ware is a comprehensive environment for the end-to-end design and system-level
simulation of the communication system. With MATLAB co-simulation, we can
readily import MATLAB code into VSS for enhanced system capability. The
proposed system will be studied to deduce analytical BER expression under fading
channel conditions and validated with simulated and experimental results.

Keywords AWR-VSS � BER analysis � Chaos-based non-coherent modulation
Increased data rate � Lower energy utilization � SR-DCSK

1 Introduction

Chaotic codes are non-periodic and random signals generated in a deterministic
manner. A slight change in the initial condition for generation of these chaotic
codes leads to entirely new chaotic codes which are mutually orthogonal [1].
Chaotic systems have excellent auto-correlation and cross-correlation that gives
them an advantage over the conventional communication system. These codes find
theirs use in spread spectrum communication systems as a replacement for
pseudo-random codes [2].
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There are different chaos-based communication systems being presented and
evaluated; from those systems, differential chaos shift keying (DCSK) is found to
be the most robust non-coherent scheme. In [3–5], the performance of various
chaos-based communication systems over AWGN and fading channels has been
studied. DCSK achieves not only good error performance but also low imple-
mentation complexity [6]. In [7], an FM-DCSK system is reviewed and analyzed.
In [8], we have a study of the DCSK system with the provision of noise reduction.
In this system, noise variance of the demodulated signal is reduced to decrease BER
at the receiver.

A reduced reference length DCSK system overcomes low data rate and effi-
ciency of DCSK in [9]. For each information bit, we generate a reference chaos
sample consisting of length given as b/P rather than producing b samples and then
multiplied P times with the message signal. At the receiver, this reference signal
gets demodulated first and then P number of times correlation with its time-delayed
version is performed to recover the transmitted signal.

Paper contribution and outline: In this paper, SR-DCSK chaos radio system is
studied, analyzed, and implemented over Advanced Wireless Ranging Virtual
System Simulator tool. The designing of this modulation scheme is simple without
any need for channel estimation at the receiver. This paper can be summarized as
follow:

1. Implementing an SR-DCSK system over AWR-VSS tool.
2. Calculating and analyzing BER performance over AWGN channel and fading

channel and validating the same with simulation and experimental results.

Organization of this paper as follow: In Sect. 2, we discuss a detailed data
transmission methodology of the SR-DCSK system. BER performance analysis of
the SR-DCSK scheme is studied in Sect. 3 using different chaos maps. In Sect. 4,
we discuss simulation results with various maps and length of the optimal reference
signal over AWGN and Rayleigh fading channels, and conclusion is discussed in
Sect. 5.

2 SR-DCSK Modulation Scheme

Figure 1a shows that the length of chaotic samples that makes the reference signal
is shortened to R samples so that the duration of the frame gets reduced as compared
to DCSK. In order to form transmitted information signal, this R length reference
signal can be concatenated several times to modulate the data sequence. As a result,
this system allows bit duration of Tb = R + P * R = R + b. This R + b frame
length duration of SR-DCSK is less than a conventional DCSK system having 2b
frame duration.

Figure 1b represents SR-DCSK transmitter where for each bit bi, a chaos signal
consisting of R number of samples makes the reference signal. This reference signal
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is then used to modulate the data signal over P number of times. The length of the
data sequence thus formed is b = P * R samples. Now, frame length of an
SR-DCSK system that consists of the reference sequence of R samples and a
data-modulated signal with b samples where b = P * R becomes (R + b) or
(R + P * R).

In SR-DCSK system, the transmitted signal is given as follow [9]

ek;i ¼ xk;i for ð0� k\RÞ
bixk�R;i for ðR� k� 1þPð ÞR

�
ð1Þ

In the above equation, xk;i is the chaotic signal, R is reference signal chip length,
bi is information sequence, and P is number of times reference signal gets
replicated.

Figure 1c represents SR-DCSK receiver where rk,i represents received signal. In
order to extract the reference samples at the receiver, we delay the received signal
with a delay of R samples. After the extraction of the reference signal, correlations
with remaining data sequence P number of times are carried out over a duration of
R samples. The result of the P independent correlations gets added and an esti-
mation of the transmitted bit is carried out by comparing the outcome to a threshold
taken at zero. In SR-DCSK system, the received signal given as [9]

Fig. 1 a SR-DCSK frame structure, b SR-DCSK transmitter, c SR-DCSK receiver
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rk;i ¼
XL
l¼1

al;iek�sl;i þ nk ð2Þ

where al;i and sl are the channel gain and delay of lth path, L represents a number of
paths, and nk is AWGN with zero mean and variance No/2.

The output after partial correlation is given as [9]

Oi;p ¼ Tc
XR�1

l¼1

XL
l¼1

al;ixk�sl;ibi þ np;kþR

 ! XL
l¼1

al;ixk�sl;i þ nk

 !
ð3Þ

where Oi;p is the pth partial correlation value, np;kþR is the kth AWGN noise getting
added to the kth sample of the pth data signal sample, and nk is the AWGN noise.

3 BER Analysis of SR-DCSK System Over Rayleigh
Fading Channel

The chaos signal is generated using Logistic Maps for the analysis and is defined as
[10]

f xkð Þ ¼ 1� 2x2k�1 ð4Þ

For SR-DCSK system, the decision variable can be written as [9]

Di ¼
XP
p¼1

Oi;p ð5Þ

For the ith transmitted bit, the mean of Di (decision variable) is given by [9]

E Di½ � ¼ RPbl
XL
l¼1

a2l;iE x2k;i
h i

ð6Þ

where RPE x2k;i
h i

represents the energy of the received bit from P correlation.

Replacing the term E x2k;i
h i

with expression of energy for bit duration of SR-DCSK

where Eb ¼ RP
Rþbð Þ bl

PL
l¼1 a

2
l;iEb, the expression in the above equation becomes

E Di½ � ¼ RP
Rþ b

bl
XL
l¼1

a2l;iEb ð7Þ
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The variance of Di is given as [9]

V Di½ � ¼ P2RE x2k�sl;i

h i N0

2

XL
l¼1

a2l;i þ
XL
l¼1

XL
l¼1

a2l;ia
2
l;iE x2k�sl;i

h i !

þPR
N2
0

4
þPR

N0

2

XL
l¼1

a2l;iE x2k�sl;i

h i ð8Þ

From Eqs. 7 and 8, the BER for SR-DCSK system may be defined as [9]

BER ¼ 1
2
erfc

Rþ bð ÞN0

R
PL

l¼1 a
2
l;iEb

Pþ 1
P

� �
þ Rþ bð Þ2N2

0

2RP
PL

l¼1 a
2
l;i

� �
E2
b

2
4

3
5
�1

2

0
B@

1
CA ð9Þ

Equation 9 shows theoretical BER over channels undergoing multipath fading.
Since channel keeps on changing at every instant of time, we apply an average
lower bound to equation [9]

BER ¼ 1
2
erfc

Rþ bð Þ
c

Pþ 1
P

� �
þ Rþ bð Þ2

2RPc2

" #�1
2

0
@

1
Af cð Þdc ð10Þ

where c ¼PL
l¼1 a

2
l
Eb
No

For L independent and identically distributed Rayleigh fading channel, the PDF
of c is given as [11]

f cð Þ ¼ cL�1

L� 1ð Þ!cL exp � c
cc

� �
� f c; cc;; L
� � ð11Þ

where cc ¼ Eb
N0
E a2j

� �
¼ Eb

N0
E a2l
� �

; j 6¼ l

Analytical BER expression of SR-DCSK system in anAWGNchannel is given as [9]

BER ¼ 1
2
erfc

Rþ bð ÞN0

RE0

Pþ 1
P

� �
þ Rþ bð Þ2N2

0

2RPE2
0

" #�1
2

0
@

1
A ð12Þ

In the above BER expression,

Eb
N0

SNR

R Reference chaotic sequence length
P Repetition factor
b Spreading length (P � R)
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4 Simulation Result

AWR-VSS tool is used to simulate and analyze SR-DCSK system performance.
VSS software helps the user to design and analyze end-to-end communication
system. Based on our analysis, we can efficiently display our result as BER curves,
constellation, and power spectrum, etc. This software enables users to readily
import MATLAB code into VSS for enhanced system simulation capability.

In order to generate the waveform for chaos signal, this paper uses Logistic Map
with initial condition taken as 0.134. The length of the reference signal is 15 which
is repeated 20 times in order to form the transmitted frame of length 300 chips
(Figs. 2, 3 and 4).

As observed from Figs. 5, 6, and 7 for SR-DCSK modulation scheme, BER
versus SNR graph is a waterfall curve, and as SNR increases BER decreases. From
above graphs, we note that Logistic Map gives better BER performance as com-
pared to Bernoulli and Tent Map.

We compute the analytical BER for a spreading length of b = 300, with P = 20
and R = 15. The BER computed for SNR (dB) ranging from 0 to 20. Now, a
comparative study is done between the analytical and simulated BER to validate the
simulated result obtain for different values of SNR for different chaotic maps. Graph
obtained for the same is shown below.

In the above graph, BER plot for three different cases—Analytical BER, sim-
ulated BER for Logistic Map, and simulated BER for Bernoulli Shift Map—is
obtained. Above BER values are calculated considering spreading length b = 300,
P = 20 and R = 15. The value of SNR ranges from 0 to 20 dB. The above graph
shows that simulation value of BER for the Logistic Map is close to analytical
value, whereas for Bernoulli Shift Map, there is much deviation from the analytical
BER value. Thus, we can say that Logistic Maps provide better performance as
compared to Bernoulli Shift Map.

Figure 7 represents the performance of SR-DCSK scheme in a Rayleigh fading
channel with L = 1. We observe the behavior of the system by varying the reference

Fig. 2 Waveform of chaotic signal generated using Logistic Map in AWR-VSS tool
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signal length for various values of R. As shown in the graph, for higher value of
reference length, BER decreases. Figure 8 verifies the performance of SR-DCSK
for Rayleigh fading channel using AWR-tool.

Fig. 3 Simulated BER result of SR-DCSK system through AWR-VSS tool using Logistic Map

Fig. 4 Simulated BER result of SR-DCSK system through AWR-VSS tool using Bernoulli shift
map
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Fig. 5 Simulated BER result of SR-DCSK system through AWR-VSS tool using tent map

Fig. 6 Analytical versus Simulated BER graph for SR-DCSK scheme over AWGN channel using
MATLAB
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5 Conclusion

This paper studies the performance of the SR-DCSK system. SR-DCSK is more
energy efficient when compared to DCSK because of short reference signal dura-
tion. As a result, it provides an additional advantage of higher data rate over DCSK.

Fig. 7 BER graph for SR-DCSK scheme over Rayleigh fading channel for R = 15, 20, 30, 60
using MATLAB

Fig. 8 BER graph for SR-DCSK scheme over Rayleigh fading channel for R = 60 using
AWR-VSS tool
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The implementation of this system is easy because of simplicity in designing. The
performance of the SR-DCSK system is analytically studied and simulated using
MATLAB and AWR-VSS tool to verify the BER expression under AWGN and
Rayleigh fading channel. Moreover, the effect of a change in length of the reference
signal is studied and analyzed, and we observed that the BER of the system
decreases as we increase reference signal length.

Acknowledgements The simulation tool of AWR-VSS is sponsored by AWR-A National
Instrument Company, under the NI–AWR sponsored research project, May 2016.
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NR-DCSK-Based MIMO Chaotic
Communication System

Sangeetha Manoharan, Niharika Saraff, Akanksha Kedia
and Kasturi Laxmi Saroja

Abstract In this paper, noise reduction differential chaos shift keying
(NR-DCSK)-based multiple-input–multiple-output (MIMO) chaotic communica-
tion system is proposed. We consider a transceiver scheme that uses a different
chaotic sequence at each transmit antenna and transmits omnidirectionally. In the
transmitter side, we use b/P chaotic samples as reference sequence which is then
repeated P times to generate the required reference sequence of length b. At the
receiver side, a moving average filter of size P is used to reduce the noise variance
and improve the efficiency of the system. The resulting filtered signal is then
correlated and combined with equal gain combining to yield the transmitted bit. Bit
error rates for additive white Gaussian noise (AWGN) channel are analytically
derived. These results are compared with the simulated results to validate the
expressions derived. Results show that NR-DCSK-based MIMO system is better
than the conventional M-DCSK-based chaotic communication system.

1 Introduction

Chaotic signals are non-periodic, random signals which are derived from nonlinear
dynamical systems [1–4]. Chaotic modulation is employed in a number of appli-
cations such as spread spectrum communication, radar and optical communications.
The advantages of chaotic signals are that they are sensitive to initial conditions and
have low complexity in hardware implementation and consume less power com-
pared to traditional communication methods. Among the various chaotic modula-
tion schemes, differential chaos shift keying (DCSK) is the most suitable for
wireless communication as it is robust and non-coherent in nature [4].

In DCSK, the entire frame is divided into two equal lengths consisting of the
reference chaotic signals slot and the data-bearing slot. If +1 is transmitted, then the
data sample follows the reference signal, and if −1 is transmitted, then the data
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sample is an inverted copy of the reference signal. The spreading factor in a DCSK
system is denoted by 2b which represents the number of chaotic samples. The noise
addition to both the reference sequence and the data-bearing sequence is a major
disadvantage of the DCSK system as it diminishes the performance of the system.

To overcome this drawback, we go for an enhanced version of DCSK known as
noise reduction differential chaos shift keying (NR-DCSK) [1] system. In
NR-DCSK system, we generate b/P different chaotic samples rather than b samples
to be utilized as reference signal. These b/P different samples are then replicated by
a factor P in the signal. At the receiver side, a moving average filter is averaged
over a window size P to reduce the noise variance [1]. This filtered signal is then
correlated with equal gain combining to yield the transmitted signal.

Multiple-input–multiple-output (MIMO) is an antenna configuration which
enhances the capacity of a wireless system. The transmitted and the receiving
antennas are configured in a way to minimize the errors. In this brief, we propose a
NR-DCSK-based MIMO chaotic communication system where the NR-DCSK
modulation scheme is employed in a wireless MIMO system and its performance is
analyzed for various scenarios.

The remaining part of this brief is organized as follows: Section 2 describes the
architecture of the system. The BER performance of the proposed NR-DCSK-based
MIMO system is presented in Sect. 3. Section 4 represents the simulation results
and the inference derived from it. Section 5 gives the conclusion of the brief.

2 System Model

2.1 NR-DCSK Modulation

In NR-DCSK modulation, b/P chaotic samples are generated, where P is the
reduction factor and b is the spreading factor. The chaotic samples that are gen-
erated are replicated by a factor P to get the reference signal which has a length b.
Similar to M-DCSK, in NR-DCSK modulation scheme the transmitted bit is rep-
resented by two chaotic signals: reference signal and data-bearing signal. The
transmitted signal is represented as ei,k [1],

ei;k ¼
xi; k

Pd e; 0\k� b

bixi; k
Pd e�b; b\k� 2b

(
ð1Þ

where xi; k
Pd e is the reference sequence and xi; k

Pd e�b is its delayed version, bi is the

information bit, and Kd e represents the ceiling operator. Equation (1) represents the
transmitted signal for a single-input–single-output (SISO) system. At the receiver
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side, a moving average filter is used to average the P samples which are identical.
This filtered signal is then correlated with its delayed replica so as to yield the bit
transmitted [1].

2.2 NR-DCSK-Based MIMO System

The paper focuses on employing NR-DCSK modulation scheme in a wireless
MIMO system. The frame structure of NR-DCSK system is illustrated in Fig. 1.

In the proposed MIMO system, there are Nt transmitting antennas and Nr

receiving antennas over an AWGN channel. The transmitted signal of NR-DCSK
MIMO system for ith bit is given in Eq. (2) (Fig. 2)

si;k ¼
ffiffiffi
q
Nt

p
xi; k

Pd e; 0\k� bffiffiffi
q
Nt

p
bixi; k

Pd e�b; b\k� 2b

(
ð2Þ

where q is the total transmitted signal-to-noise ratio (SNR) [2].
The received signal at jth receive antenna is represented by Eq. (3)

rj;k ¼
XNt

i¼1

h0j;i

��� ���si;k þ h1j;i

��� ���si; k
Pd e�s

� �
þ noise ð3Þ

where h0j;i and h1j;i are the channel coefficients and s is the time delay. The received
signal is then averaged using a moving average filter with a window size P. This
averaged signal is then correlated with its time-delayed version which is delayed by
a factor b/P which is represented as follows:

Uj;k ¼
Xb

P

k¼1

rj;kr
�
j; k

Pd e�s
ð4Þ

The outputs of the correlators are then combined with equal gain combining
(EGC) technique [2] which is given as

Fig. 1 MIMO NR-DCSK frame structure
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where first term represents the useful message component, second term represents
the interference component, and 1

P

PP
p¼1 ni;pþ k represents the noise component after

it passes through the moving average filter [1]. ni;k is AWGN and has a mean zero
and variance No/2.

3 BER Performance Analysis

In this part, the performance of the NR-DCSK-based MIMO system is evaluated
under AWGN channel. We then find the mean and variance of the decision vari-
able, Uj,k, in Eq. (5). The mean of the ith transmitted bit is given as

Fig. 2 Block diagram of NR-DCSK based MIMO system model
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E Uj;k
� � ¼ b

P
q
Nt

h0j;i

��� ���2 þ h1j;i

��� ���2	 

E x2i;k
h i

ð6Þ

where E[.] denotes the expected value operator. The variance of the decision
variable is given as

Var Uj;k
� � ¼ b

P
q
Nt

h0j;i

��� ���2 þ h0j;i

��� ���2	 

Var x2i;k

h i

þ
ffiffiffiffiffi
q
Nt

r
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P
b
P
E x2i;k
h i

þ bN2
o

4P3

ð7Þ

From Eqs. (6) and (7), we can observe that the mean of decision variable in
Eq. (5) is equal to the mean of only the useful message component. All the other
components have zero mean for large b/P values as

Xb
P

k¼1

xk�sxkð Þ � 0

The output of the correlator follows Gaussian distribution, and therefore, the bit
error rate probability is represented as [4]

BER ¼ 1
2
Pr Ui\0jbi ¼ þ 1ð Þþ 1

2
Pr Ui [ 0jbi ¼ �1ð Þ ð8Þ

which is represented as complementary error function in the following way

BER ¼ 1
2
erfc

2Var½Ui�
E½Ui�2

" #�1
2

0
@

1
A ð9Þ

erfc(z) is defined as erfcðzÞ ¼ ð2= ffiffiffi
p

p Þ R1
z e�u2du

By combining Eqs. (6), (7) and (9) the following BER expression is obtained
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where Eb is the transmitted bit energy, and c and w are represented as

c ¼ h0j;i

��� ���2 þ h1j;i

��� ���2	 

Eb

No
Nr

w ¼
Var xi;k

� �2h i

E2 xi;k
� �2h i

In an AWGN channel, the channel coefficients are chosen as h0j;i

��� ��� ¼ 1 and

h1j;i

��� ��� ¼ 0.

4 Simulation Results

To analyze and validate the BER performance of NR-DCSK scheme in wireless
MIMO systems, it is compared with the BER performance of conventional
M-DCSK scheme in wireless MIMO system. Both simulation and analytical results
are illustrated in this section. Figure 3 illustrates the sequence structure of the
Logistic Map.

When computing the BER for NR-DCSK-based MIMO system by using dif-
ferent maps for chaos signal generation, the BER performance is almost the same.
Thus, NR-DCSK-based MIMO system is so robust that irrespective of the map used
for chaos generation, the performance remains unaffected.

The BER expressions of NR-DCSK scheme for various antenna configurations
which are single-input–single-output (SISO) system, single-input–multiple-output
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(SIMO) system, multiple-input–single-output (MISO) system, and multiple-input–
multiple-output (MIMO) system were also computed. Figure 4 shows the BER
performance of the NR-DCSK scheme for the above-mentioned configurations.

Figure 4 shows that SIMO system yields the best performance, followed by
MIMO system. Thus, the performance of the system improves as the number of
antennas on the receiver side increases.

Figure 5 illustrates the simulation and analytical BER performance of
M-DCSK-based MIMO system and NR-DCSK-based MIMO system. It perfectly
validates the accuracy of the analytical BER expression derived and mentioned as
Eq. 10 in the paper. Figure 5 also shows that NR-DCSK scheme is better than
M-DCSK scheme for MIMO systems. For example, at 5 dB SNR, the BER for
M-DCSK-based MIMO system is 0.2790, while the BER for NR-DCSK-based
MIMO system is 0.039. This clearly shows NR-DCSK-based MIMO system gives
enhanced performance.

On examining Fig. 6, we can say that higher the value of reduction factor, i.e., P,
better is the performance of the system. When P = 1, then the system reduces to the
conventional M-DCSK system, and hence, the performance of the NR-DCSK
scheme is better than M-DCSK scheme [1]. Thus, we can say that increase in value
of P decreases the noise variance of the NR-DCSK system, thereby enhancing the
performance.

Thus, the overall performance of NR-DCSK-based MIMO systems increases
with increase in the value of reduction factor and also with the increase in number
of receiving antennas. Thus, NR-DCSK-based MIMO system yields better
signal-to-noise ratio (SNR) than the conventional M-DCSK-based MIMO system.
The system parameters are given in Table 1.
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Table 1 System parameters Symbol Representation Quantity

M Number of information bits 1000

B Spreading factor 300

P Replication factor 20

b/P Reduction factor 15

Tc Chip duration 1

bTc Bit duration 300

SNR Signal-to-noise ratio 0–20 dB
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5 Conclusion

A NR-DCSK-based MIMO chaotic communication system is proposed in this brief.
The performance of the proposed NR-DCSK-based MIMO system is analytically
studied, and the BER expression is then derived under AWGN channel. The
validity of the analytical BER expression is confirmed by carrying out computer
simulation. The results show that NR-DCSK-based MIMO systems yield higher
SNR and lower BER than the conventional M-DCSK-based MIMO system and the
system performance enhances with increase in the value of reduction factor.
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Wearable Sensor-Based Human Fall
Detection Wireless System
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Abstract Background/Objectives: Human fall detection is a critical challenge in
the healthcare domain since the late medical salvage will even lead to death situ-
ations, therefore it requires timely rescue. This research work proposes a system
which uses a wearable device that senses human fall and wirelessly raises alerts.
Methods/statistical analysis: The detection system consists of the sensor system
which contains both accelerometer and gyroscope sensors. The proper orientation
of the subject is provided by the Madgwick filter. Six volunteers were engaged to
perform the falling and non-falling events. The system is validated and checked by
four algorithms: threshold based, support vector machine (SVM), K-nearest
neighbor, and dynamic time wrapping, and thus, the accuracy was calculated.
Findings: From the results obtained, the SVM has given an accuracy of 93%.
Conclusions: When a fall is being detected, an additional feature to check whether
the person is in critical state and is lying down for more than a particular time is
incorporated and a critical alert is sent to the caretaker’s mobile.
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1 Introduction

As the world’s aging population is increasing day by day in this twenty-first cen-
tury, the research in multidisciplinary areas like health care and monitoring systems
has increased tremendously. Most of the injuries in hospital for elderly people
above 65 years [1] are due to fall events. Fall events usually lead to some fractures,
and if not attended on time, may even lead to death [2]. Unfortunately, the rate of
injuries due to fall increases because of the late medical salvage to the affected
person as the fall is unnoticed on time to others in home.

Leaving elderly people alone in home and other care centers have increased so
much nowadays, and it is leading to many nonfatal injuries. According to the
previous studies [3], the impact of the fall depends on the age. The elderly people
will not be in a position to seek help from anyone as they may fall into unconscious
state or there would not be any people nearby which thereby increases the injury
cases. However, due to the availability of the low-cost precise sensors and wireless
ad hoc networks, this problem can be approached in a different perspective.

Many researches to detect fall among elderly are being continuously done over
past several years. Different approaches have been inferred to detect the fall, which
mainly includes the wearable sensors which include the use of only accelerometer
or combination of accelerometer and gyrometer sensors [4] and (or) magnetometer
added to it. The magnetometer is mostly avoided as the device is generally being
used inside home and the magnetic fields from other home appliances may interfere
resulting in false results.

One of the earlier systems which was proposed was to detect the falls auto-
matically with the help of passive infrared sensors (PIRs) and pressure mats
(PMs) [5] with the help of a wireless sensor network and by reading the room
coordinates and the movement of the subject, and if the person falls and is not
getting up for certain time, alert will be sent. But this is not as effective, as it can be
implemented only for a particular room.

The video [6] detection systems are most commonly used at present systems.
But this kind of solutions is limited to the area under observation, and the accuracy
will be less because most of the falls happen during night time [7] or in bathroom
where ubiquitous monitoring using video surveillance is not effective.

Typical changes in the output of a three-axis accelerometer [8] can be used to
detect the fall. Simple accelerometer will give sudden spikes in the graph when a
fall occurs. Considering the quaternion and thereby calculating the Euler angles to
find the orientation of the subject’s body with respect to earth, better results can be
obtained. Better Euler angles can be obtained by the combination of gyrometer and
accelerometer [9].

The fusion of the sensor data to find the Euler angles (roll, pitch, and yaw) is
found to be effectively done using Madgwick filter [10] compared with other filters
like complimentary filter, Kalman filter [11].

Threshold-based techniques [12] have been mostly used for finding the falling
events which will mainly to check whether the RMS value of acceleration and angle

218 V. S. Kumar et al.



has crossed beyond the already set threshold value. For better result, if the values
are not changing for certain period of time about 400–500 ms [13], then the person
is actually in need of help as he is not able to get up and it is a real fall.

Some products by companies like Masimo are available in market where the
sensors are implemented in wristwatch [14], and when a fall is detected, the alarm
can be manually operated or the GPS location will be sent to the caretaker using an
RF [15] or ZigBee module [16]. The manual operation [17] of alarm is not an
effective way in the case when the elderly fell unconscious after the fall.

Many statistical analyses were carried out using the embedded sensors in the
mobile phones [18]. In this research, mainly four types of algorithms are being
discussed: threshold based, support vector machine (SVM) [19–21], K-nearest
neighbor (K-NN) [22], and dynamic time wrapping (DTW). The trials [23] were
carried out in all the four techniques, and the accuracy [24] for all was computed
[25–27].

The BMI160 Bosch Sensor which contains both the accelerometer and the
gyroscope was used for getting the sensor values, and sensor fusion was done by
the Madgwick filter, and further processing is done inside a development kit with
EFM32 microcontroller which is a Bosch product, and the alert is sent through the
Wi-fi module, and the alert message is being received on a mobile phone and
received through an android application called “UDP Sender/Receiver.”

Various cases were taken into account so that wrong alert can be avoided while
training the SVM and other techniques. The various cases include various daily
activities like walking, jogging, running, sitting, bending, picking something from
floor, leaning toward wall, squatting, climbing stairs up and down, trembling,
slipping, sleeping on floor, and some random activities. The falling events include
falling front, back, side, falling from cot, falling from chair, falling from step.

2 Proposed Work

2.1 System Architecture

Figure 1 shows the simplified system architecture of the device used for fall
detection.

Fig. 1 System architecture
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2.1.1 Sensor System

The sensor used is BMI160 which has both 16-bit triaxial accelerometer and
gyroscope sensor embedded in it. It provides precise acceleration and angular rate
measurement. Gyroscope is also used since it will give the orientation with respect
to the earth’s gravity. Accelerometer will measure only the non-gravitational
acceleration. If only accelerometer is used, the chances of getting false alert are
more.

2.1.2 Processor and Wi-fi Module

A Bosch development kit which has BMI160 sensor, a controller (EFM32), and
inbuilt Wi-fi module in it, is used for data acquisition, implementing the algorithm,
and testing the results.

2.1.3 Receiver

The result sent through Wi-fi module is being received in an open-source appli-
cation in android “UDP Sender/Receiver.” The datasets can be saved in the memory
card which is inbuilt in the development kit to do further processing if needed. The
kit and the receiver mobile should be connected to the same Wi-fi network.

3 Block Diagram

Figure 2 shows the block diagram of the whole fall detection system.

3.1 Orientation Measurement of the Human Body (Three
Dimensional)

Other than the acceleration values, the accurate orientation measurement of the
human body plays an important role in finding the fall. To find the posture of
human body, the Euler angles have to be computed, which includes the three
elemental rotations in all the three axis X, Y, and Z which is represented as roll,
pitch, and yaw angles. The basic reference system [10] used is shown in Fig. 3.
Thus, the computation of proper roll, pitch, and yaw will give the correct orien-
tation of the human posture which is being set as a threshold to find whether the
person has fallen down or not by calculating the orientation with respect to the
earth.
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The device is placed on the waist of the subject, and the orientation of the body
is calculated from the received data. If the tilt is measured only using accelerometer
data, it will be affected by external accelerations and vibrations thus giving false
results. Thus to find the orientation, the gyroscope is also included.

3.2 Sensor Fusion

The Euler angles can be obtained individually from accelerometer and gyrometer.
For finding the Euler angles, better quaternion has to be obtained as it gives the rate
of change of earth frame relative to the sensor frame. For getting better angles,
sensor fusion has to be done. Sensor fusion is done using Madgwick filter which

Fig. 2 Block diagram for fall detection

Fig. 3 Basic reference
system for Euler angles
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was found to be giving better Euler angles than other filters like Kalman filter. The
input to the Madgwick filter [28] is the RMS value of accelerometer and gyrometer
data.

3.3 Algorithm for Fall Detection

Mainly four types of algorithms, namely: threshold based, support vector machine
(SVM), K-nearest neighbors (K-NN), and dynamic time wrapping (DTW), were
used for classification between fall and non-fall events. Then, the accuracy of all the
results of all the algorithms were computed and better one was implemented.

3.3.1 Algorithm 1: Threshold Based

Figure 4 shows the flowchart for the threshold-based algorithm for fall detection.
The total sum acceleration vector (Acc), which contains both static and dynamic

acceleration components, is calculated from sampled data using Eq. 1.

Acc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Axð Þ2 þ Ay

� �2 þ Azð Þ2
q

ð1Þ

where Ax, Ay, and Az, are the accelerations (g) in the x, y, z directions.
Similarly, angular velocity is calculated from sampled data using Eq. 2.

x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xxð Þ2 þ xy

� �2 þ xzð Þ2
q

ð2Þ

where xx, xy, and xz, are angular velocities in x, y, z directions.
When stationary, the acceleration magnitude (Acc) from triaxial accelerometer is

constant (+1 g), and angular velocity is 0°/s. When the subject falls, the accelera-
tion rapidly changes and a sudden spike is observed and the angular velocity also
changes, thereby producing signals with different patterns which can be easily
differentiated as fall and non-fall events. Other than the change in acceleration, the
Euler angles are being used to find whether the subject has fallen or not, thus giving
more precise results. Euler angles (here pitch and roll have been used) are obtained
by fusing accelerometer and gyrometer data efficiently using Madgwick orientation
filter.

In this algorithm, both lower fall threshold for acceleration (LFTa) and upper fall
threshold for acceleration (UFTa) in combination with the upper fall threshold for
gyrometer (UFTg) for fall detection are being used for better accuracy. All the
threshold values were decided by trial and error method through a collection of
experimental data.

First, the acceleration at that instant is computed and compared to the LFTa. If
the Acc falls below the already determined LFT a threshold, data from the next
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0.5 s period is referred to as fall window, and all the Acc values are compared to the
UFT for both the acceleration and angular velocity vector (gyrometer) to the
threshold value, and if that conditions are also satisfied, then change in Euler angles
is compared to Del(E) (change in Euler angles). If all the conditions are proved to
be right, then “FALL ALERT” (“F”) will be detected and shown.

There can be a condition where a subject has fallen and got up by his own, and it
was not a critical situation. In order to distinguish between that, another condition is
being introduced. If the integration of the output value is constant for a period of
time (here 500 ms), then that person is not able to get up and he is in need of
help. So a “CRITICAL FALL ALERT” (“C”) will be detected and shown.

Fig. 4 Flowchart for threshold-based algorithm
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3.3.2 Algorithm 2: Support Vector Machine (SVM)

Figure 5 shows the flowchart of the SVM-based algorithm. The output of the
Madgwick filter is given to the SVM classifier. The SVM is already trained with the
training data. The feature vectors used were of mean, standard deviation, variance
of all the four outputs of Madgwick filter, accelerometer (Acc), gyroscope (Gyro),
roll, and pitch angles. Thus, a 12 � 1 vector will be fed to the SVM.

When the accelerometer buffer, gyroscope buffer, pitch buffer, and roll buffer are
full, it will be sent to the feature extraction function where all the three features will
be extracted for each element and these features will be compared with the already
trained SVM classifier. According to the already-specified labels, if the output is a
positive value (>0), a fall alert will be given, and else if it is a non-fall, the process
continues.

Fig. 5 Flowchart for SVM-based algorithm
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3.3.3 Algorithm 3: K-Nearest Neighbor (K-NN)

Figure 6 shows the flowchart of the K-NN-based algorithm. The Euclidian distance
(Eq. 3) is calculated for the unknown feature vector with every training feature
vectors. Then, it is sorted in ascending order along with the corresponding labels,
and first, K (=3) sorted elements are captured, and decision is made based on the
labels as fall or non-fall.

Euclidean distance ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � yið Þ2

q
ð3Þ

Fig. 6 Flowchart for K-NN-based algorithm
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3.3.4 Algorithm 4: Dynamic Time Wrapping (DTW)

DTW is an algorithm for measuring similarity between two time domain sequences.
Here, accelerometer pattern of the human activity is compared against accelerom-
eter pattern of falling and non-falling pattern which is already saved. Cost of the
alignment or wrapping curve is then calculated. Decision is made in favor of the
combination of having the lower cost as fall or non-fall. Figure 7 shows the
algorithm for fall detection using DTW.

Fig. 7 Flowchart for DTW-based algorithm
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4 Experimental Setup

4.1 Datasets

The study involved six volunteers (three males and three females) within the age
group of 24–30 years. All the scenarios were repeated by the subjects, and 250
datasets were captured which is further used as testing and learning data.

Different scenarios were taken care while recording the datasets (Table 1).
Different types of fall which includes seven activities: front fall, back fall, left side
fall, right side fall, falling from cot, falling from chair and falling from stairs are
being recorded. The different non-fall activities which are the normal daily activities
like walking, jogging, running, sitting, bending, picking something from floor,
leaning toward wall, squatting, climbing stairs up and down, trembling, slipping,
sleeping on floor, and some random activities were also recorded.

The device is placed in the center part of the subject’s waist to get proper
datasets as shown in Fig. 8. Subjects were made to fall on bed and mattresses for
safety purpose, and some sequence of images showing fall and non-fall events by
the subjects is shown in Fig. 9.

Figure 9a describes a falling front event by the subject, and Fig. 9b represents a
non-fall event, bending and picking an object from the ground. Proper precautions
were given while taking the datasets. The subject is made to fall on bed to avoid any
injuries.

Table 1 Falling and
non-falling events

Falling events Non falling events

1 Falling front 8 Walking

2 Falling back 9 Jogging

3 Falling to left side 10 Running

4 Falling to right
side

11 Sitting

5 Falling from chair 12 Bending

6 Falling from cot 13 Picking something from
floor

7 Falling from stairs 14 Leaning towards wall

15 Squatting

16 Climbing stairs up and
down

17 Trembling

18 Slipping

19 Sleeping on floor

20 Random activities
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5 Results and Discussions

5.1 Sensor Data

All the activities will have different distinct patterns as shown in Figs. 10 and 11.
The simulation was done using MATLAB.

Figure 10 shows a non-fall pattern, i.e., walking. Since it is a uniform process,
there is no spike. Figure 11 shows the pattern for front fall. The sudden spike is due
to the subject’s fall, and the upper and lower limit of these values will be compared
with the already set value in the threshold-based algorithm (Algorithm 1).

5.1.1 Sensitivity, Specificity, and Accuracy of Algorithms

The sensitivity, specificity, and accuracy of all the algorithms were calculated using
Eqs. 4–6 for a dataset of 100 subjects.

Sensitivity ð%Þ ¼ TP
ðTPþ FNÞ

� �
� 100 ð4Þ

Specificity ð%Þ ¼ TN
ðTNþ FPÞ

� �
� 100 ð5Þ

Fig. 8 Position of the device
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Accuracy ð%Þ ¼ TPþTN
ðTPþTNþ FPþ FNÞ

� �
� 100 ð6Þ

where

SVM Support Vector Machine
KNN K-Nearest Neighbor
DTW Dynamic Time Warping
FP False Positive

Fig. 9 a Sequence of images for the activities (front fall), b sequence of images for the activities
(picking object from ground)
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FN False Negative
TP True Positive
TN True Negative

All units are in numbers.
Tables 2 and 3 give the sensitivity, specificity, and accuracy. From the values

obtained, the SVM is found to be more accurate technique than all other techniques
with an accuracy of 93% which can be improved by introducing more learning data.

5.1.2 Receiver

The device and the receiver mobile should be connected to the same Wi-fi network
for receiving the result according to the prototype which was made for testing.
Android-free application UDP Sender/Receiver was used for demonstrating the
result. If it is normal, daily activities “A” will be shown as an indication, and if it is
fall “F” will be shown and if it is critical fall; i.e., person is not able to get up for
some time, “C” will be shown in the application screen. The screenshot of this
demonstration in real time is shown in Fig. 12. This application was used for
demonstration purpose.

0 2000 4000 6000 8000 10000 12000 14000
-4

-3

-2

-1

0

1

2

3

4

Time(ms)

A
cc

el
er

at
io

n(
g)

Accelerometer Data

x-axis

y-axis

z-axis

a
r
ms

Fig. 10 Accelerometer data pattern for walking
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Fig. 11 Accelerometer data pattern for falling front

Table 2 Comparison of the different algorithms

Algorithms TP TN FP FN

Threshold based 58 31 4 7

SVM 65 28 6 1

K-NN 54 35 5 6

DTW 60 23 13 4

Table 3 Comparison of sensitivity, specificity, and accuracy of the algorithms

Algorithms Sensitivity (%) Specificity (%) Accuracy (%)

Threshold based 89.2 88.57 89

SVM 98.49 82.26 93

K-NN 90 87.5 89

DTW 93.75 63.88 83
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Fig. 12 Output obtained in
UDP sender/receiver app
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6 Conclusions

A prototype of a wearable wireless device for fall detection has been realized and
presented in this paper; to get better accuracy, both accelerometer and gyroscope
sensors are used. BMI160 has both the sensors embedded in it. The use of
Madgwick filter for sensor fusion gives better orientation of the subjects and thus
better results. The experiments were conducted using all the four algorithms, and a
comparative study has been done. The classification based on SVM was found to be
having maximum accuracy and sensitivity. The result based on this classification
was sent to the UDP Sender/Receiver application for demonstration purpose.
A simple application can be developed in future for displaying the result. The
message can be send as an SMS along with GPS location belongs to the future
scope of this project.
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Mathematical Analysis of Adaptive
Queue Length-Based Traffic Signal
Control

Shaik Khaja Mohiddin, C. Prasanth, Gajendra Singh Rathore
and C. Hemanth

Abstract Objectives Traffic signals are pre-timed/fixed cycle in which the duration
of green light and red light is fixed irrespective of the number of vehicles at the
traffic signal, which causes congestion in most cases. Most of the research done on
pre-timed traffic signal focuses on deriving formulas for the better estimation of the
delay experienced by vehicles. Proposed method of adaptive traffic signals can be
used to minimize the congestion problem occurring at the intersection due to
pre-timed traffic signal, thereby minimizing the delay to a greater extent. Methods/
Statistical Analysis In this paper, the vehicles are considered to arrive based on a
Poisson distribution. The probability generating function of queue lengths at the
beginning of kth and k + 1th cycle is derived. Based on the queue length for each
direction, the optimal duration of red and green light is derived. Findings In the
proposed work, it is showed that the performance of adaptive queue length-based
switching is efficient than the pre-timed/fixed traffic signaling. Based on the traffic
arrival pattern, the threshold of the red and green light can be set to minimize the
delay/congestion. Application/Improvements In this proposed work, the congestion
problem is minimized by using the adaptive signal switching and the performance
of system can be improved in heavy traffic scenario.
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1 Introduction

Congestion at the traffic signal junction in city is very serious problem as density of
vehicles is increasing day by day. In fixed-cycle traffic light, the duration of green
light and red light is set to some default value which will not alter or change after
the installation of the system. Pre-timed duration of traffic signal is based on the
report in which the load information is specified on which basis the duration of the
light will decide, but a number of vehicles are increasing fixed-cycle traffic light
signals which are unable to cope up with the present scenario which results in
congestion in most cases. To resolve the issue of congestion, dynamic control of
traffic signal is proposed here. In this proposed work, the traffic signal can change
dynamically with respect to the present scenario at the traffic signal and it is
simulated using MATLAB. Mathematical analysis of proposed technique is also
carried with this to provide theoretical support to proposed technique.

Adaptive switching of traffic signal on the basis of the queue length of the
vehicle is one of the significant components of intelligent transportation system
(ITS). A method [1] is used to detect the vehicle using wireless sensor network
technology, in which vehicle can be monitored dynamically to overcome the dis-
advantages of conventional vehicle detection techniques of traffic control system in
which vehicle can only detect in a fixed position. Some advantages of proposed
algorithm for traffic signal control over conventional algorithm like, it eliminate the
phase time when no vehicle passing across and the entire waiting vehicle pass if
possible which reduces the waiting time for the single intersection. Green Light
District [2] (GLD) simulator is used to generate the graph of scenario which shows
effective traffic control in a real traffic road system, and algorithm is proposed which
is adaptive to traffic flow to reduce the average waiting time of vehicle at traffic
signals.

A method to address traffic congestion problem was proposed by using virtual
traffic light (VTL) [3]. When vehicles are approaching the same intersection, they
pick one of them as the leader for the intersection. The leader will act as temporary
traffic light infrastructure, and then traffic light information will be created and
announced by it. VANET-based algorithms [1] were used to collect and aggregate
real-time speed and position information on individual vehicles to optimize signal
control at traffic intersections. An online algorithm, referred to as oldest job first
(OJF) to minimize the delay across the intersection, here they first grouped the
vehicular traffic into platoons, and they apply the OAF algorithm, i.e., the oldest
arrival first (OAF) algorithm. Mathematical model for real-time queue estimation is
using connected vehicles (CV) technology [2] from wireless sensor networks. This
model can be applied without signal timing, traffic volume, or queue characteristics
as basic inputs. This model developed in such a way that it can be worked for both
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fixed-time signal and actuated signals. Here, a discrete wavelet transform (DWT) is
applied to the queue estimation. The purpose of DWT is to enhance the proposed
queue estimation to be more accurate and consistent regardless of the randomness
in the penetration ratio. The probe vehicle is equipped with GPS and wireless
communication devices from there traffic data was collected. Two types of traffic
signal junctions [4], one will be simple four-way junction and each way contains
two lanes. The other one is complex traffic signal which has more than four ways.
To minimize unwanted delay, two algorithms proposed: one of these is earliest
deadline first (EDF) and the other is fixed priority (FP) algorithm. These algorithms
work efficiently in complex road scenario and heavy traffic load. For collection of
information, sensors are deployed on each lane of the road which sent information
to the controller via roadside unit using suitable wireless technology. Python
controller is used for the proposed algorithm in this work along with SUMO which
uses TCP/IP protocol, SUMO acts as a server and python acts as client. For
determination of arrival rate of vehicle, Poisson distribution is used and for delay
analysis [5], some assumptions like discrete-time assumption and FCTL assump-
tions are made. In FCTL [6] assumption, if the vehicles arrive during the residual
green period can cross the intersection without delay and therefore the discharge
rate of these vehicles is much higher than the discharge rate of delayed vehicles.

2 Proposed Work

2.1 Adaptive Queue Length-Based Traffic Light Control

In this paper, we proposed that congestion problems at the intersection can be
minimized using the proposed method in which traffic signals can adaptively switch
traffic lights according to the present scenario. In pre-timed traffic signal, the
effective duration of green and red light is divided into equal time interval, due to
which congestion takes place in heavy traffic scenario at intersection. Delay
experienced by vehicle in pre-timed signal is negligible for short length queue but
as the queue length increases, delay experienced by vehicle also increases.

In this proposed work, MATLAB software tool is used for the coding of the
scenario, in which the arrival rate of the vehicle is varying continuously after every
slot on each lane of road. Different arrival time of vehicle will cause congestion in
fixed-cycle traffic light. Therefore, using MATLAB code proposed technique which
is used for switching of traffic light according to the number of vehicles arrived at
the junction. In this technique, red light and green light duration will increase or
decrease as per the number of vehicles arrived at the junction. So that proposed
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technique will work on the scenario which is shown in Fig. 1. If the number of
vehicles same in both directions, then priority is given for vehicles which arrived
from longest lane.

2.2 Mathematical Analysis

For the mathematical analysis of the proposed technique, following assumptions are
made:

Assumption 1. (Discrete-time assumption) The time axis is divided into the
interval of unit length, so called slot of green (g) and red (r) light duration.
Therefore, cycle time is

C ¼ gþ r ð1Þ

Assumption 2. (Independence assumption) Let Ak;n denotes number of vehicles
that arrive at the intersection during slot k in cycle n, which are independent and
identically distributed.

Assumption 3. To measure the arrival rate of vehicle, Poisson distribution is
used and instantaneous decision is taken.

In this work, based on the basic assumptions, mathematical equations can be
derived using which the duration of green light will alter/changer exactly according
to the number of vehicles present at the intersection. In this case, the delay expe-
rienced by the vehicle will be less than the delay experienced at the fixed-cycle
traffic signal and also provide the theoretical support to the proposed technique.
Following equation will be derived for the switching of the green and red light,
respectively, as shown in Fig. 2 with the help of basic assumption.

Fig. 1 Scenario for proposed
method

Fig. 2 Adaptive traffic cycle
duration
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For the determination of arrival rate of vehicle, Poisson distribution is used. Qk
Gn

is the initial queue length at the intersection, where n will be lane identifier for each
lane. For the switching of the signal first threshold value, Gt will be set which is the
maximum number of vehicle can be served in one cycle. Let Akþ 1 be the new
arrival at the junction before/after the completion of one cycle. a and b are the
numbers of served vehicle in one cycle.

For Path 1 (p1):

Qkþ 1
G1 ¼ Qk

G1 þAkþ 1 � a1; Qk
G1 [ 0

Akþ 1; Qk
G1 ¼ 0

�
ð2Þ

where, a1 ¼ minfQk
G1;Gtg:

And Gt = Threshold value of Green interval.
For Path 2 (p2):

Qkþ 1
G2 ¼ Qk

G2 þAkþ 1 � a2; Qk
G2 [ 0

Akþ 1; Qk
G2 ¼ 0

�
ð3Þ

where a2 ¼ minfQk
G2;Gtg:

For Path 3 (p3):

Qkþ 1
G3 ¼ Qk

G3 þAkþ 1 � b1; Qk
G3 [ 0

Akþ 1; Qk
G3 ¼ 0

�
ð4Þ

where b1 ¼ minfQk
G3;Gtg:

For Path 4 (p4):

Qkþ 1
G4 ¼ Qk

G4 þAkþ 1 � b2; Qk
G4 [ 0

Akþ 1; Qk
G3 ¼ 0

�
ð5Þ

where b2 ¼ minfQk
G4;Gtg:

From the above equations, we can evaluate the arrived vehicles at the inter-
section and for the calculation of green period, we have to find a; b and c. From
path 1 and path 2, we can get

a ¼ Max a1; a2f g ð6Þ

Similarly, from path 3 and path 4, we get

b ¼ max b1; b2f g ð7Þ
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Then, we get

c ¼ max a;bf g ð8Þ

where c is final duration of green light for vehicle to be served and the red period
will be the minimum of a and b. Now from the probability theory, we are calcu-
lating pdf at random queue length as j.

Probability for p1 at queue length j and x[ a1,

P ¼ Qkþ 1
G1

¼ j
n o

¼
Xjþ a1

x¼a1 þ 1

P Qk
G1

¼ x
n o

P Akþ 1 ¼ j� xþ a1f g8 j� 1 ð9Þ

Probability for p1 at queue length j and x\a1

P ¼ Qkþ 1
G1

¼ j
n o

¼
Xa1�1

x¼0

P Qk
G1

¼ x
n o

P Akþ 1 ¼ jf g ð10Þ

Probability for p1 at queue length j and x� a1

P ¼ Qkþ 1
G1

¼ 0
n o

¼
Xa1�1

x¼0

P Qk
G1

¼ x
n o

P Akþ 1 ¼ 0f g ð11Þ

From Eq. (11), we can say that the probability at initial queue length
(PfQk

G1
¼ xg) is dependent on initial vehicles queue length, and here the number of

arriving vehicles is zero (PfAkþ 1 ¼ 0g).

3 Results and Discussion

We generate random packets in MATLAB using exponential distribution in four
lanes, and we fix a threshold for green duration and write a code for our mathe-
matical analysis. Figures 3 and 4 show the arrival rate of vehicle at the junction,
threshold value of the green light duration, and data after completion of each cycle.
Figure 5 shows the number of vehicles arriving on each lane, and the length of the
vehicle is assumed to be ten units which take 1 s to cross the intersection. Figure 6
shows the number of vehicles per particular slot with respect to green and red
duration by using the data available in the result section, the traffic lights can be
dynamically changed and duration of the green light and red light will adaptively
change according to the arrival rate of the vehicles.
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Fig. 3 Output data of mathematical analysis-I
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Fig. 4 Output data of mathematical analysis-II

Fig. 5 Number of vehicles arrived at junction
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4 Conclusion

In this paper, we proposed adaptive switching of traffic light to minimize the
congestion problem. The probability generating function of the queue lengths at
different lanes was calculated and based on it, the duration of red and green signal is
determined. The proposed scheme reduces the traffic congestion problem at major
intersection and outperforms the fixed traffic light switching mechanism.
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Wireless Data Acquisition
and Communication System
for Automated Guided Vehicle

Sujay Ballal, Mohan Jagannath and K. Arun Venkatesh

Abstract The transportation of materials from/to storage and unloading points
usually requires human for operating forklifts. There is a need for robotic automated
guided vehicle (AGV) to minimize the human intervention and also a secured
transmission system between the user and the AGV. The objective of this study is to
develop wireless data acquisition and communication system for AGV. The core of
the system lies in the wireless communication protocol and requires secure trans-
mission of data to be exchanged between the user and the AGV, hence the
Transmission Control Protocol/Internet Protocol (TCP/IP). The data acquisition
from the AGV is accomplished with the help of sensors mounted on the vehicle that
can continuously collect the incoming signals along the path, and they are trans-
mitted wirelessly via Wi-Fi and the information is displayed to the user on a
laptop. The DC to DC converter helps in charging the rechargeable battery to the
nominal voltage. The warehouse management system is achieved with the MS
access at the backend and the LabVIEW at the front end for creating, inserting,
deleting, and updating the data wirelessly via Wi-Fi. The analog data from the
sensors was collected with each sensor having a threshold level for obtaining the
maximum or minimum level that is encountered during the travel. The data from
the AGV is obtained to the user by establishing connection through IP address. The
warehouse management system provides more accuracy and prevents human
blunders when compared to traditional system. They are able to insert or update in
fraction of second, and these data can be viewed by anyone. The battery man-
agement system is able to charge the rechargeable battery at a faster rate. The AGV
is able to transport goods from one location to the other in a predefined path. The
data acquisition from the sensors provides a means of navigation system for the
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vehicle. These vehicles are mainly used in the industrial warehouse that reduces the
labor cost and enhances accuracy.

Keywords Automated guided vehicle � Transmission control protocol
Wi-Fi � Wireless communication

1 Introduction

A material handling equipment (MHE) has been significantly used for transporting
goods from one place to another especially in an industrial warehouse. The goods
are travelled without the intervention of humans. The goal is to reduce damage,
protection of materials, enhance safety, and improve the working conditions. The
area in which it is being used has increased significantly. The AGV is an essential
tool for automation transportation, loads and unloads which can link and adjust the
distinct logistic systems [1].

The advancements of robotic technologies have led the industries in adopting
further of automation to increase the accuracy and production quality, and thus
provides a better management of time. Traditionally, at manufacturing systems the
AGVs were mostly used. Currently, AGVs are popular for transportation tasks in
warehouses. The vehicle is robust and user-friendly to access it. On providing the
commands to the AGV, it travels accordingly to the specified location [2]. The
commands are provided through the laptop/tablet/PC anywhere in the industrial
warehouse. The AGV senses the command only through the wireless
communication.

This will make the work much simpler since user may not be with the vehicle all
the time. A secured method of wireless communication is necessary so that the data
packets are not lost in the midway [3]. The easiest and the best way for the wireless
communication is the wireless fidelity (Wi-Fi).

Battery management of the AGV plays an important role in moving the
autonomous vehicle. The charging circuit is very much essential for charging the
rechargeable battery to the maximum level. With the DC to DC converter circuit,
the AC supply from the power source is converted into the suitable form for
charging the battery [4]. The obstacle detection can be detected with the ultrasonic
sensor, and the tilt of the vehicle can be obtained using accelerometer and the
human in the path of the AGV is detected by the pyroelectric infrared (PIR) sensor
attached to the vehicle.

The user interface will enhance the security of the AGV by not allowing
unauthorized user to take control over it. Only the authorized user can get access
into battery management system and navigation. This makes the vehicle more
secured. The raw materials and finished products require storing to provide to the
customers whenever required. Storage involves legitimate plan for preserving the
materials from the production stage until the requirement arises. The large-scale
storage done in a specific manner is termed as ‘warehousing.’

246 S. Ballal et al.



The warehouses exist to provide the details regarding the products that are
currently available. The organization mainly focuses on enhancing customer ser-
vice. The best way to enhance customer service without added long-term expense is
implementing a warehouse management system. This system increases efficiency
by providing best service.

The first AGV was introduced during 1950s. The AGV can be simply stated as
that it is a ‘driverless’ vehicle powered by electric motor and batteries. And also it
can be called as unmanned vehicle that is controlled by a computer. AGV can be
compared with the forklift driven by human but the former is completely automated
one.

AGVs are manufactured in different sizes and are capable of carrying different
loads, from no load up to a few tons. The AGVs environment can differ from
air-conditioned offices with carpet floors to hospital hallways to factories with
concrete floors [5].

Last generation of AGVs incorporated wire guidance has now been replaced
with the laser technology that permits to locate any obstacles and maneuvers more
accurately. The AGV is equipped with wireless communication protocol that allows
exchanging the data between the AGV and the computer. The computer provides
the commands to the AGV. In response to the command, the AGV will
acknowledge whether the command is executed successfully. The wireless com-
munication involves wireless BiM transceiver module. The commands such as
movement of the vehicle are fetched from the computer, and the AGV can either
receive the command or transmit but cannot operate simultaneously [6].

The most popular wireless communication network is the wireless local area
network (WLAN) which is an extension of Ethernet built on the IEEE 802.11
standard. This is commonly called as Wi-Fi. Due to the property of the shared radio
channel, the errors in the channel and path loss do impact that may lead to
retransmission of the data packets resulting in network delays. The carrier sense
multiple access (CSMA) mechanism that is used by Wi-Fi produces delays due to
the heavy traffic in the network [7].

A robotic arm is controlled using Raspberry Pi wirelessly via Wi-Fi.
A smartphone is operated from a remote location for controlling the robotic arm.
The delay and the server issues are resolved as the Wi-Fi is implemented that has
major usage of Internet [8].

The paper [9] offers a charging method for AGV that is simpler and a practical
one. The traditional approach of wire charging method is improved by a non-contact
wireless charging method. The approach is based on the variable frequency control,
realized in a closed-loop control manner. A lead–acid cell contains a transmitter and
receiver that are not in contact but are coupled electromagnetically. The strategy that
is being used in this method is the constant-current charging. This is accomplished by
seizing the current and voltage and altering the frequency [9].

The vehicle is controlled wirelessly, and the user is not required to approach the
AGV to enter the coordinate paths for its functioning. On the other hand, the user is
allowed to provide commands from a remote site. The approach is implemented in
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the low-cost RF transceivers. The software was developed with PIC C compiler.
The action for the AGV is provided on the basis of x, y position. The x, y coordi-
nated paths are transmitted to the AGV with the help of wireless communication
channel. The actions are such as Stop, Left, Right, and Forward. The AGV receives
the commands in a two-bit data that in turn controls the AGV. The wireless module
is implemented in the RF radio module. The system is composed of TLP434A
transmitter and RLP434 receiver [10].

2 Methodology

In Fig. 1, the NI Single-Board RIO (NI sbRIO) controller is powered up with the
rechargeable battery that has a charging circuit which enables the battery to charge
to the nominal voltage. The battery level can be visually seen on laptop through
TCP/IP communication via Wi-Fi to the user. The tilt of the vehicle is sensed
through the accelerometer placed on the vehicle. When the vehicle tilt exceeds a
certain threshold level, a warning message will be obtained to the user present in the
remote location wirelessly using Wi-Fi. The presence of the human is detected with
the PIR sensor.

The infrared radiation emitted from the human body is captured and sent to the
controller which in turn transmits the data wirelessly via Wi-Fi. The obstacle
detection ultrasonic sensor prevents the vehicle from being hit to the incoming
obstacle. This data will be sent to the user present at the remote location through
TCP/IP via Wi-Fi wirelessly. The user at the remote location can monitor the status
of the vehicle. There is also an additional feature that is implemented for the
inventory control of the warehouse. The goods that are being transported from the
warehouse to the customer delivery point can be manually operated by updating
the remaining quantities available within the warehouse. Also the user can keep a
track on the stock.

The user can keep a track on the inventory control within the warehouse. The
server can be kept anywhere in the industrial warehouse, and the user is allowed to
access it wirelessly via Wi-Fi. The GUI acts as the client wherein the user can
update, delete, or insert the data into the inventory. All the above processes are
obtained on a user-friendly graphical interface built on the laptop with Wi-Fi
enabled, designed to make the work faster and easier for the user. The user must
provide credentials for getting access into it. The heart of wireless communication
is the IEEE 802.11 standard. The Wi-Fi enables the user and the remote computer
to communicate wirelessly. Network communication is performed by the IEEE
802.3 Ethernet standard called TCP/IP protocol. This one is the most modern
technology. It mainly consists of two primary elements which communicate with
each other (i) a server consisting of NI sbRIO with a wireless router and (ii) a client
laptop which is Wi-Fi enabled. The client laptop sends/receives data to/from the NI
sbRIO using TCP/IP packets via Wi-Fi.
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Fig. 1 Proposed AGV system design model
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2.1 Hardware System Design

The hardware system design focuses on sensor modules, controller unit, commu-
nication, and battery management system.

NI sbRIO

NI sbRIO, as shown in Fig. 2, is an embedded controller with real-time processor
that has the capability of data acquisition. This is a user-configurable field pro-
grammable gate array (FPGA) device that can be configured any number of times.

The NI sbRIO’s GPIO port is situated on the printed circuit board on their left
side. It is a 50-pin port with 16 analog inputs, 4 analog outputs and 4 digital
outputs. NI sbRIO is powered up by providing a voltage of 9–30 V. The Ethernet
port available in the NI sbRIO will enable to connect the wireless router for wireless
communication.

With suitable configurations, the controller behaves as a stand-alone device. The
various sensors such as accelerometer, ultrasonic, and PIR are interfaced to the
analog inputs of NI sbRIO. The configuration of the NI sbRIO with real-time
application will generate a file with an extension of .rtlexe that must be loaded into
NI sbRIO to enable to act independently. The Ethernet port of the NI sbRIO must

Fig. 2 Embedded controller with real-time processor (NI sbRIO)
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be connected with the wireless router since the controller does not have a built-in
Wi-Fi module for wireless transfer of information.

Accelerometer

The accelerometer is a device mainly intended to detect the tilt in the vehicle. The
accelerometer measures the angle at which the vehicle is tilted with respect to the
ground. A more reliable method of measuring the tilt is to use the 2 axis X and
Z that is capable of measuring from 90° to −90° as shown in Eqs. (1) and (2). The
values will be generated when the vehicle is traveling. In order to obtain the angle at
which the vehicle is being tilted, the raw data is converted into degrees.

tan h ¼ x
z

ð1Þ

h ¼ arctan
x
z

� �
ð2Þ

The predetermined threshold level is set beyond which the vehicle will topple. The
degree at which the vehicle is tilted is obtained to the user at remote location
through wirelessly through TCP/IP via Wi-Fi. The user will be notified about the
vehicle orientation. If the tilt of the AGV exceeds the threshold level, then the
rollover of the vehicle may happen which will be reported to the user wirelessly.

PIR Sensor

The detection of the human body is achieved through PIR sensor. PIR sensor is
capable of generating the electrical charge when infrared radiation falls on it. It is a
crystalline material with a Fresnel lens that acts a filter. The infrared signal obtained
from the human body is concentrated to the element. When the human motion is
detected, the sensor outputs a low-voltage value, whereas a high voltage is obtained
when there is no motion of the human. This will help the vehicle to stop auto-
matically during human presence on the path of the AGV so that the vehicle is not
affected. These values will be sent to the user through TCP/IP via Wi-Fi wirelessly
so that the user will be aware of the human’s presence along the travel of the AGV.

Ultrasonic Sensor

The distance of an object is measured by calculating the time taken for the sound to
hit the object and return from that object. Ultrasonic sensor mainly consists of two
units. One unit produces the sound and the other unit catches the reflected echo
from the object. The sound generated from the AGV using one unit of ultrasonic
sensor triggers the timer. The other unit of the ultrasonic sensor receives the arrival
of the signal after hitting the object. With the timer, AGV is able to measure the
distance from the obstacle. Generally, the distance of the obstacle is half of the
distance travelled by the sound from the AGV. These distances are transmitted
wirelessly to the user located at the remote location through TCP/IP via Wi-Fi
wirelessly.
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Battery Management System

This battery management is vital for AGV since the battery is required for driving
the motor that is to be travelled all along the industrial warehouse. This system does
the operation of powering up many units associated with it such as NI sbRIO,
sensors, and router. For charging the battery, it is important to design a circuit as
shown in Fig. 3 which is capable of generating power to the battery at a faster rate.

Initially, a power supply of 230 V is applied to the bridge rectifier that converts
the AC source into a DC source. The bridge rectifier’s output is connected to the
capacitor, which will act as filter circuit. The output from the rectifier circuit is
given to high-frequency switch. The high-frequency switch is usually a fast
switching power semiconductor device such as a MOSFET. This device is turned
ON and OFF intermittently with the application of pulse width modulation
(PWM) signal, and the unregulated DC voltage is applied to the primary of the
high-frequency transformer. The switching pulses are normally fixed frequency and
adjustable duty cycle. Thus, a bipolar train of voltage pulse of suitable magnitude
and duty cycle appears at the transformer secondary. This bipolar voltage pulse
train is rectified by an ultrafast high-speed rectifier and then smoothened by the
output filter, which is a capacitor. The compensation for fluctuations (ripple) in the
rectified input voltage is accomplished by the voltage feedback using fixed fre-
quency, PWM. The duration of the on time (i.e., the duty cycle) is varied on a
cycle-to-cycle basis to compensate for changes in the rectified input voltage and
output load. The voltage feedback loop subtracts the DC output voltage from the
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Driver

Voltage 
Feedback

Voltage 
Command

230V,
50 Hz AC

Rectifier Filter

High 
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Switch

High 
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E
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Recovery
Rectifier
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Fig. 3 A charging system for rechargeable battery
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voltage command. An error signal is produced whenever the DC output voltage
differs from the voltage command.

The error signal is used to adjust the duty cycle of the switching signals applied
to the high-speed electronic switches so as to correct the error on the DC output
voltage. For instance, a positive polarity happens when the DC output voltage is
lower than the voltage command, the error signal increases the duty cycle.
Therefore, the value of the RMS ac voltage at the high-frequency power trans-
former increases, and thus to compensate the error, the DC output voltage increases.
The error signal is zero when the DC output voltage equals the voltage command
and the system in equilibrium by duty cycle sets to the exact value.

With the help of the charging circuit, the battery will be charged up to maximum
nominal voltage. The best rechargeable battery is the lithium-ion rechargeable
battery. Voltage charging method will charge the lithium-ion battery. The charged
battery will help the vehicle to maneuver inside the industrial warehouse without
interruption. The monitoring of the battery enables the operator as well as AGV to
charge the battery when the battery level is low. As soon the battery becomes low,
the AGV will automatically move towards the charging station. The NI sbRIO with
LabVIEW accomplishes this goal of monitoring the battery of AGV. The voltage
and the level of the battery of the AGV will be wirelessly transmitted to the user.
The user will be able to view the level of the battery from a remote location using
TCP/IP via Wi-Fi.

Wireless Communication System

The way of handling the network through wirelessly is called Wi-Fi. It enables the
mobile computing devices to connect to the Internet easily. The computers can be
connected anywhere in home, office without requiring wire. Using radio networks,
the computers are connected to the network. The antennas and routers transmit the
radio signals that will be picked up by the Wi-Fi receivers. The range of the router
is 100–150 ft., and the computer is able to receive the signal that can connect to the
device.

A router is a device that is specialized to allow the data to move from one
network to another across two or more networks. This allows the exchange of data
very efficiently that is being managed in an organization. They are capable of
creating a network that can exchange the data between routers on that network. The
computer can connect to the Internet and communicate with another computer on
that network by transferring the data to the default gateway. The computer con-
nected to the local router has the same default gateway on that same network.

2.2 Software System Design

The software system design focuses on protocol communication, warehouse
management, and graphical user interface system.
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TCP/IP Communication

The shorter version of OSI model is the TCP/IP protocol. Transmission Control
Protocol (TCP) the upper layer manages the assembling of messages into tiny units
that can be sent over the Internet and collected by a TCP layer that reassembles the
received units into the original message. The lower layer, Internet Protocol
(IP) handles the address so that the message is delivered to the right destination.
The computer checks each gateway on the network and forwards the message to the
particular address.

TCP is a connection-oriented protocol that requires connection to be established
before the message being transmitted between each other. The connection remains
open between client and server until either server or client terminates the connec-
tion. The TCP/IP server program is deployed into NI sbRIO. A wireless module is
necessary for communication from the NI sbRIO to the user. The best choice for the
wireless module is to use a router since the Internet connection will be available in
the industrial warehouse. The sensor values and the battery voltage level are
acquired continuously from the NI sbRIO stand-alone real-time system that is
fetched into the TCP/IP server code.

The user can connect to the controller by providing the IP address of the
stand-alone system and can read those values anywhere in the industrial warehouse
through wireless communication. The communication between the user and the
stand-alone system occurs wirelessly via Wi-Fi.

Warehouse Management System

The warehouse management system is developed with the view to improve trans-
portation of goods very efficiently. It enables the user to know the exact status of all
the goods present in the warehouse. With this system, the user can instruct the AGV
to move to the area of interest for transportation of goods. The stock in the
warehouse can be handled very effectively with the option of the user to select the
particular item and can get the items present in the warehouse.

The backend database is built upon Microsoft Access and the LabVIEW for the
front-end interface. The user on the client side provides the command for some
operations such as the table creation, inserting new data into the record set,
removing the record set, updating the field, and retrieving of complete data from a
remote location to server.

One of the systems acts as the server in providing the information from the client
onto the laptop which reduces human effort and can be operated anywhere in the
industrial warehouse. The server system has built-in Wi-Fi enabled with the laptop
which can be easily communicated with the help of TCP/IP protocol. Since it is a
secured way of transmission, the data from the user cannot be lost while trans-
mission takes place.

Graphical User Interface

This is the first graphical user interface (GUI) that will appear to the user when user
wishes to access the AGV. The GUI is built on the laptop using LabVIEW.
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The user will be granted access to choose the desired operations only when the
credentials are matching with the users that are in the local database. Once the login
is successful, the user can choose either sensors or the monitoring of the battery.
The user obtains these values from the AGV wirelessly via Wi-Fi through TCP/IP
communication.

The user interface has also an option of choosing either change the password or
add/view/delete user. The administrator has complete control over the adding a new
supervisor or an operator. The supervisor is for the maintenance of AGV with all
functions of the administrator but cannot add/view/delete or changes the password
of the user. The operator can simply monitor the vehicle and has a close contact
whether the vehicle is operating without interruption.

3 Results and Discussion

The proposed model served as a dedicated system for wireless data acquisition and
communication for AGV. The recurrence control technique is carried out for
achieving the entire system flow. The charging circuit designed for charging the
battery yields a consistent voltage of 12 V by varying the duty cycle and applying
constant frequency. The user will receive these parameters wirelessly via Wi-Fi
through TCP/IP communication as shown in Fig. 4. The capacity of the battery is
indicated to the user, and status will also be visible.

Fig. 4 Battery level indicator model
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The experimental setup consists of a PIR sensor, accelerometer, and ultrasonic
sensor which is interfaced to an NI sbRIO that is acting as a stand-alone system.
The stand-alone system is deployed on the AGV that is allowed to navigate across
the workplace of the industry. The sensors continuously send the data via wireless
router to the user. The Wi-Fi communication is used for this purpose and enables a
secured transmission to the user located in the remote location.

The human presence in the path of the vehicle’s vicinity is sensed by the PIR
sensor by producing a low-voltage signal of 0.312 V to the user. The human emits
infrared signal that is detected by the sensor which eventually produces a low
voltage at the output. The high logic level 3.45 V indicates the absence of the
humans in the path of the AGV. The server code of TCP/IP is deployed into the NI
sbRIO, and a client can easily connect to the NI sbRIO by providing the IP address
of the router that helps to obtain the exact status of the AGV as shown in Fig. 5.

The presence of an obstacle can be easily notified to the user well in advance with
the ultrasonic sensor that is placed in front end of the vehicle. The vehicle stops when
the obstacle is detected until the path is cleared. The AGV is able to measure the
distance between the vehicle and the obstacle in centimeter (cm). The tilt of the
vehicle is indicated to the user using accelerometer that is placed at the center of
the vehicle. A predetermined threshold limit 40° is set for the vehicle before it
topples. The user can keep a track on the measurement of the degree of the tilt.

The warehouse management system for maintaining the available products will
reduce the cost labor and provides an efficient way to keep a track on the stock with
minimal effort. With the implementation of warehouse management system, the
accuracy of the inventory is increased. The stock in the warehouse can be queried
easily with less amount of time. This has made the business logistics to carry out the
process very effectively.

Fig. 5 Wireless data acquisition and communication system of developed AGV
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The experiments described in earlier section clearly depict the wireless com-
munication technique that provides a reliable and feasible way of communication
between the user and the vehicle. The AGV that operates in a workplace with
predefined pattern is easily accessible to the user anywhere from the remote loca-
tion. The paper proposes the control method of fixed frequency and variable duty
cycle that enable to charge the battery in a closed-loop system. The wireless
communication system has led to the advancement of the vehicle to monitor more
efficiently than the wired network. The authentication procedure for accessing the
vehicle is also an added advantage to prevent from intruders unlike other systems.

4 Conclusion

The AGV will autonomously move and keep on updating its status through TCP/IP
communication wirelessly via Wi-Fi. Even though the NI sbRIO does not have a
built-in wireless module, it is able to support the wireless Wi-Fi router through
Ethernet cable. The AGV will automatically move towards the battery charging
station whenever it detects the level of the battery low. With the implementation of
the battery management system, the charging of the battery is also increased to a
higher rate. The elevation of the vehicle due to uneven road surface is detected by
the accelerometer. Also the obstacle along the path of the AGV is recognized with
the ultrasonic sensors.

The warehouse management system manages the goods present in the ware-
house. The quantity of materials can be determined by the user from anywhere in
the warehouse. After the goods are being delivered, the user is allowed to update
the information such as currently available products in the warehouse. Some
products may be no longer exists in the market, and the user is able to delete that
item completely from the database. All these functions are carried out by the user
using a laptop present in the remote location. The graphical user interface built upon
the laptop will help in providing authentication of the user and take control of the
vehicle completely. The laptop can be operated anywhere in the industrial ware-
house and also provides the destination to the AGV through TCP/IP via Wi-Fi
wirelessly.
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