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Preface 

Networked computers reside at the heart of systems on which people now 
rely, both in critical national infrastructures and in private enterprises. Today, 
many of these systems are far too vulnerable to cyber attacks that can inhibit 
their functioning, corrupt important data, or expose private information. It is 
extremely important to make the system resistant to and tolerant of these cyber 
attacks. 

Machine learning is critical in the study of how to build computer programs 
that improve their performance through experience. Machine learning algo-
rithms have proven to be of great practical value in a variety of application 
domains. They are particularly useful for (a) poorly understood problem do-
mains where little knowledge exists for the humans to develop effective algo-
rithms; (b) domains where there are large databases containing valuable im-
plicit regularities to be discovered; or (c) domains where programs must adapt 
to changing conditions. Not surprisingly, the field of cyber-based systems 
turns out to be a fertile ground where many security, reliability, performance, 
availability, and privacy tasks could be formulated as learning problems and 
approached in terms of learning algorithms. 

This book deals with the subject of machine learning applications in the 

In Part II, Chapter 2 describes how new vulnerabilities occur in security de-
cisions using statistical machine learning. Particularly, authors demonstrate 
how three new attacks can make the filter unusable and prevent victims from 
receiving specific email messages. Chapter 3 presents a survey of various ap-
proaches that use machine learning/data mining techniques to enhance the tra-
ditional security mechanisms of databases. Two database security applica-
tions, namely, detection of SQL Injection attacks and anomaly detection for 
defending against insider threats are discussed. Chapter 4 describes an ap-
proach to detecting anomalies in a graph-based representation of the data col-
lected during the monitoring of cyber and other infrastructures. The approach 
is evaluated using several synthetic and real-world datasets. Results show that 
the approach has high true-positive rates, low false-positive rates, and is capa-
ble of detecting complex structural anomalies in several real-world domains. 
Chapter 5 shows results from an empirical study of seven online-learning 
methods on the task of detecting malicious executables. Their study gives 

vii 

trust of cyber systems. It includes twelve chapters that are organized into four
parts – cyber system, security, privacy, and reliability. Cyber-physical systems 
are a new and popular research area. In Part I, Chapter 1 introduces the motiva-
tion and basic concept of cyber-physical systems and reviews a sample of 
challenges related to real-time networked embedded systems. 
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readers insights into the performance of online methods of machine learning 
on the task of detecting malicious executables. Chapter 6 proposes a novel 
network intrusion detection framework for mining and detecting sequential in-
trusion patterns is proposed. Experiments show promising results with high 
detection rates, low processing time, and low false alarm rates in mining and 
detecting sequential intrusion detections. Chapter 7 presents a solution for ex-
tending the capabilities of existing systems while simultaneously maintaining 
the stability of the current systems. It proposes an externalized survivability 
management scheme based on the observe-reason-modify paradigm and 
claims that their approach can be applied to a broad class of observable sys-
tems. Chapter 8 discusses an image encryption algorithm based on a chaotic 
cellular neural network to deal with information security and assurance. The 
comparison with the most recently reported chaos-based image encryption al-
gorithms indicates that the algorithm proposed has a better security perform-
ance. 

Over the decades, a variety of privacy threat models and privacy principles 
have been proposed and implemented. In Part III, Chapter 9 presents an over-
view of data privacy research by taking a close examination at the achieve-
ments with the objective of pinpointing individual research efforts on the 
grand map of data privacy protection. They also examine the research chal-
lenges and opportunities of location privacy protection. Chapter 10 presents an 
algorithm based on secure multiparty computation primitives to compute the 
nearest neighbors of records in horizontally distributed data. Authors show 
how this algorithm can be used in three important data mining algorithms, 
namely LOF outlier detection, SNN clustering, and kNN classification. They 
prove the security of these algorithms under the semi-honest adversarial 
model, and describe methods that can be used to optimize their performance. 

Service-oriented architecture (SOA) techniques are being increasingly used 
for developing network-centric systems. In Part IV, Chapter 11 describes an 
approach for assessing the reliability of SOA-based systems using AI reason-
ing techniques. Memory-Based Reasoning technique and Bayesian Belief Net-
works are verified as the reasoning tools best suited to guide the prediction 
analysis. They also construct a framework from the above approach to identify 
the least tested and “high usage” input subdomains of the services. Chapter 12 
aims for the models, properties, and applications of context-aware Web ser-
vices by developing an ontology-based context model, and identifying con-
text-aware applications as well as their properties. They developed an ontol-
ogy-based context model to enable formal description and acquisition of 
contextual information pertaining to service requestors and services. They also 

and facilitate in finding right ser-vices, right partners and right information. 
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proof-of-concept to demonstrate how the context model can be used to enable 
report three context-aware applications built on top of their context model as a 
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1 Cyber-Physical Systems: A New Frontier 

Lui Sha1, Sathish Gopalakrishnan2, Xue Liu3, and Qixin Wang1 

Keywords: CPS, real time, robustness, QoS composition 

Abstract: The report of the President's Council of Advisors on Science and Tech-
nology (PCAST) has placed cyber-physical systems on the top of the priority list 
for federal research investment in the United States of America in 2008. This arti-
cle reviews some of the challenges and promises of cyber-physical systems. 

1.1 Introduction 

The Internet has made the world “flat” by transcending space. We can 
now interact with people and get useful information around the globe in a frac-
tion of a second. The Internet has transformed how we conduct research, stud-
ies, business, services, and entertainment.  However, there is still a serious gap 

and the physical world in which we live. The emerging cyber-physical sys-
tems shall enable a modern grand vision for new societal-level services that 
transcend space and time at scales never possible before. 

Two of the greatest challenges of our time are global warming coupled 
with energy shortage, and the rapid aging of the world’s population with the 
related chronic diseases that threaten to bankrupt healthcare services, such as 
Medicare, or to dramatically cut back medical benefits. 

opment in Beijing on March 29, 2006, George David4 noted: “More than 90 
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between the cyber world, where information is exchanged and transformed, 
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useful.  This is the measure of what's in front of us and why we should be ex-
cited.”  

 
Fig. 1.1 Estimated per Capita Health Expenditures, by Age & Sex, 1995 

Buildings and transportation are sectors with heavy energy consumption. 
During the National Science Foundation’s Cyber-Enabled Discovery and In-
novation Symposium (September 5-6, 2007) at Rensselaer Polytechnic Insti-
tute, Clas A. Jacobson5 noted that green buildings hold great promises. Ap-
proximately 3.3 trillion KWh of energy is used in lighting and temperature 
control for buildings. Technologically, we can achieve net zero energy build-
ings, where 60-70% efficiency gains required for reducing demand and bal-
ance to be supplied by renewable.  To reach the goal of net zero energy build-
ings we must, however, tightly integrate the cyber world and the physical 
world. Jacobson noted that in the past the science of computation has system-
atically abstracted away the physical world and vice versa. It is time to con-
struct a hybrid systems science that is simultaneously computational and 
physical, providing us with a unified framework for robust CPS co-designs 
with integrated wired and wireless networking for managing the flows of 
mass, energy, and information in a coherent way. 

According to the Department of Energy, the transportation share of the 
United States’ energy use reached 28.4% in 2006, which is the highest share 
recorded since 19706.  In the United States, passenger and cargo airline opera-
tions alone required 19.6 billion gallons of jet fuel in 2006. According to 

                                                           
5 Chief Scientist, United Technology Research Center 
6 http://cta.ornl.gov/data/new_for_edition26.shtml  

percent of the energy coming out of the ground is wasted and doesn't end as 
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Time7, 88% of all trips in the U.S. are by car. Work related needs including 
daily work commute and business travel is a significant fraction of the trans-
portation cost.  Telepresence research seeks to make all interactions seem lo-
cal rather than remote. It is one of the three grand challenges of in multimedia 
research8 to make interactions with remote people and environments as if in-
teractions with local people and environments. Integrating wired and wireless 
networks with real-time, interactive, immersive three-dimensional environ-
ments and teleoperation hold the promise to greatly reduce travel. 

We now turn to the subject of healthcare. The rapidly aging population 
with age related chronic diseases is another formidable societal challenge.  It 
is alarming to note that the growth of per-capita health cost has been near ex-
ponential with an increase in the age of the population. According to the 
CDC9, more than 90 million Americans live with chronic illnesses.   

• Chronic diseases account for 70% of all deaths in the United States.   
• The medical care costs of people with chronic diseases account for 

more than 75% of the nation’s $1.4 trillion medical care costs.   
• Chronic diseases account for one-third of the years of potential life 

lost before age 65. 
Advanced cyber physical technology may greatly improve the heath of an 

aging population.  For example, stem-cell biotechnology holds the promise of 
treatment for many age-related diseases. According to the National Institute of 
Health10, “stem cells, directed to differentiate into specific cell types, offer the 
possibility of a continuous source of replacement cells and tissues to treat 
diseases including Parkinson's and Alzheimer's diseases, spinal cord injury, 
stroke, burns, heart disease, diabetes, osteoarthritis, and rheumatoid arthritis.”  
In addition, “Human stem cells could also be used to test new drugs. For 
example, new medications could be tested for safety on differentiated cells 
generated from human pluripotent cell lines.” 

However, much of this potential is not tapped, largely due to insufficient 
knowledge of the complex and dynamic stem-cell microenvironment, also 
known as the niche. There is a need to mimic niche conditions precisely in ar-
tificial environments to correctly regulate stem cells ex vivo. Indeed, the sens-
ing and the control of the stem cell microenvironment are at the frontier of 
stem cell research.  According to Badri Roysam11 the stem cell niche has a 

                                                           
7 http://www.time.com/time/specials/2007/environment/article/0,28804,1602354_1603074_1603122,0

0.html  
8 http://delivery.acm.org/10.1145/1050000/1047938/p3-rowe.pdf?key1=1047938& 

key2=8175939811&coll=GUIDE&dl=GUIDE&CFID=15151515&CFTOKEN=6184618  
9 http://www.cdc.gov/nccdphp/overview.htm#2  
10 http://stemcells.nih.gov/info/basics/basics6.asp  
11 Professor, ECSE & Biomedical Engineering, RPI and Associate Director, NSF ERC Center for 
Subsurface Sensing & Imaging Systems 
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complex multi-cellular architecture that has many parameters, including mul-
tiple cell types related by lineage, preferred spatial locations and orientations 
of cells relative to blood vessels, soluble factors, insoluble factors related to 
the extra-cellular matrix, bio-electrical factors, biomechanical factors, and 
geometrical factors. The combinatorial space of parameter optimization and 
niche environment control calls are grand challenges in embedded sensing, 
control and actuation.  

A closely related problem is providing care to the elderly population with-
out sending them to expensive nursing homes. In the United States alone, the 
number of people over age 65 is expected to reach 70 million by 2030, dou-
bling from 35 million in 2000. Expenditure in the United States for health-care 
will grow to 15.9% of the GDP ($2.6 trillion) by 2010.  Unless the cost of 
healthcare for the elderly can be significantly reduced, financially stressed So-
cial Security and Medicare/Medicaid systems will likely lead to burdensome 
tax increases and/or benefit reductions  

The need for assistance in physical mobility causes many elders moving 
into nursing homes. Another key factor is cognitive impairment that requires 
daily supervision of medication and health-condition monitoring.  When fu-
ture CPS infrastructure supports telepresence, persons with one or more minor 
mobility and/or cognitive impairments can regain their freedom to stay at 
home. In addition, physiological parameters critical to the medical mainte-
nance of health can be monitored remotely.  When the elderly can maintain 
their independence without loss of privacy, a major financial saving in senior 
care will result. Furthermore, the elderly will be much happier by living inde-
pendently at home while staying in contact with friends and family.  

To realize the potential of CPS, research needs to be conducted at many 
frontiers and at different layers of the system of systems to support the coming 
convergence of the physical and cyber worlds. 

1.2 The Challenges of Cyber-Physical System Research  

The complex interactions and dynamics of how the cyber and physical 
subsystem interact with each others form the core of CPS research. The 
subjects are simultaneously broad and deep. The rest of this paper reviews a 
sample of challenges related to real-time networked embedded systems. 

Lui Sha et al.
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1.2.1 Real-time System Abstractions 

Future distributed sensors, actuators, and mobile devices with both deter-
ministic and stochastic data traffic require a new paradigm for real-time re-
source management that goes far beyond traditional methods.  The intercon-
nection topology of mobile devices is dynamic. The system infrastructure can 
also be dynamically reconfigured in order to contain system disruptions or op-
timize system performance.  There is a need for novel distributed real-time 
computing and real-time group communication methods for dynamic topology 
control in wireless CPS systems with mobile components with dynamic topol-
ogy control.  Understanding and eventually controlling the impact of recon-
figurable topologies on real-time performance, safety, security, and robustness 
will have tremendous impact in distributed CPS system architecture design 
and control. 

Existing hardware design and programming abstractions for computing 
are largely built on the premise that the principal task of a computer is data 
transformation. Yet cyber-physical systems are real-time systems. This re-
quires a critical re-examination of existing hardware and software architec-
tures that have been developed over the last several decades.   There are op-
portunities for fundamental research that have the potential to define the 
landscape of computation and coordination in the cyber-physical world. When 
computation interacts with the physical world, we need to explicitly deal with 
events distributed in space and time. Timing and spatial information need to 
be explicitly captured into programming models.  Other physical and logical 
properties such as physical laws, safety, or power constraints, resources, ro-
bustness, and security characteristics should be captured in a composable 
manner in programming abstractions.  Such programming abstractions may 
necessitate a dramatic rethinking of the traditional split between programming 
languages and operating systems. Similar changes are required at the soft-
ware/hardware level given performance, flexibility, and power tradeoffs.  

We also need strong real-time concurrent programming abstractions. Such 
abstractions should be built upon a model of simultaneity: bands in which the 
system delays are much smaller than the time constant of the physical phe-
nomenon of interest at each band. The programming abstractions that are 
needed should also capture the ability of software artifacts to execute at multi-
ple capability levels. This is motivated by the need for software components to 
migrate within a cyber-physical system and execute on devices with different 
capabilities. Software designers should be capable of expressing the reduced 
functionality of a software component when it executes on a device with lim-
ited resources.  

The programming abstractions that we envision will need support at the 
middleware and operating system layers for: 

• Real-time event triggers, both synchronous and asynchronous,  
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• Isolation and protections in resource sharing for applications with 
different criticality levels, 

• Consistent views of distributed states in real-time within the sphere 
of influence. This challenge is especially great in mobile devices, 

• Topology control and “dynamic real-time groups” in the form of 
packaged service classes of bounded delay, jitter and loss under pre-
cisely specified conditions, 

• Interface to access to the same type of controls regardless of the un-
derlying network technology. 

1.2.2 Robustness of Cyber-Physical Systems 

Uncertainty in the environment, security attacks, and errors in physical 
devices and in wireless communication pose a critical challenge to ensure 
overall system robustness, security and safety. Unfortunately, it is also one of 
the least understood challenges in cyber-physical systems. There is a clear in-
tellectual opportunity in laying the scientific foundations for robustness, secu-
rity and safety of cyber-physical systems. An immediate aim should be to es-
tablish a prototypical CPS model challenge problems and to establish a set of 
useful and coherent metrics that capture uncertainty, errors, faults, failures and 
security attacks.  

We have long accepted that perfect physical devices are rare. An example 
is the design of reliable communication protocols that use an inherently error-
prone medium, whether wired or wireless. We have also made great advance-
ment in hardware reliability. Random hardware faults can be effectively 
masked using a combination of innovative circuit design, redundancy and re-
starts. However, sub-micron scaling of semiconductor devices and increasing 
complexity in the design of multi-core microprocessors will raise many new 
challenges. Challenging intermittent errors – that last several milliseconds to a 
few seconds – may not be uncommon in future generation chip multiproces-
sors [9].   

 
These trends will, however, make our current efforts of building perfect 

software even more difficult. Indeed, there has been great advancement in 
automated theorem proving and model checking in recent years.  However, it 
is important to remember that cyber-physical systems are real-time systems 
and the complexity of verifying temporal logic specifications is exponential.  
That is, like the physical counterpart, perfect software components are also 
rare and will remain that way. This has profound implications. We need to in-
vent a cyber-physical system architecture in which the safety critical services 
of large and complex CPS can be guaranteed by a small subset of modules and 
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fault tolerant protocols governing their interactions with the rest of the systems
[16]. The design of this subset will have to be formally specified and verified. 
Their assumptions about the physical environments should be fully validated. 
Furthermore, we need to develop integrated static analysis and testing tech-
nologies to ensure that 1) the software code is compliant with the design, and 
that 2) the assumptions regarding external environment are sound. Finally, cy-
ber-physical systems are deeply embedded and they will evolve in place.  The 
verification and validation of cyber-physical system is not a one-time event; it 
needs to be a life cycle process that produces an explicit body of evidence for 
the certification of safety critical services. We also have the great challenge of 
how to handle residual errors, and security gaps in many useful, but not safety 
critical components that have not been fully verified and validated.  

In physical systems, it is the theory of feedback control that provides the 
very foundation to achieve robustness and stability despite uncertainty in the 
environment and errors in sensing and control. The current open loop architec-
ture in software systems may allow a minor error to cascade into system fail-
ure. The loops must be closed across both the cyber world and physical world. 
The system must have the capability to effectively counter-act uncertainties, 
faults, failures and attacks. The recent development of formal specification 
based automatic generation of system behavior monitoring, the steering of 
computation trajectories, and the use of analytically redundant modules based 
on different principles, while still in infancy, is an encouraging development.     

Safety, robustness and security of the composed CPS also require explicit 
and machine checkable assumptions regarding external environments; for-
mally specified and verifiable reduced complexity critical services and re-
duced complexity interaction involving safety critical and non-safety critical 
components; and analytically redundant sensing and control subsystems based 
on different physical principles and/or algorithms so as to avoid common 
mode failures due to faults or attacks.  We also need theory and tools to design 
and ensure well-formed dependency relations between components with dif-
ferent criticality as they share resources and interact. By “well-formed de-
pendency”, we mean that a less critical component may depend on the service 
of critical components but not vice versa. The challenge of ensuring well-
formed dependency arises when a critical component needs to use but cannot 
depend on less critical component. For example, after major surgery, a patient 
is allowed to “operate” an infusion pump with potentially lethal painkillers 
(patient controlled analgesia (PCA)). When pain is severe, the patient can push 
a button to get more pain-relieving medication. This is an example of a safety 
critical device controlled by an error-prone operator (the patient). Neverthe-
less, the PCA system, as a whole, needs to be certifiably safe despite mistakes 
made by the patient. Similar challenges are found in modern avionics, where 
the auto-pilot is certified to be DO 178B Level A (most critical) while the 
flight guidance system are unable to be certified higher than Level C, owning 
to its complexity. Nevertheless, the Level A autopilot is guided by the Level C 
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flight guidance system. While solutions for these specific problems are 
known, the development of a general theory of composing multi-level critical-
ity components remains a challenge. 

 1.2.3 System QoS Composition Challenge  

Large CPS systems will have many different QoS properties encompass-
ing stability, robustness, schedulability, security, each of which will employ a 
different set of protocols and will need to be analyzed using a different theory.  
It is important to note that these protocols may not be orthogonal and, some-
times, could have pathological interactions; for example, the well-known 
problem of unbounded priority inversion when we use synchronization proto-
cols and real-time priority assignments as is [17]. There are also many inci-
dents related to the adverse interactions between certain security, real-time and 
fault tolerant protocols. Thus, the theory of system composition must address 
not only the composability at each QoS dimension but also the question of 
how protocols interact. 

The science of system composition has clearly emerged as one of the 
grand themes driving many of our research questions in networking and dis-
tributed systems. By system composition we mean that the QoS properties and 
functional correctness of the system can be derived from the architectural 
structure, subsystem interaction protocols, and the local QoS properties and 
functional properties of constituent components. 

1.2.4 Knowledge Engineering in Cyber-Physical Systems 

Knowledge engineering plays an important role in cyber-physical systems. 
We need a unified framework to represent the myriad types of data and appli-
cation contexts in different physical domains, and interpret them under the ap-
propriate contexts. For example, under a medical procedure, the real-time 
monitoring and interpretation of a patient’s vital signs depend on the context 
consisting of a patient’s medical history, current condition, medications given, 
the stage of surgery, and the expected responses. Indeed, stream data mining 
has already emerged as an important frontier of research [18].  In the coming 
cyber-physical systems, machine learning and real-time stream data mining 
will deal with more distributed, dynamic, heterogeneous information sources, 
including data streams from sensors, distributed events taking place at both 
physical and cyber-worlds, traditional databases, user inputs, and even records 
written in natural languages. 
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1.3 Medical Device Network: An Example Cyber-Physical 
System 

The next generation medical system is envisioned as a ubiquitous system 
of wired and wireless networked medical devices and medical information 
systems for a secured, reliable, and privacy-preserving health care.  It will be a 
networked system that improves the quality of life. For example, during a sur-
gical operation, context information such as sensitivity to certain drugs will be 
automatically routed to relevant devices (such as infusion pumps) to support 
personalized care and safety management. A patient’s reactions – changes in 
vital signs – to medication and surgical procedures will be correlated with 
streams of imaging data; streams will be selected and displayed, in the appro-
priate format and in real-time, to medical personnel according to their needs, 
e.g., surgeons, nurses, anesthetists and anesthesiologists. During particularly 
difficult stages of a rare surgical operation, an expert surgeon can remotely 
carry out key steps using remote displays and robot-assisted surgical ma-
chines, sparing the surgeon of the need to fly across the country to perform, 
say, a fifteen-minute procedure. Furthermore, data recording will be integrated 
with storage management such that surgeons can review operations and key 
findings for longitudinal studies for the efficacy of drugs and operational pro-
cedures.  

While networked medical devices hold many promises, they also raise 
many challenges. First, from operating rooms to enterprise systems, different 
devices and subnets have different levels of clinical criticality. Data streams 
with different time sensitivities and criticality levels may share many hard-
ware and software infrastructure resources. How to maintain safety in an inte-
grated system is a major challenge that consists of many research issues.  In-
deed, many medical devices are safety critical and must be certified. Thus, it is 
important to develop a standard-based, certifiable wired and wireless net-
worked medical devices infrastructure to lower the cost of development, ap-
proval, and deployment of new technologies/devices. The development of 
technologies that can formally specify both the application context and the de-
vice behaviors is a major challenge for the vision of certifiable plug and play 
medical devices in the future.  

When monitoring devices are being moved from wired networks to wire-
less networks.  It will be a challenge to provide an on-demand, reliable real-
time streaming of critical medical information in a wireless network. For ex-
ample, when an EKG device detects potentially dangerous and abnormal 
heartbeats, it is of critical importance to ensure that not only the warning but 
also the real-time EKG streams are reliably displayed at nursing stations.  Fur-
thermore, reliable on-demand real-time streaming must coexist with other 
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wireless devices. For example, in an intensive care unit, there are 802.11 wire-
less networks, cellular phones, wireless PDAs, RFID, two-way radios and 
other RF emitting devices. This necessitates a network infrastructure to relia-
bly integrate myriad wireless devices, to let them coexist safely, reliably and 
efficiently. To address these concerns, the FDA has issued an official guide-
line for medical wireless network development [3]. 

To design an integrated wired and wireless medical device network, we 
face all the aforementioned QoS composition challenges.  For example, how 
does one monitor and enforce safe, secure, reliable and real-time sharing of 
various resources, in particular the wireless spectrum? How does one balance 
the resources dedicated to reliability, real-time performance and the need for 
coexistence? What is the programming paradigm and system composition ar-
chitecture to support safe and secured medical device plug and play [8]? 

1.4 Summary 

The convergence of computing and networking gave us the Internet, 
which has profoundly transformed how we conduct research, studies, busi-
ness, services, and entertainment. The coming convergence of computing, 
networking and the intelligent sensing and control of the physical world gives 
us cyber-physical systems that will transform our world again.  

Cyber-physical systems hold the promise to help address the great chal-
lenges we are facing today: global warming coupled with energy shortage and 
the aging of the population. As a result, it is a grand challenge that involves 
not only the computing community but also many of the engineering commu-
nities. In this paper, we reviewed a sample of the challenges related to real-
time networked and embedded systems. 
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2 Misleading Learners: Co-opting Your Spam 
Filter 

Blaine Nelson, Marco Barreno, Fuching Jack Chi, Anthony D. Joseph, 
Benjamin I. P. Rubinstein, Udam Saini, Charles Sutton, J. D. Tygar, Kai Xia1  

Abstract Using statistical machine learning for making security decisions intro-
duces new vulnerabilities in large scale systems.  We show how an adversary can 
exploit statistical machine learning, as used in the SpamBayes spam filter, to ren-
der it useless—even if the adversary’s access is limited to only 1% of the spam 
training messages.  We demonstrate three new attacks that successfully make the 
filter unusable, prevent victims from receiving specific email messages, and cause 
spam emails to arrive in the victim’s inbox. 

2.1 Introduction 

Applications use statistical machine learning to perform a growing num-
ber of critical tasks in virtually all areas of computing.  The key strength of 
machine learning is adaptability; however, this can become a weakness when 
an adversary manipulates the learner's environment.  With the continual 
growth of malicious activity and electronic crime, the increasingly broad 
adoption of learning makes assessing the vulnerability of learning systems to 
attack an essential problem. 

The question of robust decision making in systems that rely on machine 
learning is of interest in its own right.  But for security practitioners, it is espe-
cially important, as a wide swath of security-sensitive applications build on 
machine learning technology, including intrusion detection systems, virus and 
worm detection systems, and spam filters [13, 14, 18, 20, 24]. 

Past machine learning research has often proceeded under the assumption 
that learning systems are provided with training data drawn from a natural dis-
tribution of inputs.  However, in many real applications an attacker might have 
the ability to provide a machine learning system with maliciously chosen in-
puts that cause the system to infer poor classification rules.  In the spam do-
main, for example, the adversary can send carefully crafted spam messages 
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that a human user will correctly identify and mark as spam, but which can in-
fluence the underlying machine learning system and adversely affect its ability 
to correctly classify future messages. 

We demonstrate how attackers can exploit machine learning to subvert the 
SpamBayes statistical spam filter.  Our attack strategies exhibit two key dif-
ferences from previous work: traditional attacks modify attack instances to 
evade a filter, whereas our attacks interfere with the training process of the 
learning algorithm and modify the filter itself; and rather than focusing only on 
placing spam emails in the victim's inbox, we also present attacks that remove 
legitimate emails from the inbox. 

We consider attackers with one of two goals: expose the victim to an ad-
vertisement or prevent the victim from seeing a legitimate message.  Potential 
revenue gain for a spammer drives the first goal, while the second goal is mo-
tivated, for example, by an organization competing for a contract that wants to 
prevent competing bids from reaching their intended recipient. 

An attacker may have detailed knowledge of a specific email the victim is 
likely to receive in the future, or the attacker may know particular words or 
general information about the victim's word distribution.  In many cases, the 
attacker may know nothing beyond which language the emails are likely to 
use. 

When an attacker wants the victim to see spam emails, a broad dictionary 
attack can render the spam filter unusable, causing the victim to disable the 
filter (Section 2.3.1.1).  With more information about the email distribution, 
the attacker can select a smaller dictionary of high-value features that are still 
effective.  When an attacker wants to prevent a victim from seeing particular 
emails and has some information about those emails, the attacker can target 
them with a focused attack (Section 2.3.1.2).  Furthermore, if an attacker can 
send email messages that the user will train as non-spam, a pseudospam attack 
can cause the filter to accept spam messages into the user's inbox (Section 
2.3.2). 

We demonstrate the potency of these attacks and present a potential de-
fense—the Reject On Negative Impact (RONI) defense tests the impact of each 
email on training and doesn't train on messages that have a large negative im-
pact.  We show that this defense is effective in preventing some attacks from 
succeeding. 

Our attacks target the learning algorithm used by several spam filters, in-
cluding SpamBayes (spambayes.sourceforge.net), a similar spam filter called 
BogoFilter (bogofilter.sourceforge.net), the spam filter in Mozilla's Thunder-
bird (mozilla.org), and the machine learning component of SpamAssassin 
(spamassassin.apache.org)—the primary difference between the learning ele-
ments of these three filters is in their tokenization methods.  We target Spam-
Bayes because it uses a pure machine learning method, it is familiar to the 
academic community [17], and it is popular with over 700,000 downloads.  
Although we specifically attack SpamBayes, the widespread use of its statisti-
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cal learning algorithm suggests that other filters are also vulnerable to similar 
attacks2. 

Our experimental results confirm that this class of attacks presents a seri-
ous concern for statistical spam filters.  A dictionary attack makes the spam 
filter unusable when controlling just 1% of the messages in the training set, 
and a well-informed focused attack removes the target email from the victim's 
inbox over 90% of the time.  Our pseudospam attack causes the victim to see 
almost 90% of the target spam messages with control of less than 10% of the 
training data. 

We explore the effect of the contamination assumption: the adversary can 
control some of the user's training data.  Novel contributions of our research 
include: 

• A detailed presentation of specific, successful attacks against Spam-
Bayes. 

• A discussion of how these attacks fit into a more general framework of 
attacks against machine learning systems. 

• Experimental results showing that our attacks are effective in a realistic 
setting. 

• A potential defense that succeeds empirically against the dictionary at-
tack. 

Below, we discuss the background of the training model (Section 2.2); we 
present three new attacks on SpamBayes (Section 2.3); we give experimental 
results (Section 2.4); and we propose a defense against these attacks together 
with further experimental results (Section 2.5). 

A preliminary report on this work appeared in the First USENIX Work-
shop on Large-Scale Exploits and Emergent Threats (LEET) [19]. 

2.2 Background 

SpamBayes counts occurrences of tokens in spam and non-spam emails 
and learns which tokens are more indicative of each class.  To predict whether 
a new email is spam or not, SpamBayes uses a statistical test to determine 
whether the email's tokens are sufficiently indicative of one class or the other, 
and returns its decision or unsure.  In this section, we detail the statistical 
method SpamBayes uses to learn token scores and combine them in predic-

                                                           
2 We note that while some filters, such as SpamAssassin, use the learner only as one of several 
components of a broader filtering strategy, our attacks would still degrade the performance of 
SpamAssassin. Since other components of SpamAssassin are fixed rules, the only element that is 
trained is the learner. For SpamAssassin, our attacks will degrade the performance of this ele-
ment in their system and thereby diminish its overall accuracy. 
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tion, but first we discuss realistic models for deploying SpamBayes and our 
assumption of adversarial control. 

2.2.1 Training Model 

SpamBayes produces a classifier from a training set of labeled examples 
of spam and non-spam messages.  This classifier (or filter) is subsequently 
used to label future email messages as spam (bad, unsolicited email) or ham 
(good, legitimate email).  SpamBayes also has a third label—when it isn't con-
fident one way or the other, it returns unsure.  We adopt this terminology: the 
true class of an email can be ham or spam, and a classifier produces the labels 
ham, spam, and unsure. 

There are three natural choices for how to treat unsure-labeled messages: 
they can be placed in the spam folder, they can be left in the user's inbox, or 
they can be put into a third folder for separate review.  Each choice can be 
problematic because the unsure label is likely to appear on both ham and spam 
messages.  If unsure messages are placed in the spam folder, the user must sift 
through all spam periodically or risk missing legitimate messages.  If they re-
main in the inbox, the user will encounter an increased amount of spam mes-
sages in their inbox.  If they have their own “Unsure” folder, the user still 
must sift through an increased number of unsure-labeled spam messages to lo-
cate unsure-labeled ham messages.  Too much unsure email is therefore al-
most as troublesome as too many false positives (ham labeled as spam) or 
false negatives (spam labeled as ham).  In the extreme case, if every email is 
labeled unsure then the user must sift through every spam email to find the 
ham emails and thus obtains no advantage from using the filter. 

Consider an organization that uses SpamBayes to filter incoming email for 
multiple users and periodically retrains on all received email, or an individual 
who uses SpamBayes as a personal email filter and regularly retrains it with 
the latest spam and ham.  These scenarios serve as our canonical usage exam-
ples.  We use the terms user and victim interchangeably for either the organi-
zation or individual who is the target of the attack; the meaning will be clear 
from context. 

We assume that the user retrains SpamBayes periodically (e.g., weekly); 
updating the filter in this way is necessary to keep up with changing trends in 
the statistical characteristics of both legitimate and spam email.  Our attacks 
are not limited to any particular retraining process; they only require an as-
sumption that we call the contamination assumption. 
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2.2.2 The Contamination Assumption 

We assume that the attacker can send emails that the victim will use for 
training—the contamination assumption—but incorporate two significant re-
strictions: 1) attackers may specify arbitrary email bodies but cannot alter 
email headers; and 2) attack emails will always be trained as spam, not ham.  
In our pseudospam attack, however, we investigate the consequences of lifting 
the second restriction and allowing the attacker to have messages trained as 
ham. 

It is common practice in security research to assume the attacker has as 
much power as possible, since a determined adversary may find unanticipated 
methods of attack—if a vulnerability exists, we assume it may be exploited.  It 
is clear that in some cases the attacker can control training data.  Here, we dis-
cuss realistic scenarios where the contamination assumption is justified; in the 
later sections, we examine its implications. 

Adaptive spam filters must be retrained periodically to cope with the 
changing nature of both ham and spam.  Many users simply train on all email 
received, using all spam-labeled messages as spam training data and all ham-
labeled messages as ham training data.  Generally the user will manually pro-
vide true labels for messages labeled unsure by the filter, as well as for mes-
sages filtered incorrectly as ham (false negatives) or spam (false positives).  In 
this case, it is trivial for the attacker to control training data: any emails sent to 
the user are used in training. 

The fact that users may manually label emails does not protect against our 
attacks: the attack messages are unsolicited emails from unknown sources and 
may contain normal spam marketing content.  The spam labels manually given 
to attack emails are correct and yet allow the attack to proceed.  When the at-
tack emails can be trained as ham, a different attack is possible; our pseu-
dospam attack explores the case where attack emails are trained as ham (see 
Section 2.3.2). 

2.2.3 SpamBayes Learning Method 

SpamBayes is a content-based spam filter that classifies messages based 
on the tokens (including header tokens) observed in an email.  The spam clas-
sification model used by SpamBayes comes from Robinson [17, 22], based on 
ideas by Graham [8] together with Fisher's method for combining independent 
significance tests [7].  Intuitively, SpamBayes learns how strongly each token 
indicates ham or spam by counting the number of each type of email that to-
ken appears in.  When classifying a new email, SpamBayes looks at all of its 
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tokens and uses a statistical test to decide whether they indicate one label or 
the other with sufficient confidence; if not, SpamBayes returns unsure. 

SpamBayes tokenizes each email E based on words, URL components, 
header elements, and other character sequences that appear in E.  Each is 
treated as a unique token of the email.  The SpamBayes algorithm only re-
cords whether or not a token occurs in the message, not how many times it oc-
curs.  Email E is represented as a binary vector e where 

 
th1 the  token occurs in .

0 otherwise
i E

i
⎧⎪= ⎨
⎪⎩

e  

Below, we use e to refer to both the original message E and SpamBayes' 
representation of it since we are only concerned with the latter. 

In training, SpamBayes computes a spam score vector P(S) where the ith 
component is a token spam score for the ith token given by 

 ( , )
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( ) ( )
H S

S i
H S S H

N N i
N N i N N i

=
+
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where NS, NH, NS(i), and NH(i) are the number of spam emails, ham emails, 
spam emails including the ith token and ham emails including the ith token, re-
spectively.  The quantity P(S,i) is an estimate of Pr(E is spam | ei) if the prior of 
ham and spam are equal, but for our purposes, it is simply a per-token score 
for the email.  An analogous token ham score is given by P(H,i)= 1 - P(S,i). 

Robinson's method [22] smooths P(S,i) through a convex combination with 
a prior belief x (default value of x = 0.5), weighting the quantities by N(i) (the 
number of training emails with the ith token) and s (chosen for strength of prior 
with a default of s = 1), respectively: 
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Effectively, smoothing reduces the impact that low token counts have on 
the scores.  For rare tokens, the score is dominated by the prior x.  However, 
as more tokens are observed, the smoothed score gradually shifts to the score 
in Eq. (1).  An analogous smoothed ham score is given by 1 - f. 

After training, the filter computes the overall spam score S(m) of a new 
message M using Fisher's method [7] for combining the scores of the tokens 
observed in M.  SpamBayes uses at most 150 tokens from M with scores fur-
thest from 0.5 and outside the interval [0.4,0.6].  Let δ(m) be the binary vector 
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where δ(m)i = 1 if token i is one of these tokens, and 0 otherwise.  The token 
spam scores are combined into a message spam score for M by 

 ( ) ( ) ( )( )2
21 2 log ,nS χ δΤ= − −m f m  (3) 

where n is the number of tokens in M and ( )2
2nχ •  denotes the cumulative 

distribution function of the chi-square distribution with 2n degrees of freedom.  
A ham score H(e) is similarly defined by replacing f with 1 - f in Eq. (3).  Fi-
nally, SpamBayes constructs an overall spam score for M by averaging S(m) 
and 1 - H(m) (both being indicators of whether m is spam) giving the final 
score 

 ( ) ( ) ( )1
2

S H
I

+ −
=

m m
m  (4) 

for a message; a quantity between 0 (ham) and 1 (spam).  SpamBayes pre-
dicts by thresholding I(m) against two user-tunable thresholds θ0 and θ1, with 
defaults θ0 = 0.15 and θ1 = 0.9.  SpamBayes predicts ham, unsure, or spam if 
I(m) falls into the interval [0,θ0], (θ0,θ1], or (θ1,1], respectively, and filters the 
message accordingly. 

The inclusion of an unsure label in addition to spam and ham prevents us 
from purely using ham-as-spam and spam-as-ham misclassification rates 
(false positives and false negatives, respectively) for evaluation.  We must also 
consider spam-as-unsure and ham-as-unsure misclassifications.  Because of 
the practical effects on the user's time and effort discussed in Section 2.2.1, 
ham-as-unsure misclassifications are nearly as bad for the user as ham-as-
spam. 

2.3 Attacks 

We examine several attacks against the SpamBayes spam filter.  Unlike 
attacks that exploit flaws in an application's implementation or policies, our at-
tacks take advantage of the learner's adaptive nature.  Each attack embodies a 
particular insight about ways in which a machine learning system is vulner-
able, which we can better understand in terms of several commonalities be-
tween the attacks. 

In a previous paper, we categorize attacks against machine learning sys-
tems along three axes [1].  The axes of the taxonomy are: 

Influence 
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• Causative attacks influence learning with control over training data. 
• Exploratory attacks exploit misclassifications but do not affect train-

ing. 

Security violation 

• Integrity attacks compromise assets via false negatives. 
• Availability attacks cause denial of service, usually via false positives. 

Specificity 

• Targeted attacks focus on a particular instance. 
• Indiscriminate attacks encompass a wide class of instances. 

The first axis of the taxonomy describes the capability of the attacker: 
whether (a) the attacker has the ability to influence the training data that is 
used to construct the classifier (a Causative attack) or (b) the attacker does not 
influence the learned classifier, but can send new emails to the classifier, and 
observe its decisions on these emails (an Exploratory attack). 

The second axis indicates the type of security violation caused: (a) false 
negatives, in which spam slip through the filter (an Integrity violation); or (b) 
false positives, in which ham emails are incorrectly filtered (an Availability 
violation). 

The third axis refers to how specific the attacker's intention is: whether (a) 
the attack is Targeted to degrade the classifier's performance on one particular 
type of email or (b) the attack aims to cause the classifier to fail in an Indis-
criminate fashion on a broad class of email. 

In the remainder of this section, we discuss three novel Causative attacks 
against SpamBayes' learning algorithm in the context of this taxonomy: one is 
an Indiscriminate Availability attack, one is a Targeted Availability attack, and 
the third is a Targeted Integrity attack. 

A Causative attack against a learning spam filter proceeds as follows: 

1. The attacker determines the goal for the attack.  
2. The attacker sends attack messages to include in the victim's training 

set. 
3. The victim (re-)trains the spam filter, resulting in a tainted filter. 
4. The filter's classification performance degrades on incoming mes-

sages. 

We consider two possible goals for the attacker: to cause spam emails to 
be seen by the victim or to prevent the victim from seeing legitimate emails.  
There are at least two motives for the attacker to cause legitimate emails to be 
filtered as spam.  First, a large number of misclassifications will make the 
spam filter unreliable, causing users to abandon filtering and see more spam.  
Second, causing legitimate messages to be mislabeled can cause users to miss 
important messages.  For example, an organization competing for a contract 
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could block competing bids by causing them to be filtered as spam, thereby 
gaining a competitive advantage. 

Based on these considerations, we can further divide the attacker's goals 
into four categories: 

1. Cause the victim to disable the spam filter, thus letting all spam into 
the inbox 

2. Cause the victim to miss a particular ham email filtered away as 
spam 

3. Get a particular spam into the victim's inbox 
4. Get any spam into the victim's inbox 

In the remainder of this section, we describe attacks that achieve these ob-
jectives.  Each of the attacks we describe consists of inserting emails into the 
training set that are drawn from a particular distribution; the properties of 
these distributions, along with other parameters, determine the nature of the at-
tack.  The dictionary attack sends email messages with tokens drawn from a 
broad distribution, essentially including every token with equal probability.  
The focused attack focuses the distribution specifically on one message or a 
narrow class of messages.  If the attacker has the additional ability to send 
messages that will be trained as ham, a pseudospam attack can cause spam 
messages to reach the user's inbox. 

2.3.1 Causative Availability Attacks 

We first focus on Causative Availability attacks, which manipulate the fil-
ter's training data to increase the number of ham messages misclassified.  We 
consider both Indiscriminate and Targeted attacks.  In Indiscriminate attacks, 
enough false positives force the victim to disable the filter or frequently search 
in spam/unsure folders for legitimate messages erroneously filtered away.  
Hence, the victim is forced to view more spam.  In Targeted attacks, the at-
tacker does not disable the filter but surreptitiously prevents the victim from 
receiving certain messages. 

Without loss of generality, consider the construction of a single attack 
message a.  The victim adds it to the training set, (re-)trains on the contami-
nated data, and subsequently uses the tainted model to classify a new message 
m.  The attacker also has some (perhaps limited) knowledge of the next email 
the victim will receive.  This knowledge can be represented as a distribution 
p—the vector of probabilities that each token will appear in the next message. 

The goal of the attacker is to choose the tokens for the attack message a to 
maximize the expected spam score: 
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 ( )~max .I⎡ ⎤⎣ ⎦m p aa
E m  (5) 

In other words, the attack goal is to maximize the expectation of Ia(m) 
(Eq. (4) with the attack message a added to the spam training set) of the next 
legitimate email m drawn from distribution p. 

To describe the optimal attack under this criterion, we make two observa-
tions, which we detail in Appendix 2.A.  First, Ia(m) is monotonically non-
decreasing in fi for all i.  Therefore, increasing the score of any token in the at-
tack message can only increase Ia.  Second, the token scores of distinct tokens 
do not interact; that is, adding the ith token to the attack does not change the 
score fj of some different token j i≠ .  Hence, the attacker can simply choose 
which tokens will be most beneficial for their purpose.  From this, we moti-
vate two attacks, the dictionary and focused attacks, as instances of a common 
attack in which the attacker has different amounts of knowledge about the vic-
tim's email. 

For this, let us consider specific choices for the distribution p.  First, if the 
attacker has little knowledge about the tokens in target emails, we give equal 
probability to each token in p.  In this case, we can optimize the expected 
message spam score by including all possible tokens in the attack email.  Sec-
ond, if the attacker has specific knowledge of a target email, we can represent 
this by setting pi to 1 if and only if the ith token is in the target email.  This at-
tack is also optimal with respect to the target message, but it is much more 
compact. 

In reality, the attacker's knowledge usually falls between these two ex-
tremes.  If the attacker has relatively little knowledge, such as knowledge that 
the victim's primary language is English, the attack can include all words in an 
English dictionary.  This reasoning yields the dictionary attack (Sec-
tion 2.3.1.1).  On the other hand, the attacker may know some of the particular 
words to appear in a target email, though not all of the words.  This scenario is 
the focused attack (Section 2.3.1.2).  Between these levels of knowledge, an 
attacker could use information about the distribution of words in English text 
to make the attack more efficient, such as characteristic vocabulary or jargon 
typical of emails the victim receives.  Any of these cases result in a distribu-
tion p over tokens in the victim's email that is more specific than an equal dis-
tribution over all tokens but less informative than the true distribution of to-
kens in the next message.  Below, we explore the details of the dictionary and 
focused attacks, with some exploration of using an additional corpus of com-
mon tokens to improve the dictionary attack. 
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2.3.1.1 Dictionary Attack 

The dictionary attack, an Indiscriminate attack, makes the spam filter un-
usable by causing it to misclassify a significant portion of ham emails so that 
the victim disables the spam filter, or at least must frequently search through 
spam/unsure folders to find legitimate messages that were filtered away.  In 
either case, the victim loses confidence in the filter and is forced to view more 
spam achieving the ultimate goal of the spammer: the victim sees the at-
tacker's spam.  The result of this attack is denial of service, a higher rate of 
ham misclassified as spam. 

The dictionary attack is an approximation of the optimal attack suggested 
in Section 3.1, in which the attacker maximizes the expected score by includ-
ing all possible tokens.  Creating messages with every possible token is infea-
sible in practice.  Nevertheless, when the attacker lacks knowledge about the 
victim's email, this optimal attack can be approximated with an entire diction-
ary of the victim’s native language—the dictionary attack.  The dictionary at-
tack increases the score of every token in a dictionary; i.e., it makes them 
more indicative of spam. 

The central idea that underlies the dictionary attack is to send attack mes-
sages containing a large set of tokens—the attacker's dictionary.  The diction-
ary is selected as the set of tokens whose scores maximally increase the ex-
pected value of  Ia(m) as in Eq. (5).  Since the score of a token typically 
increases when included in an attack message except in unusual circumstances 
(see Appendix 2.A.2), the attacker simply needs to include any tokens that are 
likely to occur in future legitimate message.  In particular, if the victim's lan-
guage is known by the attacker, they can use that language's entire lexicon (or 
at least a large subset) as the attack dictionary.  After training on the dictionary 
message, the victim's spam filter will have a higher spam score for every token 
in the dictionary, an effect that is amplified for rare tokens.  As a result, future 
legitimate email is more likely to be marked as spam since it will contain 
many tokens from that lexicon.   

A refinement uses a token source with a distribution closer to the victim's 
email distribution.  For example, a large pool of Usenet newsgroup postings 
may have colloquialisms, misspellings, and other “words” not found in a 
proper dictionary; furthermore, using the most frequent tokens in such a cor-
pus may allow the attacker to send smaller emails without losing much effec-
tiveness.  However, there is an inherent trade-off in choosing tokens.  Rare to-
kens are the most vulnerable to attack since their scores will shift more 
towards spam (1.0 in the SpamBayes formulas) with fewer attack emails.  
However, the rare vulnerable tokens also are less likely to appear in future 
messages, diluting their usefulness. 
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2.3.1.2 Focused Attack 

Our second Causative Availability attack is a Targeted attack—the at-
tacker has some knowledge of a specific legitimate email to target for filtering.  
If the attacker has exact knowledge of the target email, placing all of its tokens 
in attack emails produces an optimal attack.  Realistically, the attacker has 
partial knowledge about the target email and can guess only some of its tokens 
to include in attack emails.  We model this knowledge by letting the attacker 
know a certain fraction of tokens from the target email, which are included in 
the attack message.  (The attack email may also include additional tokens 
added by the attacker to obfuscate the attack message's intent.)  When Spam-
Bayes trains on the resulting attack email, the spam scores of the targeted to-
kens increase, so the target message is more likely to be filtered as spam.  This 
is the focused attack.   

Consider an example in which the attacker sends spam emails to the vic-
tim with tokens such as the names of competing companies, their products, 
and their employees.  The bid messages may even follow a common template 
known to the attacker, making the attack easier to craft.  As a result of the at-
tack, the legitimate bid email may be filtered away as spam, causing the victim 
not to see it. 

The focused attack is more concise than the dictionary attack because the 
attacker has detailed knowledge of the target email and no reason to affect 
other messages.  This conciseness makes the attack both more efficient for the 
attacker and more difficult to detect for the defender.  Further, the focused at-
tack can be more effective because the attacker may know proper nouns and 
other non-word tokens common in the victim’s email that are otherwise un-
common. 

An interesting side-effect of the focused attack is that repeatedly sending 
similar emails tends to not only increase the spam score of tokens in the attack 
but also reduce the spam score of tokens not in the attack.  To understand 
why, recall the estimate of the token posterior in Eq. (1), and suppose that the 
ith token does not occur in the attack email.  Then NS increases with the addi-
tion of the attack email but NS(i) does not, so P(S,i) decreases and therefore so 
does fi.  In Section 2.4.3, we observe empirically that the focused attack can 
indeed reduce the spam score of tokens not included in the attack emails. 

2.3.2 Causative Integrity Attacks—Pseudospam 

We also examine Causative Integrity attacks, which manipulate the filter's 
training data to increase false negatives; that is, spam messages misclassified 
as ham.  In contrast to the previous attacks, the pseudospam attack directly at-
tempts to make the filter misclassify spam messages.  If the attacker can 
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choose messages arbitrarily that are trained as ham, the attack is similar to a 
focused attack with knowledge of 100% of the target email's tokens.  How-
ever, there is no reason to believe a user would train on arbitrary messages as 
ham.  We introduce the concept of a pseudospam email—an email that does 
not look like spam but that has characteristics (such as headers) that are typical 
of true spam emails.  Not all users consider benign-looking, non-commercial 
emails offensive enough to mark them as spam. 

To create pseudospam emails, we take the message body text from news-
paper articles, journals, books, or a corpus of legitimate email.  The idea is 
that in some cases, users may mistake these messages as ham for training, or 
may not be diligent about correcting false negatives before retraining, if the 
messages do not have marketing content.  In this way, an attacker might be 
able to gain control of ham training data.  This motivation is less compelling 
than the motivation for the dictionary and focused attacks, but in the cases 
where it applies, the headers in the pseudospam messages will gain significant 
weight indicating ham, so when future spam is sent with similar headers (i.e., 
by the same spammer) it will arrive in the user's inbox. 

2.4 Experiments 

In this section, we present our empirical results.  First, in Section 2.4.1, we 
outline our experimental setup.  Then, we discuss the effect of each of our at-
tacks in the remainder of the section. 

2.4.1 Experimental Method 

2.4.1.1 Datasets 

In our experiments we use the Text Retrieval Conference (TREC) 2005 
spam corpus [5], which is based on the Enron email corpus [12] and contains 
92,189 emails (52,790 spam and 39,399 ham).  This corpus has several 
strengths: it comes from a real-world source, it has a large number of emails, 
and its creators took care that the added spam does not have obvious artifacts 
to differentiate it from the ham. 

We use two sources of tokens for attacks.  First, we use the GNU Aspell 
English dictionary version 6.0-0, containing 98,568 words.  We also use a 
corpus of English Usenet postings to generate tokens for our attacks.  This 
corpus is a subset of a Usenet corpus of 140,179 postings compiled by the 
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University of Alberta's Westbury Lab [23].  An attacker can download such 
data and build a language model to use in attacks, and we explore how effec-
tive this technique is.  We build a primary Usenet dictionary by taking the 
most frequent 90,000 tokens in the corpus (Usenet-90k), and we also experi-
ment with a smaller dictionary of the most frequent 25,000 tokens (Usenet-
25k). 

The overlap between the Aspell dictionary and the most frequent 90,000 
tokens in the Usenet corpus is approximately 26,800 tokens.  The overlap be-
tween the Aspell dictionary and the TREC corpus is about 16,100 tokens, and 
the intersection of the TREC corpus and Usenet-90k is around 26,600 tokens. 

2.4.1.2 Constructing Message Sets for Experiments 

In constructing an experiment, we often need several non-repeating se-
quences of emails in the form of mailboxes.  When we require a mailbox, we 
sample messages without replacement from the TREC corpus, stratifying our 
sampling to ensure the necessary proportions of ham and spam.  For subse-
quent messages needed in any part of our experiments (target messages, head-
ers for attack messages, and so on), we again sample emails without replace-
ment from the messages remaining in the TREC corpus.  In this way we 
ensure that no message is repeated in our experiments. 

We construct attack messages by splicing elements of several emails to-
gether to make messages that are realistic under our model of the adversary's 
control.  We construct our attack email bodies according to the specifications 
of the attack.  We select the header for each attack email by choosing a ran-
dom spam email from TREC and using its headers, taking care to ensure that 
the content-type and other Multipurpose Internet Mail Extensions (MIME) 
headers correctly reflect the composition of the attack message body.  Specifi-
cally, we discard the entire existing multi- or single-part body and we set rele-
vant headers (such as Content-Type and Content-Transfer-Encoding) to indi-
cate a single plain-text body. 

The tokens used in each attack message are selected from our datasets ac-
cording to the attack method.  For the dictionary attack, we use all tokens from 
the attack dictionary in every attack message (98,568 tokens for the Aspell 
dictionary and 90,000 or 25,000 tokens for the Usenet dictionary).  For the fo-
cused and the pseudospam attacks, we select tokens for each attack message 
based on a fresh message sampled from the TREC dataset.  The number of to-
kens in attack messages for the focused and pseudospam attacks varies, but all 
such messages are comparable in size to the messages in the TREC dataset. 

Finally, to evaluate an attack, we create a control model by training 
SpamBayes once on the base training set.  We incrementally add attack emails 
to the training set and train new models at each step, giving us a series of 
models tainted with increasing numbers of attack emails.  (Because Spam-
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Bayes is order-independent in its training, it arrives at the same model whether 
training on all messages in one batch or training incrementally on each email 
in any order.)  We evaluate the performance of these models on a fresh set of 
test messages.  

 
Parameter Focused Attack Pseudospam Attack RONI defense 
Training set size 2,000, 10,000 2,000, 10,000 2,000, 10,000 
Test set size 200, 1,000 200, 1,000 200, 1,000 
Spam percent 50, 75, 90 50, 75, 90 50 
Attack percent 0.1, 0.5, 1, 2, 5, 10 0.1, 0.5, 1, 2, 5, 10 10 
Validation folds 10 10 - 
Target emails 20 - - 

Table 2.1  Parameters used in the experiments 
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Fig. 2.1  Training on 10,000 messages (50% spam).  Figures 2.1-2.4 show the 
effect of three dictionary attacks on SpamBayes in two settings.  Figure 2.1 
and Figure 2.2 have an initial training set of 10,000 messages (50% spam) 
while Figure 2.3 and Figure 2.4 have an initial training set of 2,000 messages 
(75% spam).  Figure 2.2 and Figure 2.4 also depict the standard errors in our 
experiments for both of the settings.  We plot percent of ham classified as 
spam (dashed lines) and as spam or unsure (solid lines) against the attack as 
percent of the training set.  We show the optimal attack (Δ), the Usenet-90k 
dictionary attack (◊), the Usenet-25k dictionary attack (□), and the Aspell dic-
tionary attack (○).  Each attack renders the filter unusable with adversarial 
control over as little as 1% of the messages (101 messages). 

2.4.1.3 Attack Assessment Method 

We measure the effect of each attack by randomly choosing an inbox ac-
cording to the parameters in Table 2.1 and comparing classification perform-
ance of the control and compromised filters using ten-fold cross-validation.  In 
cross-validation, we partition the data into ten subsets and perform ten train-
test epochs.  During the kth epoch, the kth subset is set aside as a test set and the 
remaining nine subsets are combined into a training set.  In this way, each 
email from the sample inbox functions independently as both training and test 
data. 
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In the following sections, we show the effect of our attacks on test sets of 
held-out messages.  Because our dictionary and focused attacks are designed 
to cause ham to be misclassified, we only show their effect on ham messages; 
we found that their effect on spam is marginal.  Likewise, for the pseudospam 
attack, we concentrate on the results for spam messages.  Most of our graphs 
do not include error bars since we observed that the variation on our tests was 
small compared to the effect of our attacks (see Figure 2.2 and Figure 2.4).  
See Table 2.1 for our experimental parameters.  We found that varying the 
size of the training set and spam prevalence in the training set had minimal 
impact on the performance of our attacks (for comparison, see Figure 2.1 and 
Figure 2.3), so we primarily present the results of 10,000-message training 
sets at 50% spam prevalence. 

2.4.2 Dictionary Attack Results 

We examine dictionary attacks as a function of the percent of attack mes-
sages in the training set.  Figures 2.1-2.4 show the misclassification rates of 
three dictionary attack variants averaging over ten-fold cross-validation in two 
settings (Figure 2.1 and Figure 2.2 have an initial training set of 10,000 mes-
sages with 50% spam while Figure 2.3 and Figure 2.4 have an initial training 
set of 2,000 messages with 75% spam).  First, we analyze the optimal diction-
ary attack discussed in Section 2.3.1 by simulating the effect of including 
every possible token in our attack emails.  As shown in the figures, this opti-
mal attack quickly causes the filter to mislabel all ham emails. 
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Fig. 2.2  Training on 10,000 messages (50% spam) with error bars.  See Fig-
ure 2.1. 
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Fig. 2.3  Training on 2,000 messages (75% spam).  See Figure 2.1. 
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Fig. 2.4  Training on 2,000 messages (75% spam) with error bars.  See Figure 
2.1. 

Dictionary attacks using tokens from the Aspell dictionary are also suc-
cessful, though not as successful as the optimal attack.  Both the Usenet-90k 
and Usenet-25k dictionary attacks cause more ham emails to be misclassified 
than the Aspell dictionary attack, since they contains common misspellings 
and slang terms that are not present in the Aspell dictionary.  All of these 
variations of the attack require relatively few attack emails to significantly de-
grade SpamBayes' accuracy.  After 101 attack emails (1% of 10,000), the ac-
curacy of the filter falls significantly for each attack variation.  Overall mis-
classification rates are 96% for optimal, 37% for Usenet-90k, 19% for Usenet-
25k, and 18% for Aspell—at this point most users will gain no advantage from 
continued use of the filter. 

It is of significant interest that so few attack messages can degrade a 
common filtering algorithm to such a degree.  However, while the attack 
emails make up a small percentage of the number of messages in a contami-
nated inbox, they make up a large percentage of the number of tokens.  For ex-
ample, at 204 attack emails (2% of the training messages), the Usenet-25k at-
tack uses approximately 1.8 times as many tokens as the entire pre-attack 
training dataset, and the Aspell attack includes 7 times as many tokens. 

While it seems trivial to prevent dictionary attacks by filtering large mes-
sages out of the training set, such strategies fail to completely address this 
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vulnerability of SpamBayes.  First, while ham messages in TREC are rela-
tively small (fewer than 1% exceeded 5,000 tokens and fewer than 0.01% of 
messages exceeded 25,000 tokens), this dataset may not be representative of 
actual messages.  Second, an attacker can circumvent size-based thresholds.  
By fragmenting the dictionary, an attack can have a similar impact using more 
messages with fewer tokens per message.  Additionally, informed token selec-
tion methods can yield more effective dictionaries as we demonstrate with the 
two Usenet dictionaries.  Thus, size-based defenses lead to a trade-off between 
vulnerability to dictionary attacks and the effectiveness of training the filter.  
In Section 2.5, we present a defense that instead filters messages based di-
rectly on their impact on the spam filter's accuracy. 

2.4.3 Focused Attack Results 

In this section, we discuss experiments examining how accurate the at-
tacker needs to be at guessing target tokens, how many attack emails are re-
quired for the focused attack to be effective, and what effect the focused attack 
has on the token scores of a targeted message.  For the focused attack, we ran-
domly select 20 ham emails from the TREC corpus to serve as the target 
emails before creating the clean training set.  During each fold of cross-
validation, we perform 20 focused attacks, one for each email, so our results 
average over 200 different trials. 
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Fig. 2.5  Effect of the focused attack as a function of the percentage of target 
tokens known by the attacker.  Each bar depicts the fraction of target emails 
classified as spam, ham, and unsure after the attack.  The initial inbox contains 
10,000 emails (50% spam). 

These results differ from our preliminary focused attack experiments [19] 
in two important ways.  First, here we randomly select a fixed percentage of 
tokens known by the attacker from each message instead of selecting each to-
ken with a fixed probability.  The later approach causes the percentage of to-
kens known by the attacker to fluctuate from message to message.  Second, 
here we only select messages with more than 100 tokens to use as target 
emails.  With these changes, our results more accurately represent the behav-
ior of a focused attack.  Furthermore, in this more accurate setting, the focused 
attack is even more effective. 

Figure 2.5 shows the effectiveness of the attack when the attacker has in-
creasing knowledge of the target email by simulating the process of the at-
tacker guessing tokens from the target email.  We assume that the attacker 
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knows a fixed fraction F of the actual tokens in the target email, with 
{ }0.1,0.3,0.5,0.9F ∈ —the x-axis of Figure 2.5.  The y-axis shows the percent 

of the 20 targets classified as ham, unsure and spam.  As expected, the attack 
is increasingly effective as F increases.  If the attacker knows 50% of the to-
kens in the target, classification changes to spam or unsure on all of the target 
emails, with a 75% rate of classifying as spam. 
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Fig. 2.6  Effect of the focused attack as a function of the number of attack 
emails with a fixed percentage (50%) of tokens known by the attacker.  The 
dashed line shows the percentage of target ham messages classified as spam 
after the attack, and the solid line the percentage of targets that are spam or 
unsure after the attack.  The initial inbox contains 10,000 emails (50% spam). 

Figure 2.6 shows the attack's effect on misclassifications of the target 
emails as the number of attack messages increases.  We fix the fraction of 
known tokens at 0.5.  The x-axis shows the number of messages in the attack 
as a fraction of the training set, and the y-axis shows the fraction of target 
messages misclassified.  With 101 attack emails inserted into an initial mail-
box size of 10,000 (1%), the target email is misclassified as spam or unsure 
over 90% of the time. 

Figures 2.7-2.9 show the attack's effect on three representative emails.  
Each of the figures represents a single target email from each of three attack 
results: ham misclassified as spam (Figure 2.7), ham misclassified as unsure 
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(Figure 2.8), and ham correctly classified as ham (Figure 2.9).  Each point 
represents a token in the email.  The x-axis is the token’s spam score (from 
Eq. (2)) before the attack, and the y-axis is the token’s score after the attack (0 
means ham and 1 means spam).  The ×'s are tokens included in the attack 
(known by the attacker) and the ○'s are tokens not in the attack.  The histo-
grams show the distribution of token scores before the attack (at bottom) and 
after the attack (at right). 
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Fig. 2.7  Misclassified as spam.  Figures 2.7-2.9 show the effect of the focused 
attack on three representative emails—one graph for each target.  Each point is 
a token in the email.  The x-axis is the token’s spam score in Eq. (2) before the 
attack (0 means ham and 1 means spam).  The y-axis is the token’s spam score 
after the attack.  The ×'s are tokens that were included in the attack and the ○'s 
are tokens that were not in the attack.  The histograms show the distribution of 
spam scores before the attack (at bottom) and after the attack (at right). 

Any point above the line y=x is a token whose score increased due to the 
attack and any point below is a decrease.  In these graphs we see that the score 
of the tokens included in the attack typically increase significantly while those 
not included decrease slightly.  Since the increase in score is more significant 
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for included tokens than the decrease in score for excluded tokens, the attack 
has substantial impact even when the attacker has a low probability of guess-
ing tokens, as seen in Figure 2.5. Further, the before/after histograms in Fig-
ures 2.7-2.9 provide a direct indication of the attack's success. By shifting 
most token scores toward 1, we cause more misclassifications. 
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Fig. 2.8  Misclassified as unsure.  See Figure 2.7. 

2.4.4 Pseudospam Attack Experiments 

In contrast to the previous attacks, for the pseudospam attack, we created 
attack emails that may be labeled as ham by a human as the emails are added 
into the training set.  We setup the experiment for the pseudospam attack by 
first randomly selecting a target spam header to be used as the base header for 
the attack.  We then create the set of attack emails that look similar to ham 
emails (see Section 2.3.2).  To create attack messages, we combine each ham 
email with the target spam header.  This is done so that the attack email has 
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contents similar to other legitimate email messages.  Header fields that may 
modify the interpretation of the body are taken from the ham email to make 
the attack realistic. 

Figure 2.10 demonstrates the effectiveness of the pseudospam attack.  We 
plot the percent of attack messages in the training set (x-axis) against the mis-
classification rates on the test spam email (y-axis).  The solid line shows the 
fraction of target spam classified as ham or unsure spam while the dashed line 
shows the fraction of spam classified as ham.  In the absence of attack, Spam-
Bayes only misclassifies about 10% of the target spam emails (including those 
labeled unsure).  If the attacker can insert a few hundred attack emails (1% of 
the training set), then SpamBayes misclassifies more than 80% of the target 
spam emails. 
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Fig. 2.9  Correctly classified as ham.  See Figure 2.7. 

Further, the attack has a minimal effect on regular ham and spam mes-
sages.  Other spam email messages are still correctly classified since they do 
not generally have the same header fields as the adversary's messages.  In fact, 
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ham messages may have lower spam scores since they may contain tokens 
similar to those in the attack emails. 

We also explore the scenario in which the pseudospam attack emails are 
labeled by the user as spam to better understand the effect of these attacks if 
the pseudospam messages fail to fool the user.  The result is that, in general, 
SpamBayes classifies more spam messages incorrectly.  As Figure 2.11 indi-
cates, this variant causes an increase in spams mislabeled as either unsure or 
ham increases to nearly 15% as the number of attack emails increases.  Fur-
ther, this version of the attack does not cause a substantial impact on normal 
ham messages. 
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Fig. 2.10  Effect of the pseudospam attack when trained as ham as a function 
of the number of attack emails.  The dashed line shows the percentage of the 
adversary's messages classified as ham after the attack, and the solid line the 
percentage that are ham or unsure after the attack.  The initial inbox contains 
10,000 emails (50% spam). 
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2.5 A Defense: Reject on Negative Impact (RONI) 

Here we describe a potential defense against some of our attacks.  Our 
Causative attacks succeed because training on attack emails causes the filter to 
learn incorrectly and misclassify emails.  Each attack email contributes to-
wards the degradation of the filter's performance; if we can measure each 
email's impact, then we can remove messages with a deleterious effect from 
the training set. 

In the Reject On Negative Impact (RONI) defense, we measure the incre-
mental effect of a query email Q by testing the performance difference with 
and without that email.  We independently sample a 20-message training set T 
and a 50-message validation set V five times from the initial pool of emails 
given to SpamBayes for training, choosing a small training set so that the ef-
fect of a single email will be greater.  We train on both T and T Q∪  and 
measure the impact of Q as the average change in incorrect classifications on 
V over the five trials.  We remove Q from the training pool if its impact is sig-
nificantly harmful. 
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Fig. 2.11  Effect of the pseudospam attack when trained as spam, as a function 
of the number of attack emails.  The dashed line shows the percentage of the 
normal spam messages classified as ham after the attack, and the solid line the 
percentage that are unsure after the attack.  Surprisingly, training the attack 
emails as ham causes an increase in misclassification of normal spam mes-
sages.  The initial inbox contains 10,000 emails (50% spam). 

We test the effectiveness of this defense with 120 random non-attack spam 
messages and dictionary attack emails using both the Aspell and Usenet dic-
tionaries.  Our preliminary experiments show that the RONI defense is ex-
tremely successful against dictionary attacks, identifying 100% of the attack 
emails without flagging any non-attack emails.  Each dictionary attack mes-
sage causes an average decrease of at least 6.8 true negatives (ham-as-ham 
messages).  In sharp contrast, non-attack spam messages cause at most an av-
erage decrease of 4.4 true negatives.  Hence a simple threshold on this statistic 
is effective at separating dictionary attack emails from non-attack spam. 

However, the RONI defense fails to detect focused attack emails because 
the focused attack targets a future message, so its effect on the training set is 
minute. 
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2.6 Related Work 

Here we briefly review prior work related to the security of learning sys-
tems.  A more detailed survey of this literature on appears in a related techni-
cal report [2]. 

Many authors have examined adversarial learning from a more theoretical 
perspective.  For example, within the Probably Approximately Correct frame-
work, Kearns and Li bound the classification error an adversary can cause 
with control over a fraction � of the training set [10].  Dalvi et al. apply game 
theory to the classification problem [6].  They model the interactions between 
the classifier and attacker as a game and develop an optimal counter-strategy 
for an optimal classifier playing against an optimal opponent. 

We focus on Causative attacks.  Most existing attacks against content-
based spam filters are Exploratory attacks that do not influence training but 
engineer spam messages so they pass through the filter.  For example, Lowd 
and Meek explore reverse-engineering a spam classifier to find high-value 
messages that the filter does not block [15, 16], Karlberger et al. study the ef-
fect of replacing strong spam words with synonyms [9], and Wittel and Wu 
study the effect of adding common words to spam to get it through a spam fil-
ter [25]. 

Several others have recently developed Causative attacks against learning 
systems.  Chung and Mok [3, 4] present a Causative Availability attack against 
the Autograph worm signature generation system [11], which infers blocking 
rules from the traffic of suspicious nodes.  The main idea is that the attack 
node first sends traffic that causes Autograph to mark it suspicious, then sends 
traffic similar to legitimate traffic, resulting in rules that cause denial of ser-
vice. 

Newsome, Karp, and Song [21] present attacks against Polygraph [20], a 
polymorphic virus detector that uses machine learning.  They primarily focus 
on conjunction learners, presenting Causative Integrity attacks that exploit 
certain weaknesses not present in other learning algorithms (such as that used 
by SpamBayes).  They also suggest a correlated outlier attack, which attacks 
a naive-Bayes-like learner by adding spurious features to positive training in-
stances, causing the filter to block benign traffic with those features (a Causa-
tive Availability attack).  They speculate briefly about applying such an attack 
to spam filters; however, several of their assumptions about the learner are not 
appropriate in the case of SpamBayes, such as that the learner uses only fea-
tures indicative of the positive class.  Furthermore, although they present in-
sightful analysis, they do not evaluate the correlated outlier attack against a 
real system.  Our attacks use similar ideas, but we develop and test them on a 
real system.  We also explore the value of information to an attacker, and we 
present and test a defense against the attacks. 
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2.7 Conclusion 

Above, we show that an adversary can effectively disable the SpamBayes 
spam filter with relatively little system state information and relatively limited 
control over training data.  Using the framework presented in Section 2.3, we 
have demonstrated the effectiveness of Causative attacks against SpamBayes 
if the adversary is given realistic control over the training process of Spam-
Bayes, by limiting the header fields the attacker can modify and the amount of 
control over the training set.  Our Usenet-25k dictionary attack causes mis-
classification of 19% of ham messages with only 1% control over the training 
messages3, rendering SpamBayes unusable.  Our focused attack changes the 
classification of the target message virtually 100% of the time with knowledge 
of only 30% of the target's tokens.  Our pseudospam attack is able to cause 
almost 90% of the target spam messages to be labeled as either unsure or ham 
with control of less than 10% of the training data. 

We also demonstrate a defense against some attacks.  We explore the 
RONI defense, which filters out dictionary attack messages with complete 
success based on how a message impacts the performance of our classifier.  
Focused attacks are especially difficult; defending against an attacker with ex-
tra knowledge of future events remains an open problem. 

Our attacks and defense should also work for other spam filtering systems 
based on similar learning algorithms, such as BogoFilter, Thunderbird's spam 
filter and the Bayesian component of SpamAssassin, although their effects 
may vary (and SpamAssassin uses more components than just the learning al-
gorithm, so the effect of our attacks may be smaller).  These techniques may 
also be effective against other learning systems, such as those used for worm 
or intrusion detection. 

2.A Appendix: Analysis of an Optimal Attack 

In this appendix, we justify our claims in Section 2.3.1 about optimal at-
tacks. 

                                                           
3 While the dictionary attack messages are larger than most typical email, we have demonstrated 
the effect of these attacks and that one can reduce the attack message size by using a more in-
formed dictionary. 
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2.A.1 Properties of the Spam Score 

The key to understanding heuristic attacks and constructing optimal at-
tacks on SpamBayes is characterizing conditions under which the SpamBayes 
score I(m) increases when the training corpus is injected with attack spam 
messages. 

Lemma A.1  The I(m) score defined in Eq. (4) is non-decreasing in fi for all i. 

Proof. We show that the derivative of I(m) with respect to fk is non-negative.  
By rewriting, Eq. (3) as ( ) [ ]( )2

2 : ( ) 11 2log
in i iS δχ == − − Π mm f , we can use the 

chain rule.  Let ( ) [ ]: ( ) 1ii ix δ == Π mf f  and we have 
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By an analogous derivation, replacing fi by 1 - fi, we have 
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Finally, we obtain the result 
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Remark A.2  Given a fixed number of attack spam messages, fj is independent of the number of 
those messages containing the ith token for all j i≠ . 
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This remark follows from the fact that the inclusion of the ith token in at-
tack spams affects NS(i) and N(i) but not NH(i), NS, NH, NS(j), NH(j), N(j) for all 
j i≠  (see Eq. (1) and Eq. (2) in Section 2.2.3). 

After an attack of a fixed number of spam messages, the score I(m) of an 
incoming test message m can be maximized by maximizing each fi separately.  
This motivates our attacks—intuitively, we increase the fi of tokens appearing 
in m. 

2.A.2 Effect of Poisoning on Token Scores 

We have not yet established how email spam scores change as the result of 
an attack message in the training set.  One might assume that the ith score fi 
should increase when the ith token is added to the attack email.  This would be 
the case, in fact, if the token score in Eq. (1) were computed  according to 
Bayes' Rule.  However, the score in Eq. (1) is derived by applying Bayes' Rule 
with an additional assumption that the prior of spam and ham is equal.  As a 
result we show that fi can be smaller if the ith token is included in the attack 
email. 

We consider a single attack spam message, after which the counts become 

 ( ) ( )
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Using these count transformations, we assess the effect on the smoothed 
SpamBayes score fi of training on an attack spam message a.  If the ith token is 
included in the attack (i.e., ai = 1), then the new score for the ith token (from 
Eq. (1)) is 
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If the token is not included in the attack (i.e., ai = 0), then the new token 
score is 
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We use the notation (1)
if  and (0)

if  to denote the smoothed spam score after 
the attack depending on whether or not the ith token was used in the attack 
message. 

We wish to analyze the quantity 

 (1) (0) .i i iΔ = −f f f  

One might expect this difference to always be non-negative, but we show 
that in some scenarios Δfi < 0.  After some algebra, we expand Δfi as follows: 
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where (1) (1)
( , ) ( , )1H i S i= −P P  is the altered ham score of the ith token.  The first 

factor in the above expression is positive and the second is defined as 
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When we combine these two terms, only the numerator can be negative.  
Focusing on conditions under which this can happen leads to the (weakest) 
conditions that NS(i) = 0, s > 0, NH(i) > 0 and 
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If NS(i) > 0, the resulting bound would be larger. 
Under SpamBayes' default values of s = 1 and x = 1/2, we can rewrite the 

above condition as NS(i) = 0, NH(i) > 0, and 
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Since ( ) 1HN i ≥ , we have the weakest possible condition for Δfi to be 
negative under default settings: 7S HN N≥ , NH(i) = 1, and NS(i) = 0.  Thus, 
when the number of spam, NS, in the training set is sufficiently larger than the 
number of ham, NH, it is possible that the score of a token will be lower if it is 
included in the attack message than if it were excluded.  This is a direct result 
of the assumption made by SpamBayes that NS = NH.  Such aberrations will 
occur most readily in tokens with low initial values of NH(i) and NS(i). 
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3 Survey of Machine Learning Methods for 
Database Security 

Ashish Kamra1 and Elisa Bertino2 

Abstract   Application of machine learning techniques to database security 
is an emerging area of research. In this chapter, we present a survey of 
various approaches that use machine learning/data mining techniques to 
enhance the traditional security mechanisms of databases. There are two 
key database security areas in which these techniques have found applica-
tions, namely, detection of SQL Injection attacks and anomaly detection 
for defending against insider threats. Apart from the research prototypes 
and tools, various third-party commercial products are also available that 
provide database activity monitoring solutions by profiling database users 
and applications. We present a survey of such products. We end the chap-
ter with a primer on mechanisms for responding to database anomalies. 

 

 
3.1 Introduction 

Machine learning (ML) techniques have traditionally found applications in 
the field of computer security for detection of anomalies in the working of an 
information system. The essential idea is simple and has been applied to dif-
ferent kinds of information systems such as networks, operating system, appli-
cation software, and so forth[1]. The operation of an anomaly detection (AD) 
mechanism using ML techniques is typically divided into two phases, a train-
ing phase and a detection phase. In the training phase, the AD mechanism 
learns the normal behavior of the information system. The outcome of the 
training phase is set of profiles characterising the system behavior. The pro-
files are used to logically divide the system behavior in a manner that supports 
detection of anomalies in the detection phase. For example, the behavior of an 
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operating system can be modeled as a set of profiles where each profile is as-
sociated with the actions of a single user. Such model can then be used for de-
tection of anomalous user actions. Moreover, if the number of users is large 
and many users exhibit similar behavior, a single profile can be associated 
with a group of users (a role, such as) that exhibit similar behavior. The in-
formation in the learned profile depends on the system events under observa-
tion, type of information gathered from these events, and on the learning algo-
rithm used. After the profiles are created, the AD mechanism is operated in a 
detection mode. In detection mode, a new event under observation is checked 
against the learned profiles for fitness. Many different criterions such as statis-
tical deviation tests, outlier detection tests, posterior probabilities, and so forth 
can be used to determine the fitness of an event to the learned profiles[1]. If 
the event does not fit the profiles (according to some threshold), it is flagged 
off as anomalous. Otherwise, the information from the event is either merged 
into the profiles or discarded. An AD system has an advantage over a signa-
ture-based system in that it can detect potentially novel attacks, while a signa-
ture-based system could only go as far as those attacks for which signatures 
have been created. The downside of an AD system is the number of false 
alarms it can raise if the profiles learned during the training phase do not fit 
the normal behavior well. 

In this chapter, we present a survey of machine learning techniques for 
anomaly detection in a Database Management System (DBMS). We first mo-
tivate the problem of anomaly detection in context of a DBMS. Data represent 
today an important asset for companies and organizations. Some of these data 
are worth millions of dollars and organizations take great care at controlling 
access to these data, with respect to both internal users, within the organiza-
tion, and external users, outside the organization. Data security is also crucial 
when addressing issues related to privacy of data pertaining to individuals; 
companies and organizations managing such data need to provide strong guar-
antees about the confidentiality of these data in order to comply with legal 
regulations and policies[2]. Overall, data security has a central role in the lar-
ger context of information systems security. Therefore, the development of  
DBMSs with high-assurance security (in all its flavors) is a central research is-
sue. The development of such DBMS requires a revision of architectures and 
techniques adopted by traditional DBMS[3]. An important component of this 
new generation security-aware DBMS is an anomaly detection mechanism. 
Even though a DBMS provides access control mechanisms, these mechanisms 
alone are not enough to guarantee data security. They need to be comple-
mented by suitable AD mechanisms; the use of such mechanisms is crucial for 
protecting against impersonation attacks and against malicious code embedded 
in application programs. Also AD mechanisms help in addressing the problem 
of insider threats, an increasingly important problem in today’s organizations 
for which not many solutions have been devised. However, despite the fact 
that building AD systems for networks and operating systems has been an ac-
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tive area of research, few AD systems exist that are specifically tailored to a 
DBMS. There are two main reasons that motivate the necessity of AD systems 
for a DBMS. The first is that actions deemed malicious for a database applica-
tion are not necessarily malicious for the network or the operating system; 
thus AD systems specifically designed for the latter would not be effective for 
database protection. The second, and more relevant motivation, is that AD 
systems designed for networks and operating systems are not adequate to pro-
tect databases against insider threats, which is an important issue when dealing 
with privacy. These threats are much more difficult to defend against, because 
they are from subjects that are legitimate users of the system, and thus may 
have access rights to data and resources. 

We next present a general categorization of threats to databases and iden-
tify which threats can be addressed by anomaly detection techniques. The 
threats can be broadly categorized as follows[4]: 

1. Privilege Elevation. Elevated privileges may be obtained by an at-
tacker by: Exploiting software vulnerabilities, vulnerabilities in the da-
tabase server code can be exploited to launch arbitrary programs; SQL 
Injection, Web applications and database stored procedures that do not 
sanitize user input can be exploited to gain elevated privileges. 

2. Privilege Abuse. This is the insider threat scenario. In this case, a ma-
licious user uses his/her privileges for performing actions that do not 
conform to its expected day-to-day behavior.  

To defend against privilege elevation due to software vulnerabilities, the 
DBMS must be patched regularly[4]. The anomaly detection techniques dis-
cussed in this chapter address the problem of SQL injection attacks and the 
privilege abuse behavior. As is the case with a typical AD mechanism, the 
goal of all schemes discussed in this chapter is to build profiles representing 
normal behavior of database users/database applications. Any significant de-
viation from the normal profiles is then termed as malicious behavior. In what 
follows, we give some examples of anomalous actions that can be detected by 
profiling users and applications interacting with a DBMS: 

1. User U has read access to table T. Normally on a daily basis, U ac-
cesses only a fraction of records in T. One day, U issues a query to read 
all the data from all columns of T. 

2. A DBA logs in from an IP address from which he/she has never logged 
in before. 

3. A backup DBA issues select queries on the application data tables. 
4. A database application issues malformed queries that result in database 

errors on a regular basis. This may be an indication of the information 
gathering phase of a SQL injection attack. 
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5. A malicious employee writes code that reads all credit card numbers 
from a production database table and sends these sensitive data across 
to a remote development database.  

3.1.1 Paper Road Map 

The rest of the chapter is as follows. In Section 3.2 we present an over-
view of two approaches that use ML techniques to detect SQL injection at-
tacks. In Section 3.3, we present a survey of various techniques for detecting 
the insider threat behavior in context of a DBMS. We present in detail the ap-
proach of Kamra et al. that detects anomalous access patterns in relational da-
tabases. We conclude in Section 3.4 with emerging research trends in this 
field. 

3.2 Detection of SQL Injection Attacks 

With the rapid advancement of information technologies in the recent past, 
the amount of data stored within an organization’s databases has increased 
manifold. A lot of these data is sensitive, and critical to an organization’s day 
to day operations. Therefore, database vendors have traditionally strived to 
strengthen the security mechanisms surrounding these databases. One such 
approach is to install the databases behind an internal firewall, and restrict ac-
cess to them through only application programs. To access a database, users 
connect to one such application, and the application submits queries to the da-
tabase on behalf of the users. The threat to a database arises when these appli-
cation programs do not behave as intended. Such behavior may often depend 
on the input provided by users, as is the case of the well known SQL Injection 
attack. As an example of such an attack, consider the following scenario of a 
database application program that tries to authenticate a user. The application 
presents the user with an authentication form and the user submits his user-
name and password to the application. The application, at the server side, col-
lects this information, creates a SQL query and submits it to the organization’s 
database in order to obtain the verification results. Consider the following ap-
plication code fragment: 

 
SQLQuery = "SELECT Username FROM Users WHERE Username = ‘" & 
strUsername & "’ AND Password = ‘" & strPassword & "’" 
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In this code, the application receives the input supplied by the user 
through a form, embeds it directly into a SQL query and submits it to the da-
tabase. Everything is fine as long as the user provides just the username and 
password. However, suppose that an attacker submits a login and password 
that looks like the following: 

 
Login   : xyz 
Password: abc OR ‘ ’ = ‘ 
 
Such input would result in the following SQL query: 

 
SELECT Username FROM Users WHERE Username = ‘xyz’ AND Password 
= ‘abc’ OR ‘ ’ = ‘ ’ 

 
Instead of comparing the user-supplied data with entries in the Users table, 

the query compares ‘’ (empty string) to ‘’ (empty string). This will always re-
turn a true result, and the attacker will then be logged in as the first user re-
turned by the query. The above is a classical example of a SQL Injection at-
tack. Essentially, SQL Injection is an attack exploiting applications that 
construct SQL statements from user-supplied input. When an application fails 
to properly validate user-supplied input, it is possible for an attacker to alter 
the construction of backend SQL statements. Several threat scenarios may 
arise because of these altered SQL queries. As we saw from the above exam-
ple, SQL Injection may allow an attacker to get unauthorized access to the da-
tabase. Moreover, the modified SQL queries are executed with the privileges 
of the application program. An attacker may thus abuse the privileges of the 
program in a manner unintended by the application program designers. We di-
rect the reader to [5] for an in-depth survey of SQL Injection attacks and coun-
termeasures. 

There have been two main approaches [6][7] proposed that make use of 
machine learning techniques to detect SQL Injection attacks. Both techniques 
model SQL Injection attacks as an anomaly detection problem. The main dif-
ferences are in the proposed detection models and the tier at which the 
schemes operate. In what follows, we discuss these approaches in detail and 
present their pros and cons. 

3.2.1 A Learning-based Approach to the Detection of SQL Attacks 

Valeur et al. [6] have proposed an intrusion detection system capable of 
detecting a variety of SQL injection attacks. Their approach uses multiple sta-
tistical models to build profiles of normal access to the database. As with most 
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learning-based anomaly detection techniques, the system requires a training 
phase prior to detection. The training phase itself is divided into two halves: In 
the first half, the data fed to the models is used to determine the model pa-
rameters. During this phase, the models learn what normal queries look like. 
The second half of the training phase is the threshold learning phase. In this 
phase, the system, instead of updating the model parameters, calculates an 
anomaly score based on how well the queries fit the trained models. For each 
model, the maximum anomaly score observed during this phase is stored and 
is used as a tunable threshold for flagging anomalous requests in the detection 
phase. 

The system contains a parser that processes each input SQL query and re-
turns a sequence of tokens. Each token has a flag that indicates whether the 
token is a constant or not. Constants are the only elements that should contain 
a user supplied input (which may be malicious). Each constant also has a data 
type attached to it that decides the statistical model to be applied to it. A fea-
ture vector is thus created by extracting all tokens marked as constants. A pro-
file is then a collection of statistical models and a mapping that dictates which 
features are associated with which models. The name of the script generating 
the query and the skeleton query are used as keys to look up a profile. We now 
briefly describe the heart of the scheme, that is, the statistical models used to 
characterize the feature vectors. A detailed description of these statistical 
models can be found be in [8]. 

1. String Length. The string length model approximates the distribution 
of the length of the string values in the feature vectors. Features that 
deviate from the observed normal string length values are characterized 
as anomalous. The detection of deviation is based on the Chebyshev 
inequality [9]. 

2. String Character Distribution. The string character distribution 
model captures the concept of a normal string constant token by look-
ing at its character distribution model. For each observed argument 
string, its character distribution is stored. The idealized character dis-
tribution (ICD) is then approximated by calculating the average of all 
stored character distributions. In the detection phase, given an ICD, the 
probability that the character distribution of a given argument is an ac-
tual sample drawn from its ICD is determined using a statistical test. 

3. String Structural Inference. The goal of this model is to generate a 
grammar capable of producing at least all string values observed during 
the training phase (for a specific feature). The approach used for the 
structural inference model generation procedure is to generalize the 
grammar as much as possible but to stop before too much structural in-
formation is lost. The stopping criterion for generalization is specified 
with the help of Markov models and Bayesian probability. During the 
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detection phase it is checked whether a string can be generated by the 
resulting grammar. If not, it is flagged as anomalous.  

Other statistical models used in this work are String Prefix and Suffix 
Matcher, and Token Finder [6].  

One advantage of this scheme is that it uses multiple models to character-
ize the user input. Thus, the susceptibility of the detection mechanism 
to mimicry attacks [10] is reduced. A mimicry attack is one in which an at-
tacker builds malicious inputs while mimicking the behavior of the model 
used by the detection mechanism. Using multiple models is one way to protect 
the detection mechanism against such attacks. A major concern with the 
scheme is its execution and storage overhead, since multiple statistical models 
are maintained for each pair of template query and application. In applications 
with large number of distinct template queries, the overhead due to the detec-
tion mechanism may be large. 

3.2.2 Profiling Database Applications to Detect SQL Injection 
Attacks 

Bertino et al. [7] have proposed a framework based on anomaly detection 
techniques to detect malicious behavior of database application programs. The 
approach is as follows. Profiles of application programs are created that can 
represent their normal behavior in terms of SQL queries submitted by these 
programs to the database. Query traces from database logs are used for this 
purpose. An anomaly detection model based on data mining techniques is then 
used to detect behavior deviating from normal. The anomalous behavior that is 
focused on in this work is behavior related to SQL Injection attacks. The au-
thors argue that SQL injection, traditionally, has been considered as an appli-
cation level vulnerability and solutions have been proposed at that level [5]. 
However, even though the mechanism of a SQL Injection attack is through an 
application, the resource the security of which is directly threatened is the da-
tabase. Therefore, they propose a solution to enhance the traditional security 
mechanisms of a DBMS to protect against such attacks. The essential idea mo-
tivating their approach is that SQL injection can be modeled as an anomaly 
detection problem. In a typical database application, the input supplied by the 
users is used to construct the where clause of queries at run time. An SQL in-
jection attack typically involves malicious modifications to this input either by 
adding additional clauses or by changing the structure of an existing clause. 
The projection clause of the query, however, is not modified and remains 
static because it is not constructed at run time. Driven by this observation, they 
use association rule mining techniques to derive rules that represent the asso-
ciative relationships among the various query attributes. Two sets of rules spe-
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cific to the task are derived. The first set consists of rules binding 
the projection attributes of the query to the attributes used in the where clause. 
The second set of rules represent the relationship among the attributes in 
the where clause of the query. The attributes include the constants in a where 
clause. These two sets of rules together form the profile of an application. To 
detect an attack query, it is checked if the relationship among the query (under 
consideration) attributes can be inferred by the set of rules in the application 
profile. If not, the system flags the query as an SQL injection query. 

There are some fundamental differences between the two schemes. The 
first difference is the tier at which the systems operate. In the scheme of Ber-
tino et al. [7], the detection mechanism is operated at the database tier with no 
hooks at the application side. This set-up is more difficult to defend against as 
no control over the application is assumed. But we believe that it is also a real-
istic scenario in many real-life DBMS installations. Valeur et al. [6], on the 
other hand, establish hooks at the application side that allow them to capture 
user inputs to the application program. The second difference is the way an 
SQL Injection attack is modeled. Valeur et al. learn models characterizing the 
user inputs, while Bertino et. al. [7], learn the query structure itself and stores 
the learned structure as association rules. Both schemes may suffer from high 
detection overhead in case of large number of distinct template queries. For 
the former, this will lead to a large number of statistical models to maintain, 
while for the latter the number of association rules to be maintained will be 
large. 

3.3 Anomaly Detection for Defending Against Insider Threats 

In this section, we first briefly review two approaches that use data mining 
techniques to detect anomalies in a DBMS [11][12]. We then review in detail 
the work on detecting anomalous database access patterns by Kamra et 
al. [13][14]. 

3.3.1 DEMIDS: A Misuse Detection System for Database Systems 

DEMIDS is a misuse-detection system, tailored for relational database 
systems [11]. It uses audit log data to derive profiles describing typical pat-
terns of accesses by database users. Essential to such an approach is the as-
sumption that the access pattern of users typically forms a working scope 
which comprises sets of attributes that are usually referenced together with 
some values. The idea of working scopes is captured by mining frequent item-
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sets which are sets of features with certain values. Based on the data structures 
and integrity constraints encoded in the system catalogs and the user behavior 
recorded in the audit logs, DEMIDS describes distance measures that capture 
the closeness of a set of attributes with respect to the working scopes. These 
distance measures are then used to guide the search for frequent itemsets in the 
audit logs. Misuse of data, such as tampering with the data integrity, is de-
tected by comparing the derived profiles against the organization’s security 
policies or new audit information gathered about the users. 

The goal of the DEMIDS system is two-fold. The first goal is detection of 
malicious insider behavior. Since a profile created by the DEMIDS system is 
based on frequent sets of attributes referenced by user queries, the approach is 
able to detect an event when a SQL query submitted by an insider does not 
conform to the attributes in the user profile. The second goal is to serve as a 
tool for security re-engineering of an organization. The profiles derived in the 
training stage can help to refine/verify existing security policies or create new 
policies. The main drawback of the approach presented as in [11] is a lack of 
implementation and experimentation. The approach has only been described 
theoretically, and no empirical evidence has been presented of its performance 
as a detection mechanism. 

3.3.2 A Data Mining Approach for Database Intrusion Detection 

Hu et al. [12] propose an approach for identifying malicious transactions 
from the database logs. They propose mechanisms for finding data depend-
ency relationships among transactions and use this information to find hidden 
anomalies in the database log. The rationale of their approach is the following: 
if a data item is updated, this update does not happen alone but is accompanied 
by a set of other events that are also logged in the database log files. For ex-
ample, due to an update of a given data item, other data items may also be 
read or written. Therefore, each item update is characterized by three sets: the 
read set, the set of items that have been read because of the update; the pre-
write set, the set of items that have been written before the update but as con-
sequence of it; and the post-write set, the set of items that have been written 
after the update and as consequence of it. They use data mining techniques to 
generate dependency rules among the data items. These rules are in the fol-
lowing two forms: before a data item is updated, what other data items are 
read, and after a data item is updated what other data items are accessed by the 
same transaction. Once these rules are generated, they are used to detect mali-
cious transactions. The transactions that make modifications to the database 
without following these rules are termed as malicious. 
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The approach is novel, but its scope is limited to detecting malicious be-
havior in user transactions. Within that as well, it is limited to user transac-
tions that conform to the read-write patterns assumed by the authors. Also, the 
system is not able to detect malicious behavior in individual read-write com-
mands. 

3.3.3 Detecting Anomalous Database Access Patterns in Relational 
Databases 

Kamra et al. [14][13] have developed algorithms for detecting anomalous 
user/role access to a DBMS. In order to identify normal behavior, the system 
uses the database audit files for extracting information regarding users’ ac-
tions. The audit records, after being processed, are used to form initial profiles 
representing acceptable actions. Each entry in the audit file is represented as a 
separate data unit; these units are then combined to form the desired profiles. 
The approach considers two different scenarios while addressing this problem. 
In the first scenario, it is assumed that the database has a Role Based Access 
Control (RBAC) model in place. Under a RBAC system, permissions are as-
sociated with roles, grouping several users, rather than with single users. The 
intrusion detection (ID) system is able to determine role intruders, that is, in-
dividuals that while holding a specific role, behave differently than expected. 
The existence of roles makes the approach usable even for databases with 
large user population. When role information does exist, the profile learning 
problem is transformed into a supervised learning problem. The classification 
engine used in this case is the naive bayes classifier [15]. A profile for a naive 
bayes classifier consists of the table and column access probabilities for a spe-
cific role. The roles are treated as classes for the classification purpose. The ID 
task for this setting is as follows: For every new user request, its role (or class) 
is predicted by the trained classifier. If the predicted role (or class) is different 
from the original role associated with the query, an anomaly is detected. For 
benign queries, the classifier can be updated in a straightforward manner by 
adjusting the probabilities of the relevant features in the user request. 

In the second case, the same problem is addressed in the context of DBMS 
without any role definitions. This is a necessary case to consider because not 
all organizations are expected to follow a RBAC model for authorizing users 
of their databases. In such a setting, every transaction is associated with the 
user that issued it. A naive approach for ID in this setting is to build a different 
profile for every user. For systems with large user bases such an approach 
would be extremely inefficient. Moreover, many of the users in those systems 
are not particularly active and they only occasionally submit queries to the da-
tabase. In the case of highly active users, profiles would suffer from over-
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fitting, and in the case of inactive users, they would be too general. In the first 
case we would observe a high number of false alarms, while the second case 
would result in high number of missed alarms, that is, alarms that should have 
been raised. These difficulties are overcome by building user-group profiles 
(clusters of similar behaviors) based solely on the SQL commands users sub-
mit to the database. Given such profiles, an anomaly is defined as an access 
pattern that deviates from the profiles. The specific methodology that is used 
for the ID task is as follows: the training data is partitioned into clusters using 
standard clustering techniques. In this setting, the clusters obtained after the 
clustering process represent the profiles. A mapping is maintained for every 
database user to its representative cluster. The representative cluster for a user 
is the cluster that contains the maximum number of training records for that 
user after the clustering phase. For every new query under observation, its rep-
resentative cluster is determined by examining the user-cluster mapping. Note 
the assumption that every query is associated with a database user. For the de-
tection phase, two different approaches are outlined. In the first approach, the 
naive bayes classifier is applied in a manner similar to the supervised case, to 
determine whether the user associated with the query belongs to its representa-
tive cluster or not. In the second approach, a statistical test is used to identify 
if the query is an outlier in its representative cluster. If the result of the statisti-
cal test is positive, the query is marked as an anomaly and an alarm is raised. 

In what follows, we first present the system architecture and then describe 
the information captured in the user/role profiles in this approach. 

3.3.3.1 System Architecture 

The system’s architecture consists of three main components: the conven-
tional DBMS mechanism that handles the query execution process, the data-
base audit log files and the ID mechanism. These components form the new 
extended DBMS that is enhanced with an independent ID system operating at 
the database level. The flow of interactions for the ID process is shown in Fig-
ure 3.Error! Reference source not found.. Every time a query is issued, it is 
analyzed by the ID mechanism before execution. First, the feature selector 
converts the raw SQL query into one of the quiplet forms supported by the ID 
mechanism (see Section 3.3.3.2). The detection engine then checks the quiplet 
against the existing profiles and submits its assessment of the query (anoma-
lous vs. not anomalous) to the response engine. The response engine consults 
a policy base of existing response mechanisms to issue a response depending 
on the assessment of the query submitted by the detection engine. Notice that 
the fact that a query is anomalous may not necessarily imply an intrusion. 
Other information and security policies must also be taken into account. For 
example, if the user logged under the role is performing some special activities 
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to manage an emergency, the ID mechanism may be instructed not to raise 
alarms in such circumstances. If the response engine decides to raise an alarm, 
certain actions for handling the alarm can be taken. The most common action 
is to send an alert to the security administrator. However other actions are pos-
sible (Figure 3.Error! Reference source not found.), such as disable the role 
and disconnect the user making the access or drop the query. If by assessment, 
the query is not anomalous, the response engine simply updates the database 
audit log and the profiles with the query information. Before the detection 
phase, the profile creator module creates the initial profiles from a set of intru-
sion free records from the database audit log. 

 

 
Fig. 3.1 : Overview of the ID process  

3.3.3.2  Profile Information 

In order to identify user behavior, the database audit files are used for ex-
tracting information regarding users’ actions. The audit records, after being 
processed, are used to form initial profiles representing acceptable actions. 
Each entry in the audit file is represented as a separate data unit; these units 
are then combined to form the desired profiles. 

The authors assume that users interact with the database through com-
mands, where each command is a different entry in the log file, structured ac-
cording to the SQL language. For example, in the case of select queries such 
commands have the format: 
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 SELECT [DISTINCT] {TARGET-LIST} 
 FROM              {RELATION-LIST} 
 WHERE             {QUALIFICATION} 
 
In order to build profiles, the log-file entries need to be pre-processed and 

converted into a format that can be analyzed by the detection algorithms. 
Therefore, each entry in the log file is represented by a basic data unit that 
contains five fields, and thus it is called a quiplet. 

Quiplets are the basic unit for viewing the log files and are the basic com-
ponents for forming profiles. User actions are characterized using sets of such 
quiplets. Each quiplet contains the following information: the SQL command 
issued by the user, the set of relations accessed, and for each such relation, the 
set of referenced attributes. This information is available in the three basic 
components of the SQL query, namely, the SQL COMMAND, the TARGET-
LIST and the RELATION-LIST. The QUALIFICATION component of the 
query is also processed to extract information on relations and their corre-
sponding attributes that are used in the query predicate. Therefore, the abstract 
form of such a quiplet consists of five fields (SQL Command, Projection Rela-
tion Information, Projection Attribute Information, Selection Relation Infor-
mation and Selection Attribute Information). Depending on the level of detail 
required in the profile construction phase and in the ID phase, the quiplets are 
captured from the log file entries using three different representation levels. 
Each level is characterized by a different amount of recorded information. 

The most naive representation of an audit log-file record is termed as, 
coarse quiplet or c-quiplet. A c-quiplet records only the number of distinct re-
lations and attributes projected and selected by the SQL query. Therefore, c-
quiplets essentially model how many relations and how many attributes are 
accessed in total, rather than the specific elements that are accessed by the 
query. Apparently, a large amount of valuable information in the database log 
is ignored by c-quiplets. It is however useful to consider such a primitive data 
representation since it is sufficient in the case of a small number of well-
separated roles. Moreover, more sophisticated representations of log-file en-
tries are based on the definition of c-quiplets. 

The second representation scheme captures more information from the log 
file records. This representation is termed as, medium-grain quiplet or m-
quiplet. These quiplets extend the coarse quiplets by further exploiting the in-
formation present in the log entries. Like a c-quiplet, an m-quiplet represents a 
single log entry of the database log file. In this case though, each relation is 
represented separately by the number of its attributes projected (or selected) 
by the SQL query. 

Finally, a third representation level of log-file records is introduced which 
extracts the maximum information from the log files. This representation is 
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termed as, fine quiplet or f-quiplet. The structure of an f-quiplet is similar to 
that of an m-quiplet. In particular, the first, the second and the fourth fields of 
an f-quiplet are the same as the corresponding fields of the m-quiplets. The f-
quiplets and m-quiplets differ only for the third and fifth fields. In the case of 
f-quiplets, these fields are vector of vectors and are called PROJ-BIN-
ATTR[][] and SEL-BIN-ATTR[][] respectively. The i-th element of PROJ-
BIN-ATTR[][] is a vector corresponding to the i-th relation of the database 
and having size equal to the number of attributes of relation i. The i-th element 
of PROJ-BIN-ATTR[][] has binary values indicating which specific attributes 
of relation i are projected in the SQL query. The semantics of SEL-BIN-
ATTR[][] are analogous. 

 
SQL Command c-quiplet m-quiplet f-quiplet 

Select 1 1 2 2. , .R A R C  select<2><2> select <1,1><1,1> select <1,1> 

From 1 2,R R  <2><2> <1,1><1,1> <[1,0,0],[0,0,1]> 

Where 1 1.R B  = 

2 2.R B  

  <1,1> [0,1,0],[0,1,0] 

Table 3.1 Quiplet construction example 

Table 3.1 shows a SQL command corresponding to select statement and 
its representation according to the three different types of quiplets. In the ex-
ample, a database schema consisting of two relations 1 1 1 1{ , , }R A B C=  and 

2 2 2 2{ , , }R A B C= , is considered. 
The authors have demonstrated experiments that evaluate the performance 

of the three different representation schemes. For details on the experimental 
set-up and results, we refer the reader to [14][13]. 

The approach is useful for three main reasons. First, by modeling the ac-
cess patterns of users from the SQL command syntax, the insider threat sce-
nario is addressed directly. The approach should be able to capture users/roles 
that access relations (or columns within relations) not conforming to their 
normal access behavior. Second, the three different granularity levels of repre-
sentation proposed in the scheme offer alternatives for space/time/accuracy 
overhead. The finer the granularity of the information captured, more space it 
will occupy resulting in larger but more accurate detection assessments. Third, 
the profiles themselves can be used by the security administrators to refine ex-
isting access control policies of the database system or define new ones. 

The main drawback of the approach is that it only takes into consideration 
the information from the SQL query syntax. The semantic information such as 
constant values in the where clause, on which the number of tuples re-
turned/updated by a SQL command depend, is not taken into account. 
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3.4 Emerging Trends 

In the previous sections, we have described the current approaches to-
wards anomaly detection in a DBMS using ML techniques. As we can see 
from the relatively few number of approaches, this still is a nascent area of re-
search. In the industry as well, none of the DBMS vendors support an anomaly 
detection mechanism yet. However, recently we have seen an interest in third-
party database activity monitoring (DAM) products [16]. A DAM product 
continuously monitors a DBMS externally and reports any relevant suspicious 
activity [16]. We present an overview of state of the art in DAM products in 
the next section. 

3.4.1 Database Activity Monitoring 

Gartner research has identified DAM as one of the top five strategies that 
are crucial for reducing data leaks in organizations [17], [18]. Such step-up in 
data vigilance by organizations is partly driven by various government regula-
tions concerning data management such as SOX, PCI, GLBA, HIPAA and so 
forth [19]. Organizations have also come to realize that current attack tech-
niques are more sophisticated, organized and targeted than the broad-based 
hacking days of past. Often, it is the sensitive and proprietary data that is the 
real target of attackers. Also, with greater data integration, aggregation and 
disclosure, preventing data theft, from both inside and outside organizations, 
has become a major challenge. Standard database security mechanisms, such 
as access control, authentication, and encryption, are not of much help when it 
comes to preventing data theft from insiders [20]. Such threats have thus 
forced organizations to re-evaluate security strategies for their internal data-
bases [19]. Today there are several commercial products for database monitor-
ing against intrusions [16]. We categorize them into two broad catego-
ries: network-appliance-based and agent-based. 

Network-appliance-based solutions consist of a dedicated hardware appli-
ance that taps into an organization’s network, and monitors network traffic to 
and from the data center. These appliances can either be operated in a passive 
mode in which they observe the traffic and report suspicious behavior, and 
an inline mode where all traffic to the data center passes through them. Agent-
based solutions, on the other hand, have a software component installed on the 
database server that interacts with the database management system (DBMS) 
in order to monitor accesses to the data. 

Each method has its own advantages and disadvantages. A passive net-
work-appliance does not increase network latency but its ability to block an 
actual attack is limited [16]. Moreover, network appliances, in general, have a 
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major disadvantage in their inability to monitor privileged users who can log 
into the database server directly. Agent-based solutions, on the other hand, re-
sult in some overhead because of the additional software running on the data-
base server and its usage of CPU and memory resources. However, because 
agent-based solutions are able to directly communicate with the database 
server, they have a better view of the database structure and are thus able to 
more effectively monitor the server usage [16]. 

Many of the DAM products claim to use anomaly detection techniques for 
detecting exceptional actions of database users [21], [22][23]. But in general, 
it is hard to comment on their internal details as all of them use proprietary al-
gorithms. One common theme, though, that runs across all the products is that 
the profiles learnt over a period of time are presented to the administrator as a 
baseline policy. The baseline policy can be refined by the administrator as per 
the organization’s rules and regulations. 

So far we have focused on the detection of anomalies in context of 
DBMS. We now turn our attention to responding to a database anomaly. The 
DAM products are crucial in the line of defense against data theft, but a com-
mon shortcoming they all have is their inability to issue a suitable response to 
an ongoing attack. In case of an inline network-appliance, once malicious 
packets are detected, the system can either be aggressive and drop the packets, 
or take a conservative approach by only raising an alarm, but still let the pack-
ets go through. At the network level, there is little else that can be done. An 
agent-based solution, unless it acts as a front-end proxy to the database server, 
cannot do much either other than raise an alarm for the security manage-
ment [16]. So what more can a DBMS do to respond to an anomalous request?  
We discuss this question in the next section. 

3.4.2 Responding to Database Anomalies 

Standard security violations in the context of a DBMS are dealt with sim-
ple and intuitive responses. For example, if a user tries to exercise an unas-
signed privilege, the access control mechanism will deny the access request. 
However, it is not trivial to develop a response mechanism capable of auto-
matically taking actions when abnormal database behavior is detected. Let us 
illustrate this with the following example. Consider a database system with 
several users, each having the data-reader and the data-writer role in the da-
tabase3. We consider a database monitoring system in place that builds data-
base user profiles based on SQL queries submitted by the users. Suppose that 

                                                           
3SQL Server 2000/2005 has the fixed database roles, db_datareader and db_data 
writer [24] 
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a user U, who has never accessed table T, issues a query that accesses all col-
umns in T. The detection mechanism flags this request as anomalous for U. 
The major question is what the system should do next once a request is 
marked as anomalous by the detection mechanism. Since the anomaly is de-
tected based on the learned profiles, it may well be a false alarm. It is easy to 
see then there are no simple intuitive response measures that can be defined 
for such security-related events. The system should take different response ac-
tions depending on the details of the anomalous request and the request con-
text. If T contains sensitive data, a strong response action is to revoke the 
privileges corresponding to actions that are flagged as anomalous. In our ex-
ample, such a response would translate into revoking the select privilege on 
table T from U. Different and more articulated response actions can be formu-
lated by introducing the notion of “privilege states”. For example, the privi-
lege corresponding to an anomalous action may be moved into a suspended 
state until a remedial action, such as a 2nd -factor authentication, is executed 
by user U. However, if the user action is a one-time action part of a bulk-load 
operation, when all objects are expected to be accessed by the request, no re-
sponse action may be necessary. The key observation here is that a DBMS 
needs to be instrumented with capabilities to decide which response measure 
to take under a given situation. Therefore, a response policy is required by the 
database security administrator to specify appropriate response actions for dif-
ferent circumstances. 

Creation, storage and execution of policies for responding to database 
anomalies is an exciting new area of research. An important component of 
such research is once a baseline response policy is defined by the administra-
tor, how can the policy be refined automatically by the response mechanism. 
Can we create feedback loops such that the response system learns from its 
own responses (right and wrong both) and gets better over a period of time? 
We expect to see more work being done in this field in future. 

3.4.3 Conclusion 

In this chapter we have presented an overview of approaches using ma-
chine learning techniques for anomaly detection in databases. These tech-
niques have primarily been used for detection of SQL injection attacks and 
anomaly detection for addressing the insider threat scenario. This is still a new 
area of research as we could see from the relatively few number of ap-
proaches. We then briefly described two emerging themes in this field. The 
first theme is database activity monitoring using proprietary third-party prod-
ucts that are external to the DBMS. Some of the products claim to employ 
anomaly detection techniques for detecting malicious user activity, but there 
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seems to be definite scope for innovation in this area. The second theme is the 
relatively unexplored field of issuing an appropriate response to an anomalous 
user action. We expect to see more exciting work being done in these two ar-
eas in future. 
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4 Identifying Threats Using Graph-based 
Anomaly Detection 

William Eberle1, Lawrence Holder2, Diane Cook3 

Abstract Much of the data collected during the monitoring of cyber and other in-
frastructures is structural in nature, consisting of various types of entities and rela-
tionships between them. The detection of threatening anomalies in such data is 
crucial to protecting these infrastructures. We present an approach to detecting 
anomalies in a graph-based representation of such data that explicitly represents 
these entities and relationships. The approach consists of first finding normative 
patterns in the data using graph-based data mining and then searching for small, 
unexpected deviations to these normative patterns, assuming illicit behavior tries 
to mimic legitimate, normative behavior. The approach is evaluated using several 
synthetic and real-world datasets. Results show that the approach has high true-
positive rates, low false-positive rates, and is capable of detecting complex struc-
tural anomalies in real-world domains including email communications, cell-
phone calls and network traffic. 

4.1 Introduction 

Maintaining the security of our infrastructure, whether physical or cyber, 
requires the ability to detect threats to the infrastructure. Modern threats are 
sophisticated, multifaceted, coordinated and attempt to mimic normal activity. 
Detecting such threats requires approaches that consider many different types 
of activities and the relationships between them. We describe an approach that 
represents the activities and relationships as a graph, mines the graph for nor-
mative patterns, and then searches for unexpected deviations to the normative 
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patterns. These unexpected deviations may indicate the presence of a threat to 
the infrastructure being monitored. 

The ability to mine data represented as a graph has become important in 
several domains for detecting various structural patterns (Cook and Holder 
2006). One important area of data mining is anomaly detection, particularly 
for fraud. However, less work has been done in terms of detecting anomalies 
in graph-based data. While there has been some previous work that has used 
statistical metrics and conditional entropy measurements, the results have been 
limited to certain types of anomalies and specific domains. 

In this chapter we present graph-based approaches to uncovering anoma-
lies in domains where the anomalies consist of unexpected entity/relationship 
alterations that closely resemble non-anomalous behavior. We have developed 
three algorithms for the purpose of detecting anomalies in all three types of 
possible graph changes:  label modifications, vertex/edge insertions and ver-
tex/edge deletions. Each of our algorithms focuses on one of these anomalous 
types, using the minimum description length principle to first discover the 
normative pattern. Once the common pattern is known, each algorithm then 
uses a different approach to discover particular anomalous types. The first al-
gorithm uses the minimum description length to find anomalous patterns that 
closely compress the graph. The second algorithm uses a probabilistic ap-
proach to examine pattern extensions and their likelihood of existence. The 
third algorithm analyzes patterns that come close to matching the normative 
pattern, but are unable to make some of the final extensions leading to the 
construction of the normative pattern. 

Using synthetic and real-world data, we evaluate the effectiveness of each 
of these algorithms in terms of each of the types of anomalies. Each of these 
algorithms demonstrates the usefulness of examining a graph-based represen-
tation of data for the purposes of detecting threats, where some individual or 
entity is cloaking their illicit activities through an attempt at closely resem-
bling normal behavior. 

The next section describes the general area of graph-based learning and 
the algorithm underlying our ability to find normative patterns in graphs. Sec-
tion 4.3 defines the problem of graph-based anomaly detection, and Section 
4.4 presents the GBAD system, which consists of three variants for detecting 
different types of graph-based anomalies. Section 4.5 presents experimental 
results evaluating GBAD on several synthetic and real-world datasets related 
to threat detection. We discuss related work in section 4.6, and conclude in 
section 4.7. 
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4.2 Graph-based Learning 

While not specific to anomaly detection, there are several approaches to 
handling the first stage of detecting anomalies, which is the discovery of the 
normative pattern in data represented as a graph. One approach called gSpan 
returns all frequent subgraphs in a database that is represented as a graph (Yan 
and Han 2002). Using a depth-first search (DFS) on the input graphs, the algo-
rithm constructs a hierarchical search tree based upon the DFS code assigned 
to each graph. Then, from its canonical tree structure, the algorithm performs a 
pre-order traversal of the tree in order to discover the frequent subgraphs. 

Another approach is found in FSG, which is similar to gSpan in that it re-
turns all of the frequent subgraphs in a database of transactions that have been 
represented as a graph (Kuramochi and Karypis 2004). However, unlike 
gSpan, FSG uses an Apriori-style breadth-first search. The algorithm takes the 
input graphs and performs a level-by-level search, growing patterns one edge 
at a time. The core of the FSG algorithm lies in its candidate generation and 
counting that are used to determine the frequent subgraphs. 

In order to mine large graphs for frequent subgraphs, Huan et al. proposed 
a maximal frequent subgraphs approach called SPIN as an improvement to 
gSpan (Huan et al. 2004). By mining only subgraphs that are not part of any 
other frequent subgraphs, they are able to reduce the number of mined patterns 
by orders of magnitude. This is accomplished by first mining all frequent trees 
from a graph, and then reconstructing all maximal subgraphs from the mined 
trees. Zeng et al. looked at the problem of dense graphs by mining the proper-
ties of quasi-cliques (Zeng et al. 2006). Using a system called Cocain, they 
propose several optimization techniques for pruning the unpromising and re-
dundant search spaces. To help combat the computational complexity of sub-
graph isomorphism, Gudes et al. proposed a new Apriori-based algorithm us-
ing disjoint paths (Gudes et al. 2006). Following a breadth-first enumeration 
and what they called an “admissible support measure”, they are able to prune 
candidate patterns without checking their support, significantly reducing the 
search space. MARGIN is another maximal subgraph mining algorithm that 
focuses on the more promising nodes in a graph (Thomas et al. 2006). This is 
accomplished by searching for promising nodes in the search space along the 
“border” of frequent and infrequent subgraphs, thus reducing the number of 
candidate patterns. 

The goal of SUBDUE is to return the substructures that best compress the 
graph (Holder et al. 1994). Using a beam search (a limited length queue of the 
best few patterns that have been found so far), the algorithm grows patterns 
one edge at a time, continually discovering which subgraphs best compress the 
description length of the input graph. The core of the SUBDUE algorithm is in 
its compression strategy. After extending each subgraph pattern by one edge, 
it evaluates each extended subgraph based upon its compression value (the 
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higher the better). A list is maintained of the best substructures, and this proc-
ess is continually repeated until either there are no more subgraphs that can 
compress or a user-specified limit is reached. 

While each of these approaches is successful at pattern discovery, we will 
use the SUBDUE compression evaluation technique as the basis for our under-
lying discovery of the normative patterns. While the gSpan application is not 
publicly available, there are a few reasons why we found FSG to not be an 
ideal candidate for our implementation. One reason for our choice of pattern 
learner lies with the format expected by the FSG application. SUBDUE can 
effectively discover normative patterns whether it is given all transactions or 
data as one entire graph, or if each transaction is defined as individual sub-
graphs. As a graph data miner, FSG shows the frequency of a pattern based 
upon the number of transactions defined in the graph input file. So, if a graph 
is not delineated by individual transactions, the frequency of every pattern is 
1, and thus very difficult to determine which pattern is the most frequent. 
However, in some later work by Kuromachi and Karypis, they improve upon 
this with an approach called Grew that is able to better handle large graphs 
that consist of connected subgraphs (Kuromachi and Karypis 2004). Another 
reason we prefer SUBDUE lies in the FSG approach to determining the nor-
mative pattern based upon frequency. While tests on various graphs showed 
SUBDUE and FSG returned the same normative pattern, when the tests in-
volved a graph where the normative pattern is not found across all transactions 
(e.g., noise), the frequent pattern is not found unless the FSG support percen-
tile is reduced. The issue then is knowing what support percentile should be 
used for a specific run. Specifying 100% support will result in the normative 
pattern being lost if the pattern is not found in every transaction, while using a 
lower percentile may result in other (smaller) normative patterns being found. 
In short, SUBDUE allows us to find the normative pattern in data that may be 
less regular or contain some noise. As will be shown in the following section, 
this is critical to the success of discovering anomalies. 

4.3 Graph-based Anomaly Detection 

Before we lay the groundwork for our definition of a graph-based anom-
aly, we need to put forth a framework for the definition of a graph. In general, 
a graph is a set of nodes and a set of links, where each link connects either two 
nodes or a node to itself. More formally, we use the following definitions 
(Gross and Yellen 1999) (West 2001): 

  
Definition:  A graph G = (V, E, L) is a mathematical structure consisting of 

three sets V, E and L. The elements of V are called vertices (or 
nodes), the elements of E are the edges (or links) between the 
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vertices, and the elements of L are the string labels assigned to 
each of the elements of V and E.  

 
Definition:  A vertex (or node) is an entity (or item) in a graph. For each 

vertex there is a labeled vertex pair (v, l) where v is a vertex in 
the set V of vertices and l is a string label in the set L of labels. 

 
Definition:  An edge (or link) is a labeled relation between two vertices 

called its endpoints. For each edge there is a labeled edge pair 
(e, l) where e is an edge in the set E of edges and l is a string 
label in the set L of labels. 

 
Definition:  An edge can be directed or undirected. A directed edge is an 

edge, one of whose endpoints is designated as the tail, and 
whose other endpoint is designated as the head. An undirected 
edge is an edge with two unordered endpoints. A multi-edge is 
a collection of two or more edges having identical endpoints. 

 
Much research has been done recently using graph-based representations 

of data. Using vertices to represent entities such as people, places and things, 
and edges to represent the relationships between the entities, such as friend, 
lives and owns, allows for a much richer expression of data than is present in 
the standard textual or tabular representation of information. Representing 
various data sets, like telecommunications call records, financial information 
and social networks, in a graph form allows us to discover structural proper-
ties in data that are not evident using traditional data mining methods. 

The idea behind the approach presented in this work is to find anomalies 
in graph-based data where the anomalous subgraph (at least one edge or ver-
tex) in a graph is part of (or attached to or missing from) a non-anomalous 
subgraph, or the normative pattern. This definition of an anomaly is unique in 
the arena of graph-based anomaly detection, as well as non-graph-based 
anomaly detection. The concept of finding a pattern that is “similar” to fre-
quent, or good, patterns, is different from most approaches that are looking for 
unusual or “bad” patterns. While other non-graph-based data mining ap-
proaches may aide in this respect, there does not appear to be any existing ap-
proaches that directly deal with this scenario.  

 
Definition:  Given a graph G with a normative substructure S, a subgraph 

S’, and a difference d between S and S’, let C(d) be the cost of 
the difference and P(d) be the probability of the difference. 
Then the subgraph S’ is considered anomalous if 0 < A(S’) ≤ 
X, where X is a user-defined threshold and A(S’) = C(d) * P(d) 
is the anomaly score. 
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The importance of this definition lies in its relationship to fraud detection 
(i.e., any sort of deceptive practices that are intended to illegally obtain or hide 
information). If a person or entity is attempting to commit fraud, they will do 
all they can to hide their illicit behavior. To that end, their approach would be 
to convey their actions to be as close to legitimate actions as possible. That 
makes this definition of an anomaly extremely relevant. 

For a graph-based anomaly, there are several situations that might occur: 
 

1. The label on a vertex is different than was expected. 
2. The label on an edge is different than was expected. 
3. A vertex exists that is unexpected. 
4. An edge exists that is unexpected. 
5. An expected vertex is absent. 
6. An expected edge between two vertices (or a self-edge to a vertex) is 

absent. 
 
These same situations can also be applied to a subgraph (i.e., multiple ver-

tices and edges), and will be addressed as such. In essence, there are three 
general categories of anomalies: modifications, insertions and deletions. 
Modifications would constitute the first two situations; insertions would con-
sist of the third and fourth situations; and deletions would categorize the last 
two situations. 

4.4 GBAD Approach 

Most anomaly detection methods use a supervised approach, which re-
quires a baseline of information from which comparisons or training can be 
performed. In general, if one has an idea what is normal behavior, deviations 
from that behavior could constitute an anomaly. However, the issue with those 
approaches is that one has to have the data in advance in order to train the sys-
tem, and the data has to already be labeled (i.e., fraudulent versus legitimate). 

Our work has resulted in the development of three algorithms, which we 
have implemented in the GBAD (Graph-based Anomaly Detection) system. 
GBAD is an unsupervised approach, based upon the SUBDUE graph-based 
knowledge discovery system (Cook and Holder 2000). Using a greedy beam 
search and Minimum Description Length (MDL) heuristic, each of the three 
anomaly detection algorithms uses SUBDUE to provide the top substructure 
(subgraph), or normative pattern, in an input graph. In our implementation, the 
MDL approach is used to determine the best substructure(s) as the one that 
minimizes the following: 
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( , ) ( | ) ( )M S G DL G S DL S= +  

where G is the entire graph, S is the substructure, DL(G|S) is the descrip-
tion length of G after compressing it using S, and DL(S) is the description 
length of the substructure.  

We have developed three separate algorithms:  GBAD-MDL, GBAD-P 
and GBAD-MPS. Each of these approaches is intended to discover all of the 
possible graph-based anomaly types as set forth earlier. The GBAD-MDL al-
gorithm uses a Minimum Description Length (MDL) heuristic to discover the 
best substructure in a graph, and then subsequently examines all of the in-
stances of that substructure that “look similar” to that pattern. The detailed 
GBAD-MDL algorithm is as follows: 

 

1.Given input graph G: 
2.Find the top-k substructures iS , that mini-

mize ( , )iM S G , where iS  is a subgraph of G. 

3.Find all close-matching instances jI  of iS such that 

the cost ( , )j iC I S  of transforming jI  to match the 

graph structure of iS  is greater than 0. 

4.Determine anomalous value for each jI  by building 

the substructure definition jS , finding all exact 

matching instances of jS such that ( )jF I  is the fre-

quency of instances that match jI , and calculating 

the value ( ) ( )* ( , )j j j iA I F I C I S= , where the lower the 

value, the more anomalous the instance. 
5.Output all jI  minimizing ( )jA I . 

 
The cost of transforming a graph A into an isomorphism of a graph B is 

calculated by adding 1.0 for every vertex, edge and label that would need to be 
changed in order to make A isomorphic to B. The result will be those in-
stances that are the “closest” (without matching exactly) in structure to the 
best structure (i.e., compresses the graph the most), where there is a tradeoff in 
the cost of transforming the instance to match the structure, as well as the fre-
quency with which the instance occurs. Since the cost of transformation and 
frequency are independent variables, multiplying their values together results 
in a combinatory value:  the lower the value, the more anomalous the struc-
ture. 

It should be noted that the value of substructure S will include the in-
stances that do not match exactly. It is these inexact matching instances that 
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will be analyzed for anomalousness. It should also be noted that we are only 
interested in the top substructure (i.e., the one that minimizes the description 
length of the graph), so k will always be 1. However, for extensibility, the k 
can be adjusted if it is felt that anomalous behavior may be found in more than 
one normative pattern. 

The GBAD-P algorithm also uses the MDL evaluation technique to dis-
cover the best substructure in a graph, but instead of examining all instances 
for similarity, this approach examines all extensions to the normative substruc-
ture (pattern), looking for extensions with the lowest probability. The subtle 
difference between the two algorithms is that GBAD-MDL is looking at in-
stances of substructures with the same characteristics (i.e., size, degree, etc.), 
whereas GBAD-P is examining the probability of extensions to the normative 
pattern to determine if there is an instance that when extended beyond its nor-
mative structure is traversing edges and vertices that are probabilistically less 
likely than other possible extensions. 

The detailed GBAD-P algorithm is as follows: 
 

1.Find the top-k substructures iS , that minimize 

( , )iM S G , where iS  is a subgraph of G. 

2.Compress G  by iS , and Find the top-k substructures 

again. 
3.Find all instances jI  that match the substructure iS . 

4.Create extended instances '
jI  that consist of an 

original instance with an additional extension of 

an edge and a vertex, such that '
j jI I⊆ , and ' '

jI I⊆ , 

where 'I is the set of all extended instances of iS . 

5.Determine anomalous value for each '
jI  by finding 

matching instances of '
jI in set 'I , and calculating 

the value of ' ' '( ) /j jA I I I=  where '
jI is the cardinality 

of the set of instances that match '
jI , and 'I is 

the cardinality of the set of extended instances of 

iS .  

6.Output '
jI  minimizing '( )jA I  and where '( )jA I  is less 

than a user acceptable threshold.  

7.Compress G by the graph structure of '
jI . 

8.Repeat step 1 and then start again at step 3. 
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'( )jA I is the probability that a given instance should exist given the exis-

tence of all of the extended instances. Again, the lower the value, the more 
anomalous the instance. Given that 'I is the total number of possible ex-

tended instances,  '
jI  can never be greater, and thus the value of '( )jA I will 

never be greater than 1.0. 
The GBAD-MPS algorithm again uses the MDL approach to discover the 

best substructure in a graph, then it examines all of the instances of parent (or 
ancestral) substructures that are missing various edges and vertices. The value 
associated with the parent instances represents the cost of transformation (i.e., 
how much change would have to take place for the instance to match the best 
substructure). Thus, the instance with the lowest cost transformation (if more 
than one instance have the same value, the frequency of the instance’s struc-
ture will be used to break the tie if possible) is considered the anomaly, as it is 
closest (maximum) to the best substructure without being included on the best 
substructure’s instance list. 

The detailed GBAD-MPS algorithm is as follows: 
 

1.Find the top-k substructures iS , that minimize 

( , )iM S G , where iS  is a subgraph of G. 

2.Find all ancestor substructures 'S such that ' iS S⊆ . 

3.Find all instances 'I  of 'S . 
4.Determine the anomalous value for each instance 'I  
as ( ') ( ')* ( ', )iA I F I C I S= . 

5.Output 'I  as an anomalous instance if its anomalous 
value is less than a user specified threshold.  

 
By allowing the user to specify a threshold, we can control the amount of 

“anomalousness” that we are willing to accept. By our definition of an anom-
aly, we are expecting low transformation costs (i.e., few changes for the 
anomalous instance to match the normative substructure). 

4.5 Experimental Results 

We have performed several experiments evaluating GBAD on both syn-
thetic and real-world data sets. Results on synthetic data show that GBAD is 
able to accurately detect different types of target anomalies with low false-
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positive rates. Results on real-world data show the types of anomalies that can 
be detected in data describing network intrusions, email communications, 
cargo shipments, cell-phone communications, and network traffic. 

4.5.1 Synthetic Data 

We constructed numerous synthetic graphs that were randomly generated 
based on the following parameters. 

 
• AV is the number of anomalous vertices in an anomalous substructure 
• AE is the number of anomalous edges in an anomalous substructure 
• V is the number of vertices in the normative pattern 
• E is the number of edges in the normative pattern 

 
Each synthetic graph consists of substructures containing the normative 

pattern (with V number of vertices and E number of edges), connected to each 
other by one or more random connections, and each test anomaly consists of 
AV number of vertices and AE number of edges altered. 

For modification anomalies:  an AV number of vertices and AE number of 
edges, from the same randomly chosen normative instance, have their labels 
modified to randomly-chosen, non-duplicating labels (e.g., we do not replace a 
vertex labeled “X” with another vertex labeled “X”). 

For insertion anomalies:  randomly inserted AV vertices and AE edges, 
where the initial connection of one of the AE edges is connected to either an 
existing vertex in a randomly chosen normative instance, or to one of the al-
ready inserted AV vertices. 

For deletion anomalies:  randomly chosen AV vertices and AV edges, 
from a randomly chosen normative instance, are deleted along with any possi-
ble “dangling” edges (i.e., if a vertex is deleted, all adjacent edges are also de-
leted). 

Due to our definition of an anomaly, all tests will be limited to changes 
that constitute less than 10% of the normative pattern. Again, since anomalies 
are supposed to represent slight deviations in normal patterns, an excessive 
change to a pattern is irrelevant. However, in order to analyze the effective-
ness of these approaches beyond the upper bounds, we will also perform some 
tests at deviations above 10%. 

Each of the above is repeated for each algorithm, varying sizes of graphs, 
normative patterns, thresholds,  iterations and sizes of anomalies (where the 
size of the anomaly is |AV| + |AE|). Also, due to the random nature in which 
structures are modified, each test will be repeated multiple times to verify its 
consistency. 
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4.5.1.1 Metrics 

Each test consists of a single graph from which 30 randomly-altered 
graphs are generated. The output shown consists of the average of the results 
of running the algorithms against those 30 graphs for the specified settings. 
The primary three metrics calculated are: 

 
1. Percentage of runs where the complete anomalous substructure was 

discovered. 
2. Percentage of runs where at least some of the anomalous substructure 

was discovered. 
3. Percentage of runs containing false positives. 

 
After the algorithm has completed, the first metric represents the percent-

age of success when comparing the results to the known anomalies that were 
injected into the data. If all of the anomalies are discovered for a particular 
run, that is counted as a success for that run. For example, if 27 out of the 30 
runs found all of their anomalies, the value for this metric would be 90.0. 

The second metric represents the percentage of runs where at least one of 
the injected anomalies was discovered. For example, if the anomaly consisted 
of 3 vertices and 2 edges that had their labels changed, and the run reported 
one of the anomalous vertices, then that run would be considered a success. 
Obviously, this metric will always be at least as high as the first metric. 

The last metric represents the percentage of runs that reported at least one 
anomaly that was not one of the injected anomalies. Since it is possible that 
multiple reported anomalous instances could have the same anomalous value, 
some runs may contain both correct anomalies and false ones. Further tuning 
of these algorithms may enable us to discover other measurements by which 
we could “break the tie” when it comes to calculating an anomalous score. 

4.5.1.2 Information Theoretic Results: GBAD-MDL 

Figures 4.1 and 4.2 show the effectiveness of the GBAD-MDL approach 
on graphs of varying sizes with random anomalous modifications. In these 
figures, the X axis represents the thresholds, the Y axis is the percentage of 
anomalies discovered, and the Z axis indicates the sizes of the normative pat-
terns, graphs and anomalies. For example, “10/10/100/100-1v” means a nor-
mative pattern with 10 vertices and 10 edges in a graph with 100 vertices and 
100 edges and an anomaly consisting of a modification to 1 vertex. (Only a 
portion of the results are shown for space reasons, and other tests showed 
similar results.) 

In the small synthetic test, when the threshold is high enough, (i.e., the 
threshold is equal to or higher than the percentage of change), it is clear that 
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this approach was able to find all of the anomalies. The only time false posi-
tives are reported is when the threshold is 0.2. For a threshold of 0.2, we are 
basically saying that we want to analyze patterns that are up to 20% different. 
Such a huge window results in some noise being considered (along with the 
actual anomalies, as all of the anomalous instances are discovered). Fortu-
nately, our definition of what is truly an anomaly would steer us towards ob-
serving runs with lower thresholds. 
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Fig. 4.1 Percentage of GBAD-MDL runs where all anomalies discovered. 
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Fig. 4.2 Percentage of GBAD-MDL runs where at least one anomaly is dis-
covered. 
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4.5.1.3 Probabilistic Results: GBAD-P 

Figure 4.3 shows the effectiveness of the GBAD-P approach on graphs of 
varying sizes with random anomalous insertions. It should be noted in this ex-
ample that even though unrealistic anomaly sizes were used (representing 20-
30% of the normative pattern), this approach is still effective. This same be-
havior can be observed in larger graphs as well. 

As a further experiment, we also tried this approach on different distribu-
tions, varying the number of vertices versus the number of edges (e.g., adding 
more edges than vertices by creating more edges between existing vertices), 
and also lessening the distribution difference between noise and anomalies. In 
all cases, the results were relatively the same, with never less than 96.67% of 
the anomalous instances being found for anomalies of size 8 (40% of the nor-
mative pattern) or less, with the lowest discovery rate being 90% for an anom-
aly of size 10 (50% of the normative pattern). 
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Fig. 4.3 GBAD-P results on anomalous insertions. 

4.5.1.4 Maximum Partial Substructure Results: GBAD-MPS 

For all tests, across all sizes of graphs and anomalies, the GBAD-MPS al-
gorithm is able to discover all of the anomalous deletions while at the same 
time reporting no false positives. Initially, the results from the runs on the 
graph with 1000 vertices and 1000 edges, where the normative pattern consists 

4 Identifying Threats Using Graph-based Anomaly Detection  



86  

of 30 vertices and 30 edges, were not good. However, when we increase the 
number of substructures (to analyze) to 100, and increase the anomalous 
threshold (i.e., cost of transformation * frequency) to 50.0, the results im-
prove. So, a good rule of thumb is to choose an anomalous threshold based 
upon the size of the normative pattern. For instance, GBAD could be run first 
to determine the normative pattern, then based upon the size of the normative 
pattern, we can determine the maximum size of an anomaly (e.g., around 
10%), choose a cost of transformation that would allow for the discovery of an 
anomaly that size, and then when we rerun the algorithm with the new thresh-
old, the result is complete discovery.  

It should be noted that the reason the number of best substructures and the 
threshold had to be increased is that as the size of the anomaly grows (i.e., the 
number of vertices and edges deleted increases), the further away the cost of 
transformation for the anomalous instance is from the normative pattern. 

4.5.1.5 Performance 

One of the factors to consider in evaluating these algorithms is their re-
spective performances.  Table 4.1 represents the average running times (in 
seconds) for each of the algorithms against varying graph sizes for the anom-
aly types that were the most effectively discovered (i.e., the types of anomalies 
that each algorithm was targeted to discover).  Overall, the running times were 
slightly shorter for the non-targeted anomalies, as the algorithms for the most 
part did not have any anomalies to process. 

Table 4.1  Running-times of algorithms (in seconds). 

Graph Size 
(Normative Pat-

tern Size) 
Algorithm 

(Anomaly Type) 

100v
100e

 (6)

100v
100e
(20)

1,000v
1,000e 

(20)

1,000v
1,000e

(60)

10,000v
10,000e

 (20)

10,000v
10,000e

(60)

GBAD-MDL  
(Modification) 

0.05-
0.08

0.26-
15.80

20.25-
55.20

31.02-
5770.58

1342.58-
15109.58

1647.89-
45727.09

GBAD-P    (In-
sertion) 1.33 0.95 30.61 18.52 745.45 2118.99

GBAD-MPS  
(Deletion) 0.14 0.07 4.97 75.59 242.65 813.46

 
Because the GBAD-MDL algorithm uses a matching threshold, the per-

formance of the algorithm is dependent upon the threshold chosen.  The higher 
the threshold, the longer the algorithm takes to execute, so there is a trade-off 
associated with the threshold choice.  Even on graphs of 10,000 vertices and 
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10,000 edges, the running times varied anywhere from 1342 seconds to 45,727 
seconds, depending upon the threshold chosen.  The GBAD-MDL algorithm is 
tractable given the input parameters.  Because of the graph matching that is 
performed, and the fact that the GBAD-MDL algorithm needs to examine 
more than just instances of the normative pattern, the user-defined threshold 
provides a means by which the threat detection analyst can decide how much 
of the entire graph they want to analyze.  The larger the graph, as well as the 
number of non-matching subgraphs one wants to analyze for anomalous struc-
ture, the greater the runtime for this algorithm.  Future work on this algorithm 
will involve a reduction in the number of graph matches by reducing the num-
ber of subgraphs that are relevant in terms of matching.  

The ability to discover the anomalies is sometimes limited by the re-
sources allocated to the algorithm.  Given a graph where the anomalous sub-
structure consists of the minimal deviation from the normative pattern, if a suf-
ficient amount of processing time and memory is provided, all of these 
algorithms will discover the anomalous substructure with no false positives.  
However, the ability to discover anomalies (per our definition) is also ham-
pered by the amount of noise present in the graph.  The issue is that if noise is 
a smaller deviation from the normative pattern than the actual anomaly, it may 
score higher than the targeted anomaly (depending upon the frequency of the 
noise).  Of course, one might say that noise is an anomaly in that it is not nor-
mal; however, it is probably not an insider threat, which is the goal of these 
approaches. 

Now, the presence of noise does not eliminate the algorithms’ abilities to 
discover the anomalous substructure.  It only results in more false positives 
being detected if the anomalous score of the noisy structure is better than the 
desired anomalous substructure.  That is where another trade-off is necessary 
that can be found in most threat detection systems: adjusting thresholds to find 
a balance of false-positives versus true anomalies.  Future work in this area 
will include not only improved heuristics to reduce the number of graph 
matches that is performed, but also algorithmic changes to analyze the distri-
bution of vertex and edge labels (especially numeric values) that will aid in the 
differentiation between seemingly similar labels, thereby reducing the effect 
of noise. 

4.5.2 Real-world Datasets 

4.5.2.1 Network Intrusion 
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One of the more applied areas of research when it comes to anomaly de-
tection can be found in the multiple approaches to intrusion detection. The 
reasons for this are its relevance to the real-world problem of networks and 
systems being attacked, and the ability of researchers to gather actual data for 
testing their models. Perhaps the most used data set for this area of research 
and experimentation is the 1999 KDD Cup network intrusion dataset (KDD 
Cup 1999).  

In 1998, MIT Lincoln Labs managed the DARPA Intrusion Detection 
Evaluation Program. The objective was to survey and evaluate research in in-
trusion detection. The standard data set consisted of a wide variety of intru-
sions simulated in a military network environment. The 1999 KDD Cup intru-
sion detection dataset consists of a version of this data. For nine weeks, they 
simulated a typical U.S. Air Force local-area network, initiated multiple at-
tacks, and dumped the raw TCP data for the competition.  

The KDD Cup data consists of connection records, where a connection is 
a sequence of TCP packets. Each connection record is labeled as either “nor-
mal”, or one of 37 different attack types. Each record consists of 31 different 
features (or fields), with features being either continuous (real values) or dis-
crete. The graph representation consisted of a central “record” vertex with 31 
outgoing edges, labeled with the feature names, connecting to vertices labeled 
with the value for that feature. In the 1999 competition, the data was split into 
two parts: one for training and the other for testing. Groups were allowed to 
train their solutions using the training data, and were then judged based upon 
their performance on the test data.  

Since the GBAD approach uses unsupervised learning, we ran the algo-
rithms on the test data so that we can judge our performance versus other ap-
proaches. Also, because we do not know the possible structural graph changes 
associated with network intrusions, we have to run all three algorithms to de-
termine which algorithms are most effective for this type of data. Each test 
contains 50 essentially random records, where 49 are normal records and 1 is 
an attack record, so the only controlled aspect of the test is that there is only 
one attack record per data set. This is done because the test data is comprised 
of mostly attack records, which does not fit our definition of an anomaly, 
where we are assuming that anomalous substructures are rare. Fortunately, this 
again is a reasonable assumption, as attacks would be uncommon in most net-
works. 

Not surprisingly, each of the algorithms has a different level of effective-
ness when it comes to discovering anomalies in intrusion detection data. Using 
GBAD-MDL, our ability to discover the attacks is relatively successful. 
Across all data sets, 100% of the attacks are discovered. However, all but the 
apache2 and worm attacks produce some false positives. 42.2% of the test 
runs do not produce any false positives, while runs containing snmpgetattack, 
snmpguess, teardrop and udpstorm attacks contribute the most false positives. 
False positives are even higher for the GBAD-P algorithm, and the discovery 
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rate of actual attacks decreases to 55.8%. GBAD-MPS shows a similarly bad 
false positive rate at 67.2%, and an even worse discovery rate at 47.8%. 

It is not surprising that GBAD-MDL is the most effective of the algo-
rithms, as the data consists of TCP packets that are structurally similar in size 
across all records. Thus, the inclusion of additional structure, or the removal of 
structure, is not as relevant for this type of data, and any structural changes, if 
they exist, would consist of value modifications. 

In order to better understand the effectiveness of the GBAD algorithms on 
intrusion detection data, we will compare our results with the graph-based ap-
proaches of Noble and Cook (Noble and Cook 2003).  They proposed two ap-
proaches to discovering anomalies in data represented as a graph.  Their 
anomalous substructure detection method attempts to find unusual substruc-
tures within a graph by finding those substructures that compress the graph the 
least, compared to our GBAD-MDL approach which uses compression to de-
termine which substructures are closest to the best substructure (i.e., the one 
that compresses the graph the most).  In their results, they use the inverse of 
the ratio of true anomalies found over the total number of anomalies reported, 
where the lower the value (i.e., a greater percentage of the reported anomalies 
are the network attacks), the more effective the approach for discovering 
anomalies.   

The other approach presented is what they call anomalous subgraph de-
tection.  The objective with this method is to compare separate structures 
(subgraphs) and determine how anomalous each subgraph is compared to the 
others.  This is similar to our approaches in that the minimum description 
length is used as a measurement of a substructure’s likelihood of existence 
within a graph.  However, in order to implement this approach, the graph must 
be divided into clearly defined subgraphs so that a proper comparison can be 
performed. The basic idea is that every subgraph is assigned a value of 1, and 
the value decreases as portions of the subgraph are compressed away.  In the 
end, the subgraphs are ranked highest to lowest, with the higher the value (i.e., 
closest to, or equal to, 1), the more anomalous the subgraph.  While this works 
well on intrusion detection data, their approach is restricted to domains where 
a clear delineation (i.e., subgraphs) must be defined.  In other words, the de-
lineation occurs when a graph can be sub-divided into distinct subgraphs, with 
each subgraph representing a common entity.  For example, in domains like 
terrorist or social networks, this type of delineation may be difficult and sub-
jective. 

Using the same set of KDD Cup intrusion detection data as set forth pre-
viously, we can compare GBAD-MDL (since it performed the best on this set 
of data) to both of these approaches, using the same anomalous attack ratios 
used by Noble and Cook.  The ratio used in their work is an inverse fraction of 
correctly identifying the attacks among all of the attacks reported.  For exam-
ple, if 10 anomalies are reported, but only 1 of them is the actual attack, then 
the fraction is 1/10, and the inverse is the score of 10, where obviously the 
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lower the score the better.  Their anomalous substructure detection method 
achieves an average anomalous ratio of 8.64, excluding the snmpgetattack and 
snmpguess attacks, while using the same scoring ratio, GBAD-MDL generates 
an average of 7.22 with snmpgetattack and snmpguess included.  In Noble and 
Cook’s paper, both the snmpgetattack and snmpguess attacks were excluded 
from the anomalous substructure detection approach results because they had 
high average attack values of around 2211 and 126 respectively (i.e., too many 
false positives).  However, GBAD-MDL is much more successful at discover-
ing these two attack types, as their respective averages are 8.55 and 7.21.  
Then, for their anomalous subgraph detection approach, they get an average 
ranking of 4.75, whereas the GBAD-MDL algorithm is able to achieve a better 
average ranking of 3.02. Figure 4.4 shows the ranking results for each of the 
different attack types. 
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Fig. 4.4  Average anomalous ranking using GBAD-MDL on KDD intrusion 
detection data. 

These results, when compared to the ones presented in Noble and Cook’s 
paper (Noble and Cook 2003), not only show an overall average improvement, 
but also again show a significant improvement when it comes to effectively 
discovering the snmpgetattack and snmpguess attacks, which both had values 
over 20 using the anomalous subgraph detection approach, whereas the 
GBAD-MDL algorithm was under 10 for both attack types.  It should also be 
noted that the false positives are mostly due to the fact that we have to in-
crease the anomalous threshold in order to detect some of the anomalous pat-
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terns.  Unlike our assumption that anomalies are small deviations from the 
normative pattern, several of the attack records are actually large deviations 
from the norm. 

4.5.2.2 Enron E-mail 

One of the more recent domains that has become publicly available is the 
data set of e-mails between management from the Enron corporation. The En-
ron e-mail dataset was made public by the Federal Energy Regulatory Com-
mission during its investigation. After subsequent data integrity resolutions, as 
well as the removal of some e-mails due to requests from affected employees, 
William Cohen at CMU put the dataset on the web for researchers. From that 
dataset, Shetty and Adibi further cleaned the dataset by removing duplicate e-
mails, and putting the final set into a publicly available database 
(http://www.isi.edu/~adibi/Enron/Enron.htm). This dataset contains 252,759 
messages from 151 employees distributed in approximately 3000 user-defined 
folders.  

This Enron e-mail database consists of messages not only between em-
ployees but also from employees to external contacts. In addition to providing 
the e-mails, the database also consists of employee information such as their 
name and e-mail address. However, since we do not have information about 
their external contacts, we decided to limit our graph to the Enron employees 
and just their correspondences, allowing us to create a more complete “social” 
structure. In addition, since the body of e-mails consists of many words (and 
typos), we limited the textual nature of the e-mails to just the subject headers. 
From these decisions, we created a graph consisting of the structure shown in 
Figure 4.5. The message vertex can have multiple edges to multiple subject 
words, and multiple recipient type edges (i.e., TO, CC and BCC) to multiple 
persons. Running the GBAD algorithms on this data set produced the small 
normative pattern shown in Figure 4.6. 
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Fig. 4.5 Graphical representation of Enron e-mail. 

 

message 2001
year

 
Fig. 4.6 Normative pattern from Enron e-mail data set. 

This was an expected normative pattern because most of the e-mail was 
from the year 2001, with little regularity beyond the fact that messages were 
sent. Considering the small size of the normative pattern, we did not run the 
GBAD-MDL and GBAD-MPS algorithms, as clearly nothing of importance 
would be derived from a modification or deletion to this normative pattern. 
However, running the GBAD-P algorithm resulted in the substructure shown 
in Figure 4.7. 
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Fig. 4.7 Results from running GBAD-P on Enron e-mail data set. 

It is interesting to point out that 859 messages were sent on October 1, 
2001, and of all of the messages in the data set, this was the only one with a 
subject of “Targets”, and 1 of only 36 messages in the entire dataset that had 
the word “Targets” anywhere in its subject line, and no messages anywhere 
that were a response to this message. 

Also, analyzing just the transfer of e-mails between the employees, GBAD 
has been able to discover various anomalous patterns as they relate to specific 
individuals. For instance, in the case of Enron employee Mark Taylor (one of 
the employees with a high volume of e-mail traffic), the normative pattern 
consists of sending e-mails to three other employees. While the employees 
that are involved in e-mails with Mr. Taylor varies, the GBAD-P algorithm 
identified one instance as anomalous because it included a link to another em-
ployee, Tana Jones, who was not found anywhere else to have been part of a 
correspondence that contained this normative pattern associated with Mr. Tay-
lor. While Ms. Jones is involved in many e-mails in the Enron dataset, the 
structural anomaly associated with the normative pattern of communication 
for Mr. Taylor results in GBAD detecting this instance of an anomalous sub-
structure. 

4.5.2.3 Cargo Shipments 
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One area that has garnered much attention recently is the analysis and 
search of imports into the United States. A large number of imports into the 
U.S. arrive via ships at ports of entry along the coast-lines. Thousands of sus-
picious cargo, whether it be illegal or dangerous, are examined by port au-
thorities every day. Due to the volume, strategic decisions must be made as to 
which cargo should be inspected, and which cargo will pass customs without 
incident; a daunting task that requires advanced analytical capabilities to 
maximize effectiveness and minimize false searches. 

Using shipping data obtained from the Customs Border and Protection 
Agency (http://www.cbp.gov/), we are able to create a graph-based representa-
tion of the cargo information where row/column entries are represented as ver-
tices, and labels convey their relationships as edges. Figure 4.8 shows a por-
tion of the actual graph that we used in our experiments. 
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Fig. 4.8 Example graph of cargo information. 

While we were not given any labeled data from the CBP, we can draw 
some results from simulations of publicized incidents. Take for instance the 
example from a press release issued by the U.S. Customs Service. The situa-
tion was that almost a ton of marijuana was seized at a port in Florida (US 
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Customs Service 2000). In this drug smuggling scenario, the perpetrators at-
tempt to smuggle contraband into the U.S. without disclosing some financial 
information about the shipment. In addition, an extra port is traversed by the 
vessel during the voyage. For the most part, the shipment looks like it contains 
a cargo of toys and bicycles from Jamaica. 

When we run all three algorithms on this graph, GBAD-MDL is unable to 
find any anomalies, which makes sense considering none of the anomalies are 
modifications. When the graph contains the anomalous insertion of the extra 
traversed port, the GBAD-P algorithm is able to successfully discover the 
anomaly. Similarly, when the shipment instance in the graph is missing some 
financial information, GBAD-MPS reports the instance as anomalous. 

There are many different non-graph-based machine learning approaches to 
anomaly detection.  In order to compare our results to a non-graph-based ap-
proach, we chose perhaps the most popular approach to anomaly detection - 
the class of approaches known as clustering.  The idea behind clustering is the 
grouping of similar objects, or data.  Clustering is an unsupervised approach 
whose goal is to find all objects that are similar where the class of the example 
is unknown (Frank and Witten 2005).  From an anomaly detection perspective, 
those objects that fall outside a cluster (outliers), perhaps within a specified 
deviation, are candidate anomalies.  Due to the popularity of this approach, 
and the fact that it is an unsupervised approach (like GBAD), we evaluate the 
effectiveness of the simple k-Means clustering approach on the cargo ship-
ment data using the WEKA tool (WEKA).  For the simple k-Means approach 
(SimpleKMeans), given a set of n data points in d-dimensional space Rd, and 
an integer k, the problem is to determine a set of k points in Rd, called centers, 
so as to minimize the mean squared distance from each data point to its near-
est center (Kanungo et al. 2000). 

First, we randomly select 200 cargo records and generate a graph from the 
chosen records.  Second, we run the graph through SUBDUE to determine the 
normative pattern in the graph.  Then, we generate multiple anomalies of each 
of the anomaly types (modifications, insertions and deletions), where each of 
the induced anomalies is similar to the real-world examples mentioned earlier 
(e.g., change in the name of a port), and the anomaly is part of a normative 
pattern.  Only choosing anomalies that are small deviations (relative to the size 
of the graph), all three of the GBAD algorithms are able to successfully find 
all of the anomalies, with only one GBAD-MDL test and one GBAD-P test 
reporting false positives. 

Using these same 200 records, we then convert the data into the appropri-
ate WEKA format for the k-Means algorithm.  For each of the tests involving 
what were vertex modifications in the graph, and are now value or field modi-
fications in the text file, the k-Means algorithm is able to successfully find all 
of the anomalies.  Similar to how we have to adjust GBAD parameters, we 
have to increase the default WEKA settings for the number of clusters and the 
seed, as the defaults do not produce any anomalous clusters on the cargo test 
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set which consists of 12 attributes for 200 records.  By increasing the number 
of clusters to 8 and the seed to 31, we are able to discover the anomalous 
modifications, as shown in the example in Figure 4.9. 

 

 
Fig. 4.9  Results from k-Means clustering algorithm on cargo data with 
anomalous modification. 

In these tests, a cluster is considered anomalous if it contains only a single 
instance. 

However, for insertions and deletions, the k-Means approach is not effec-
tive, but in some ways, that is to be expected.  The k-Means algorithm as-
sumes that every specified record is of the same length.  So, in order to simu-
late anomalous insertions, extra attributes must be added to represent the extra 
vertices, where the values for those attributes are NULL, unless an anomalous 
insertion is present.  Yet, despite the additional non-NULL attribute when the 
anomaly is present, the k-Means algorithm never reports an anomalous cluster 
for any of the tests.  When we increase the number of clusters and the seed, it 
only increases the number of false positives (i.e., clusters of single instances 
that are not the anomalous instances).  This is surprising in that we would have 
assumed that the unique value for an individual attribute would have been dis-
covered.  However, again, we are attempting to simulate a structural change, 
which is something that the k-Means algorithm (or other traditional clustering 
algorithms) is not intended to discover. 

Similarly, we can only simulate an anomalous deletion by replacing one of 
the record’s attributed values with a NULL value.  Again, at first, we would 
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have considered this to be the same as a modification, and clearly identifiable 
by the k-Means algorithm.  But, the algorithm was unable to find the anoma-
lous deletion in any of the tests, which leads us to believe that the presence of 
a NULL value has an effect on the functionality of the k-Means algorithm.  
The importance of these tests is to show that for some anomalies (specifically 
modifications) traditional machine learning approaches like clustering are also 
effective, and at the same time, the inability to discover anomalous insertions 
and deletions further justifies the use of an approach like GBAD for structural 
anomalies.  In addition, approaches like k-Means are only able to report the 
anomalous record – not the specific anomaly within the record.  

The use of the k-Means clustering algorithm for anomaly detection and in-
trusion detection has been reported in other research efforts (Portnoy 
1999)(Caruso and Malerba 2004).  For more information on how the WEKA 
tools work, please refer to the WEKA website (WEKA). 

We also compared our algorithms against a traditional non-graph-based 
anomaly detection approach found in the commercially available application 
called Gritbot, from a company called RuleQuest 
(http://www.RuleQuest.com/).  The objective of the Gritbot tool is to look for 
anomalous values that would compromise the integrity of data that might be 
further analyzed by other data modeling tools.   

There are two required input files for Gritbot: a .names file that specifies 
the attributes to be analyzed, and a .data file that supplies the corresponding 
comma-delimited data.  There are several optional parameters for running 
Gritbot, of which the most important is the "filter level".  By default, the filter 
level is set at 50%.  The lower the filter level percentage, the less filtering that 
occurs, resulting in more possible anomalies being considered.   

In order to compare Gritbot to our GBAD algorithms, we gave Gritbot the 
same cargo data files used in the previous experiments (formatted to the Grit-
bot specifications).  Using the default parameters, no anomalies were re-
ported.  We then lowered the filter level to 0 (which specifies that all anoma-
lies are requested).  In every case, anomalies were reported, but none of the 
anomalies reported were the ones we had injected into the data set.  So, we in-
creased the number of samples from 200 shipments to ~1000 shipments, so 
that Gritbot could infer more of a statistical pattern, and then randomly in-
jected a single modification to the country-of-origin attribute.  In the cargo 
data files, all of the country-of-origins were "JAPAN", except for the ran-
domly selected records where the value was changed to "CHINA".  Again, 
Gritbot did not report this anomaly (i.e. 1020 cases of "JAPAN" and one case 
of "CHINA"), and instead reported a couple of other cases as anomalous.   

While we consider the existence of a record with "CHINA" as anomalous, 
Gritbot does not view that as an anomaly.  The issue is that Gritbot (and this is 
similar to other outlier-based approaches), does not treat discrete attributes the 
same as numeric attributes.  This is because Gritbot views continuous distribu-
tions (such as "age") as a much easier attribute to analyze because the distribu-
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tion of values leads to certain expectations.  While discrete distributions are 
more difficult because there is not a referential norm (statistically), it limits the 
tool’s ability to provide its user with a comprehensive list of anomalies.  That 
is not to say that Gritbot will not discover anomalous discrete values - it will if 
it can determine a statistical significance.  For example, we found (when ex-
amining by hand) records that contained a significant number of identical at-
tribute values (e.g., COUNTRY, FPORT, SLINE, VESSEL).  In our data set, 
approximately 250 out of the approximately 1,000 records had identical 
SLINE values.  When we arbitrarily modified the SLINE value of one of these 
cases from "KLIN" to "PONL" (i.e., another one of the possible SLINE values 
from this data set), Gritbot did not report the anomaly.  When we changed it to 
"MLSL", Gritbot still did not report it.  However, when we changed it to 
"CSCO", Gritbot reported that case as being anomalous (albeit, not the most 
anomalous).  Why?  This behavior is based on what Gritbot can determine to 
be statistically significant.  Of all of the ~1,000 records, only 1 has an SLINE 
value of "MLSL", and only 3 have a value of "PONL".  However, there 
are 123 records with an SLINE value of "CSCO".  Thus, Gritbot was able to 
determine that a value of "CSCO" among those ~250 records is anomalous be-
cause it had enough other records containing the value "CSCO" to determine 
that its existence in these other records was significant.  In short, the behavior 
depends upon the definition of what is an anomaly.   

Gritbot's approach to anomaly detection is common among many other 
outlier-based data mining approaches.  However, in terms of finding what we 
would consider to be anomalous (small deviations from the norm), Gritbot's 
approach typically does not find the anomaly. 

4.5.2.4 Internet Movie Database (IMDb) 

Another common source of data mining research is the Internet Movie Da-
tabase (http://www.imdb.com/). This database consists of hundreds of thou-
sands of movies and television shows, with all of the credited information 
such as directors, actors, writer, producers, etc. In their work on semantic 
graphs, Barthelemy et al. proposed a statistical measure for semantic graphs 
and illustrated these semantic measures on graphs constructed from terrorism 
data and data from the IMDb (Barthelemy et al, 2005). While they were not 
directly looking for anomalies, their research presented a way to measure use-
ful relationships so that a better ontology could be created. Using bipartite 
graphs, Sun et al. presented a model for scoring the normality of nodes as they 
related to the other nodes (Sun et al, 2005). Using the IMDb database as one 
of their datasets, they analyzed the graph for just anomalous nodes. 

In order to run our algorithms on the data, due to the voluminous amount 
of information, we chose to create a graph of the key information (title, direc-
tor, producer, writer, actor, actress and genre) for the movies from 2006. Run-
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ning the GBAD algorithms on this data set produced the normative pattern 
shown in Figure 4.10. 

producer

actor

genre
actor

HAS_A
HAS_A

HAS_A

movie

actress

HAS_A

HAS_A

actress

actor

HAS_A

HAS_A

actorHAS_A

 
Fig. 4.10 Normative pattern from graph representation of movie data. 

This pattern is not surprising, as movies typically consist of multiple ac-
tors and actresses. However, because of the size of the database, we chose a 
beam width that would produce seemingly relevant substructures within a rea-
sonable amount of time. For instance, all of our runs are made with a default 
beam width of 4, resulting in reasonable running-times of approximately 15 
minutes each. In contrast, with a beam width of 7, the running-times are nearly 
tripled. However, this does result in some additional elements being discov-
ered, like another producer and more actors, so there is always the trade-off of 
time versus knowledge discovery. One may also wonder why some of the 
other movie elements like director and writer were not discovered. (Even with 
the aforementioned beam width increase they are not discovered.)  This is due 
to the fact that several genres are reality shows, which do not require directors 
and writers, and many documentaries do not have writers credited in the 
IMDb.  

Running the GBAD-MDL and GBAD-MPS algorithms on the IMDb data 
produced a variety of anomalies that all scored equally. The GBAD-MDL al-
gorithm reported a single anomalous instance where an actor label was re-
placed by an anomalous actress label. The GBAD-MPS algorithm reported 
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multiple anomalous instances consisting of a writer replacing an actor, a writer 
replacing the producer, another genre replacing the producer, a director replac-
ing the producer, another actor replacing the producer and another actress re-
placing the producer. For the GBAD-P algorithm, the anomalous extension 
consisted of the title of the movie. Considering every movie has a different ti-
tle (in most cases), this was an expected anomalous extension. 

4.5.2.5 VAST Cell-phone Data 

As part of the IEEE Symposium on Visual Analytics Science and Tech-
nology (VAST), the VAST challenge each year presents a contest whereby the 
goal is to apply visual analytics to a provided set of derived benchmark data 
sets. For the 2008 challenge (http://www.cs.umd.edu/hcil/VASTchallenge08/), 
contestants are presented with four mini-challenges, in addition to the grand 
challenge of addressing the complete data set. Yet, while the goal of the chal-
lenge is to target new visual analytics approaches, it is still possible to apply 
these graph-based anomaly detection algorithms to the same data sets. For in-
stance, one of the data sets consists of cell-phone traffic between inhabitants 
of the fictitious island of Isla Del Sueño. The data consists of 9,834 cell-phone 
calls between 400 people over a 10-day period. The mini-challenge is to de-
scribe the social network of a religious group headed by Ferdinando Cattalano 
and how it changes over the 10-day period. The graph of the cell-phone traffic 
is represented as shown in Figure 4.11. 

 
Fig. 4.11 Graph representation of a cell-phone call from the VAST dataset. 

Applying the GBAD algorithms to this information results in several 
structural anomalies within the data, especially when particular individuals are 
analyzed in terms of their calling patterns. For instance, when we look at the 
calling patterns of individuals who correspond with Ferdinando Cattalano, 
identified in the challenge as ID 200, one notices several anomalous substruc-
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tures, including some who contact Ferdinando on days that are out of the ordi-
nary, and even some individuals who call others outside of their normal chain 
of cell-phone calls. In addition, a graph of the social network of phone usage 
(i.e., a phone call between two individuals indicating a social interaction), was 
also applied to the GBAD approaches, yielding additional anomalous behavior 
between targeted persons. From these results we are able to determine the 
members of the normative social network surrounding Ferdinando and how 
the network begins to breakdown after about day 6. 

4.5.2.6 CAIDA 

The Cooperative Association for Internet Data Analysis (CAIDA), is a 
publicly available resource for the analysis of IP traffic. Through a variety of 
workshops, publications, tools, and projects, CAIDA provides a forum for the 
dissemination of information regarding the interconnections on the internet. 
One of the core missions of CAIDA is to provide a data repository to the re-
search community that will allow for the analysis of internet traffic and its per-
formance (http://www.caida.org/data/). Using GBAD, we analyzed the 
CAIDA AS (Autonomous Systems) data set for normative patterns and possi-
ble anomalies. The AS data set represents the topology of the internet as the 
composition of various Autonomous Systems. Each of the AS units represents 
routing points through the internet. For the purposes of analysis, the data is 
represented as a graph, composed of 24,013 vertices and 98,664 edges, with 
each AS depicted as a vertex and an edge indicating a peering relationship be-
tween the AS nodes. The normative pattern for this graph is depicted in Figure 
4.12. After running GBAD-P on the AS graph, the anomalous substructure 
discovered is shown in Figure 4.13. 
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Fig. 4.12 Normative pattern discovered in the CAIDA dataset. 

 

William Eberle et al.



 103 

Fig. 4.13 Anomalous pattern discovered in the CAIDA dataset, where the cru-
cial anomalous component is the central “provider” edge (emphasized). 

This example shows the advantage of using a graph-based approach on a 
complex structure. While the data indicates many provider/customer relation-
ships, of which the norm is a particular AS being the provider to three differ-
ent customers, this single substructure indicates an unusual connection be-
tween two ASes. Such a complex structure would probably be missed by a 
human analyst, and shows the potential of an approach like GBAD to find 
these complex anomalies in network traffic data. 

4.5.3 Other Domains 

Since 9/11, one of the more common domains used in data mining con-
sists of terrorist activity and relationships. Organizations such as the Depart-
ment of Homeland Security use various techniques to discover the inherent 
patterns in the network representation of known terrorists and their relations 
(Kamarck 2002). Much research has been applied to not only understanding 
terrorist networks (Sageman 2004), but also discovering the patterns that dis-
criminate the terrorists from the non-terrorists (Taipale 2003). Much of this 
area of research has also been applied to what is known as social network 
analysis, which is a more general term for the measuring and mapping of rela-
tionships between people, places and organizations (Mukherjee and Holder 
2004). 

Through the Evidence Assessment, Grouping, Linking, and Evaluation 
(EAGLE) program, under the auspices of the Air Force Research Lab (AFRL), 
we have been able to gather counter-terrorism data. While the data is simu-
lated, it does represent scenarios based on input from various intelligence ana-
lysts (Holder et al. 2005). The data represents different terrorist organization 
activities as they relate to the exploitation of vulnerable targets. Our goal is to 
use this data as another example of real-world data to further validate the ef-
fectiveness of this approach. If a terrorist can be distinguishable from a non-
terrorist by a small deviation in a normative pattern, we should be able to dis-
cover actual terrorist instances within a network of people and relationships. 

Another domain worth investigating is data from the Financial Crimes En-
forcement Network (FinCEN, http://www.fincen.gov). The purpose of Fin-
CEN is to analyze financial transactions for possible financial crimes includ-
ing terrorist financing and money laundering. Again, if illegal transactions 
consist of small deviations from normal transactions, we should be able to un-
cover genuine fraudulent activity within a network of people and their related 
monetary dealings. 
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Similar techniques could be applied to a myriad of domains, including 
telecommunications call records and credit card transactions. In short, any 
data source where transactions and relationships can be represented structur-
ally as a graph, and possible anomalous behavior consists of minor deviations 
from normal patterns, these approaches to graph-based anomaly detection 
could prove to be a viable alternative to more traditional anomaly detection 
methods. In addition, by analyzing the effectiveness of our algorithms against 
real-world, labeled data sets, we can establish a baseline of comparison that 
can be used in subsequent anomaly detection endeavors. 

4.6 Related Work 

Recently there has been an impetus towards analyzing multi-relational 
data using graph-theoretic methods. Not to be confused with the mechanisms 
for analyzing “spatial” data, graph-based data mining approaches are an at-
tempt at analyzing data that can be represented as a graph (i.e., vertices and 
edges). Yet, while there has been much written as it pertains to graph-based 
intrusion detection (Staniford-Chen et al. 1996), very little research has been 
accomplished in the area of graph-based anomaly detection. 

In 2003, Noble and Cook used the SUBDUE application to look at the 
problem of anomaly detection from both the anomalous substructure and 
anomalous subgraph perspective (Noble and Cook 2003). They were able to 
provide measurements of anomalous behavior as it applied to graphs from two 
different perspectives. Anomalous substructure detection dealt with the un-
usual substructures that were found in an entire graph. In order to distinguish 
an anomalous substructure from the other substructures, they created a simple 
measurement whereby the value associated with a substructure indicated a de-
gree of anomaly. They also presented the idea of anomalous subgraph detec-
tion which dealt with how anomalous a subgraph (i.e., a substructure that is 
part of a larger graph) was to other subgraphs. The idea was that subgraphs 
that contained many common substructures were generally less anomalous 
than subgraphs that contained few common substructures. In addition, they 
also explored the idea of conditional entropy and data regularity using network 
intrusion data as well as some artificially created data.  

(Lin and Chalupsky 2003) took a different approach and applied what they 
called rarity measurements to the discovery of unusual links within a graph. 
Using various metrics to define the commonality of paths between nodes, the 
user was able to determine whether a path between two nodes was interesting 
or not, without having any preconceived notions of meaningful patterns. One 
of the disadvantages of this approach was that while it was domain independ-
ent, it assumed that the user was querying the system to find interesting rela-
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tionships regarding certain nodes. In other words, the unusual patterns had to 
originate or terminate from a user-specified node. 

The AutoPart system presented a non-parametric approach to finding out-
liers in graph-based data (Chakrabarti 2004). Part of Chakrabarti’s approach 
was to look for outliers by analyzing how edges that were removed from the 
overall structure affected the minimum descriptive length (MDL) of the graph. 
Representing the graph as an adjacency matrix, and using a compression tech-
nique to encode node groupings of the graph, he looked for the groups that re-
duced the compression cost as much as possible. Nodes were put into groups 
based upon their entropy.  

In 2005, the idea of entropy was also used by (Shetty and Adibi 2005) in 
their analysis of a real-world data set: the famous Enron scandal. They used 
what they called “event based graph entropy” to find the most interesting peo-
ple in an Enron e-mail data set. Using a measure similar to what Noble and 
Cook had proposed, they hypothesized that the important nodes (or people) 
were the ones who had the greatest effect on the entropy of the graph when 
they were removed. Thus, the most interesting node was the one that brought 
about the maximum change to the graph’s entropy. However, in this approach, 
the idea of important nodes did not necessarily mean that they were anoma-
lous. 

In the December 2005 issue of SIGKDD Explorations, two different ap-
proaches to graph-based anomaly detection were presented. Using just bipar-
tite graphs, (Sun et al. 2005) presented a model for scoring the normality of 
nodes as they relate to the other nodes. Again, using an adjacency matrix, they 
assigned what they called a “relevance score” such that every node x had a 
relevance score to every node y, whereby the higher the score the more related 
the two nodes. The idea was that the nodes with the lower normality score to x 
were the more anomalous ones to that node. The two drawbacks with this ap-
proach were that it only dealt with bipartite graphs and it only found anoma-
lous nodes, rather than what could be anomalous substructures. In (Rattigan 
and Jensen 2005), they also went after anomalous links, this time via a statisti-
cal approach. Using a Katz measurement, they used the link structure to statis-
tically predict the likelihood of a link. While it worked on a small dataset of 
author-paper pairs, their single measurement just analyzed the links in a graph. 

In (Eberle and Holder 2006), we analyzed the use of graph properties as a 
method for uncovering anomalies in data represented as a graph. While our 
initial research examined many of the basic graph properties, only a few of 
them proved to be insightful as to the structure of a graph for anomaly detec-
tion purposes: average shortest path length, density and connectedness. For a 
measurement of density, we chose to use a definition that is commonly used 
when defining social networks (Scott 2000). For connectedness, we used a 
definition from (Broder et al. 2000). Then, for some of the more complex 
graph properties, we investigated two measurements. First, there is the maxi-
mum eigenvalue of a graph (Chung et al. 2003). Another, which was used in 
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identifying e-mail “spammers”, is the graph clustering coefficient (Boykin and 
Roychowdhury 2005). We tested these approaches on the aforementioned 
cargo data when injecting one of two real-world anomalies related to drugs 
and arms smuggling. No significant deviations are seen using the average 
shortest path or eigenvalue metrics. However, there are visible differences for 
the density, connectedness and clustering coefficient measurements. One issue 
with this approach is that while graphs are indicated as anomalous, this does 
not identify the specific anomaly within what could be a very large graph. 
However, the algorithms presented in this work rectify that problem by not 
only indicating a graph contains an anomaly, but more importantly, they iden-
tify the specific anomaly and its pertinent structure within the graph. 

4.7 Conclusions 

The purpose of this chapter was to present an approach for discovering the 
three possible graph anomalies: modifications, insertions and deletions. Using 
a practical definition of fraud, we designed algorithms to specifically handle 
the scenario where the anomalies are small deviations to a normative pattern. 
We have described three novel algorithms, each with the goal of uncovering 
one of the specified anomalous types. We have validated all three approaches 
using synthetic data. The tests verified each of the algorithms on graphs and 
anomalies of varying sizes, with the results showing very high detection rates 
with minimal false positives. We further validated the algorithms using real-
world cargo data and actual fraud scenarios injected into the data set. Despite 
a less regular set of data, normative patterns did exist, and changes to those 
prevalent substructures were detected with 100% accuracy and no false posi-
tives. We also compared our algorithms against a graph-based approach using 
intrusion detection data, again with better discovery rates and lower false posi-
tives. We also looked at other real-world datasets where we were able to show 
unusual patterns in diverse domains. In short, the GBAD algorithms presented 
here are able to consistently discover graph-based anomalies that are com-
prised of the smallest deviation of the normative pattern, with minimal false 
positives. 

There have been many approaches to anomaly detection over the years, 
most of which have been based on statistical methods for determining outliers. 
As was shown here, recent research in graph-based approaches to data mining 
have resulted in new methods of anomaly detection. This work shows promis-
ing approaches to this problem, particularly as it is applied to threat detection. 
However, there are still many avenues to be explored. One avenue is to detect 
anomalies in weighted graphs, where the relational edges are associated with 
weights reflecting the extent of the relationship (e.g., trust). Another avenue is 
to detect anomalies in graphs changing over time both in terms of their attrib-
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utes and structure. Techniques for detecting anomalies in real-time within such 
data are crucial for securing our cyber-infrastructure against modern, sophisti-
cated threats. 
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5 On the Performance of Online Learning 
Methods for Detecting Malicious Executables 

Marcus A. Maloof 

Abstract We present results from an empirical study of seven online-learning 
methods on the task of detecting previously unseen malicious executables. Mali-
cious software has disrupted computer and network operation and has compro-
mised or destroyed sensitive information. Methods of machine learning, which 
build predictive models that generalize training data, have proven useful for de-
tecting previously unseen malware. In previous studies, batch methods detected 
malicious and benign executables with high true-positive and true-negative rates, 
but doing so required significant time and space, which may limit applicability. 
Online methods of learning can update models quickly with only a single exam-
ple, but potential trade-offs in performance are not well-understood for this task. 
Accuracy of the best performing online methods was 93%, which was 3-4% lower 
than that of batch methods. For applications that require immediate updates of 
models, this may be an acceptable trade-off. Our study characterizes these trade-
offs, thereby giving researchers and practitioners insights into the performance of 
online methods of machine learning on the task of detecting malicious executa-
bles. 

5.1 Introduction 

For people to trust systems, they must be secure, usable, dependable, and 
available. They must also preserve user privacy. Methods of machine learning and 
data mining can be useful for achieving all of these objectives. Indeed, researchers 
have developed and applied methods to tasks important for cyber trust, such as de-
tecting insider threats (e.g., [28]), detecting intrusions (e.g., [45]), tuning systems 
that detect intrusions (e.g., [44]), and detecting anomalies in network flows (e.g., 
[11]) and in web applications (e.g., [7]). 
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In previous work, we investigated how one might use methods of machine 
learning to detect and classify malicious executables [17, 18]. As we discuss fur-
ther in Sect. 5.3, we considered the task of detecting previously unseen malicious 
executables and analyzed them as they would appear on a user’s hard drive (i.e., 
“in the wild”). A system reliably performing this detection task could be the basis 
of a tool to help computer-forensic experts analyze hard drives or could supple-
ment existing techniques for detecting malicious software, such as those that use 
signatures extracted from previously detected malware. 

In this chapter, we examine the performance of seven online methods of ma-
chine learning on the task of detecting malicious executables. Results from our 
previous studies suggest that batch methods of machine learning detect malicious 
executables with high true-positive and true-negative rates, but these methods can 
be expensive in time and space [17, 18]. Online methods of machine learning, 
some of which can learn from a single new example, may help mitigate the com-
putational complexity of batch methods. However, there will likely be trade-offs 
in performance. For example, without the benefit of processing all available train-
ing examples at once, online methods may not detect malicious executables as 
well as batch methods. Unfortunately, these trade-offs are not well-understood be-
cause there has been little or no work focused on characterizing online learning 
methods for tasks in computer security. Indeed, to the best of our knowledge, ours 
is the first study that evaluates a variety of online-learning methods on the task of 
detecting malicious executables. The main contribution of this chapter is our dis-
cussion and analysis of a rigorous evaluation of seven online-learning methods on 
the task of detecting malicious executables. All of these methods have appeared in 
the literature; some have been applied to real-world problems, some have not. 
None has been applied previously to the online task we consider herein. Although 
the detect rates and accuracies of these online methods were not higher than those 
of batch methods [18], they were high enough to warrant further study, especially 
if one takes into account the expense of running batch methods on a large collec-
tion of executables to accommodate only a few new examples. For example – and 
we discuss our previous results more thoroughly in Sect. 5.3 – the best-performing 
online method achieved a detect rate of .95, whereas the best-performing batch 
method achieved a detect rate of .98. While this difference may seem small, one 
must take into account the number of executables one might need to classify and 
the cost of not detecting a malicious executable, which usually will be quite high, 
since malicious software can disrupt computer and network operation and destroy 
or compromise sensitive information. The organization of this chapter is as fol-
lows. In an attempt to make the article self-contained, Sect. 5.2 is a brief overview 
of machine learning. In Sect. 5.3, we discuss and motivate the task of detecting 
malicious executables and the role of online methods of machine learning. In Sect. 
5.4, we describe the seven online-learning methods included in our study. We then 
explain how we converted executables into training data for learning algorithms 
(Sect. 5.5). Section 5.6 is where we detail the experimental design and the results 
from the empirical evaluation of the learning methods. Finally, in Sect. 5.7, we 
discuss some of the implications of our findings and analysis, and suggest avenues 
for future work. 
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5.2 Preliminaries 

In an effort to make the chapter self-contained, in this section, we briefly dis-
cuss basic concepts of machine learning and evaluation. Readers may wish to sup-
plement this presentation with material from textbooks on artificial intelligence 
(e.g., [33]) and on machine learning (e.g., [4, 21, 30, 42]). Discussion in these 
books is oriented toward batch learning, so for additional information about online 
learning, readers may need to consult the papers cited herein. One can also find in-
troductory chapters on machine learning and information assurance in [26] (e.g., 
[27, 38]) 

5.2.1 Machine Learning 

A method of supervised machine learning builds a predictive model from 
training data. One can then use the model to make predictions about new observa-
tions. Let 1{ , }T

tS y == x  be training data such that ( )t ty f= x  and f  is unknown. 

We refer to x  as an observation, y  as the class label, and the pair , yx  as an 
example. 

Each dimension of x  corresponds to an attribute, and we refer to a value of 
ix  as an attribute value. y  is also an attribute, but since it is the one we wish to 

predict, it is traditionally treated separately. The domains of y  and the compo-
nents of x  can be numeric or categorical. For categorical attributes, let ikv  be the 
kth value of the ith attribute’s domain. When we refer to ix , it is understood that 

[ ] [ ]i i k i ikx x v x v≡ = ≡ = , for some value of k. For the purposes of this article, we 
will define the domains of the components of x  to be Boolean (i.e., { , }ix T F∈ ), 
and we will define the domain of y  to be either a positive or negative example of 
the class of interest (i.e., { , }y∈ − + ). 

A learning method consists of three components: the concept description lan-
guage, the learning element, and the performance element. The concept descrip-
tion language is the language the method uses to represent a model. Popular repre-
sentations include probabilities, trees, rules, logic (propositional and first-order), 
and equations (linear and non-linear). Herein, we will use f̂  to refer to the model, 
which is an approximation to the function f  that generated the training data. The 
learning element takes as input the training examples and produces a model ex-
pressed in the concept description language. That is, it takes S  and produces f̂ . 
The performance element uses the model to make a prediction about a given ob-
servation, meaning it takes f̂  and x , and returns ˆ { , }y∈ − + . 
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Batch learning is a setting in which one provides all pertinent or available 
training data to a learning method in a single batch. After building a suitable 
model, one can use it to make predictions about new observations. Online learning 
is a setting in which examples and observations are distributed over time. Learn-
ing and prediction must occur simultaneously. One can always use a batch-
learning method in an online setting by saving training examples, adding to them 
any new training examples, and reapplying the method, which may be costly in 
time and space. 

The advantage of batch learning is the learner uses all available examples to 
build its model. The main disadvantage is running time, since it depends on the 
number of examples and the number of attributes (and potentially the number of 
values as well). In an online setting, the cost of using batch methods to rebuild a 
model every time new examples arrive could be impractical, depending on the ap-
plication. An alternative is to use online-learning methods, which can learn and 
update a model with a single new example. This process can be much more effi-
cient in time and space than is rebuilding a model from scratch. A disadvantage is 
that performance may suffer because of ordering effects. For example, a new ex-
ample may cause the learner to adjust its model in a way that it now misclassifies 
observations that it previously classified correctly. 

The methods discussed thus far build and use a single model, but drawing 
from the adage that two heads are better than one, researchers have recently begun 
investigating ensemble methods, which maintain and use multiple models. Gener-
ally, a given learning method will produce the same model for a given a training 
set, so ensemble methods must have a mechanism to achieve diversity. Research-
ers have sampled examples of the training set, sampled attributes of the training 
set, used different learning methods, and weighted models based on their perform-
ance. 

Boosting [34] is an ensemble method, and it produced the best performing 
classifier in our study of batch-learning methods for detecting malicious executa-
bles [18]. Briefly, the algorithm for adaptive boosting (AdaBoost) [12] incremen-
tally creates a collection of weighted classifiers. It begins with a uniformly 
weighted set of training examples and builds a model, which it uses to calculate a 
weight based on the model’s error on the examples. The method then uses this 
weight to calculate new weights for the examples in the training set. Over a series 
of iterations, examples that are “difficult” to classify will have larger weights than 
those that are “easy.” The learning method takes into account the weights of the 
examples, and the process repeats until producing a prescribed number of 
weighted models. To classify an observation, AdaBoost obtains a prediction from 
the models in the ensemble, and returns the weighted-majority vote as the overall 
prediction. Ensemble methods in general and boosting in particular have received 
much attention recently because they tend to improve accuracy over methods that 
use only a single model for prediction. 

Finally, concept drift [25, 36] is an online setting in which the process gener-
ating examples changes over time. Although we do not explicitly deal with this is-
sue in this article, such considerations are important for applications of machine 
learning to problems in computer security. Moreover, a number of the algorithms 



 113 

we included in this study were originally designed to cope with concept drift, so 
we mention it for context. 

5.2.2 Evaluation 

Evaluation is critically important. Learning algorithms carry out inductive in-
ference, reasoning from facts (i.e., training examples) to hypotheses (i.e., models). 
Such inference in all but the trivial case is uncertain. Consequently, it is important 
to estimate this uncertainty, to estimate the true error rate of the model. 

Researchers have developed a number of evaluation methods. In an offline 
setting, all generally make use of the currently available examples by randomly 
splitting them into training and testing sets. One applies a learning method to the 
examples in the training set and then evaluates the resulting model on the exam-
ples in the testing set. Since the examples in the testing set have labels, one can 
compute a variety of performance measures, such as accuracy, which is the pro-
portion of the testing examples the model correctly classifies. 

For batch learning, a popular choice is k-fold cross-validation, in which one 
uses random selection to create k partitions of the data set. For i = 1, …, k, one 
uses the ith partition as the testing set, forms a training set from the union of the 
other partitions, applies the learning method to the training set, and evaluates the 
resulting model on the testing set. To obtain an overall measure of performance, 
one averages the performance measures from the k runs. As a measure of variabil-
ity, one can compute a 95% confidence interval. 

For online learning, an analog of k-fold cross-validation is again to use ran-
dom selection to create k partitions of the data set. As before, one uses the ith par-
tition as the testing set, but one applies the online-learning method to the other 
partitions in succession and evaluates the resulting model on the testing set after 
each application. One produces a measure of performance for each application, 
which forms a performance curve that shows how performance changes with in-
creasing numbers of training examples. After k runs, one can average the perform-
ance metrics at each point of the performance curve and compute a measure of 
dispersion, such as the 95% confidence interval. 

A second method of evaluating methods of online learning is, again, to use 
random selection to create k partitions of the data set. Rather than selecting one to 
be the testing set, one processes the partitions in some order. For i = 1,…,k − 1, 
one applies the learning method to the ith partition and evaluates the resulting 
model on the i+1th partition. This again produces a performance curve. One re-
peats either by generating new partitions or by reordering the current partitions. 
One then averages the performance measures at each point on the performance 
curve. One can evaluate performance on the first partition by using a default rule, 
such as predicting the majority class or randomly selecting a class to predict. 

For this study, we selected this second method of evaluation. We tested and 
trained each online method on individual examples, meaning that each partition 
contained a single example. This design best represents how online methods 
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would be used to detect malicious executables in a real-world application, as dis-
cussed in the next section. 

5.3 Detecting Malicious Executables 

Detecting malicious executables is one of the many tasks important for secur-
ing computers. Early research concentrated on detecting malicious code in the 
form of computer viruses (e.g., [15, 24, 37, 40]). More recently, researchers have 
extended their investigation and analysis from malicious code to malicious execu-
tables (e.g., [3, 17, 18, 37]). 

In previous work, we evaluated the ability of batch methods of machine learn-
ing to detect and classify malicious executables [17, 18]. We obtained an initial 
collection of 1,651 malicious and 1,971 benign executables in July of 2003, which 
we discuss further in Sect. 5.5. Based on area under the receiver operating charac-
teristic (ROC) curve, we concluded that such learning methods showed promise 
for detecting malicious executables at high true-positive and true-negative rates. 
Indeed, boosted decision trees outperformed all of the other methods included in 
the study, achieving an area of .996±.002. 

We also considered a classification task in which we used batch methods of 
machine learning to predict the function of the malicious executables [18]; that is, 
whether the executable opened a backdoor, was a virus loader, or contained a 
mass-mailer. Accuracy on this task was less than that on the detection task, but 
boosted decision trees achieved areas under the ROC curve of .889±.015 for de-
tecting mass-mailing functions, .870±.016 for detecting backdoor functions, 
and .991±.017 for detecting virus-loader functions. 

One issue with these experiments is we evaluated the methods using ten-fold 
cross-validation. This is a standard method of evaluating learning algorithms, but 
it presents a problem for this task, because there were occasions when we trained 
on newer malicious executables and tested on older ones. Unfortunately, we had 
little choice, since we had no information for the executables in our collection 
about when they initially appeared in the wild. 

In an attempt to address this issue, we conducted an evaluation of online per-
formance (not online learning) of the methods by collecting the malicious execu-
tables that appeared after we obtained our initial collection. In August of 2004, we 
gathered an additional 3,082 executables and subsequently verified that 291 of 
these executables were indeed malicious and had appeared in the wild between 
July of 2003 and August of 2004. 

We trained the learning methods on the initial collection of executables and 
evaluated them on each of the new malicious executables in the order they ap-
peared in the wild. For three different decision thresholds, boosted decision trees 
outperformed the other methods and performed almost as well in this setting as it 
did in an offline setting with ten-fold cross-validation. For example, for a desired 
true-negative rate of .95, boosted decision trees achieved a true-positive rate of .99 
in the offline setting and .98 in the online setting. Overall, boosted decision trees 
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had the most consistent performance in the offline and online settings, as com-
pared to the other methods included in the study [18]. 

We found these results encouraging, that the batch method of boosted deci-
sion trees achieved high rates of detection in both the offline and online settings, 
especially since the malicious executables that comprised the online evaluation 
had not been part of our initial experimental study [16]. Indeed, these results sug-
gest that machine learning methods could be used in a commercial system for de-
tecting previously unseen malicious executables. 

If one were to construct such a system, then to use batch methods of machine 
learning, one would have to maintain a collection of all known malicious executa-
bles and a large collection of benign executables, including those of different ver-
sions. One might attempt to decrease the burden of this requirement by extracting 
and storing the relevant features from executables as they are discovered, but it is 
quite possible that features relevant for prediction will change over time, espe-
cially as new technologies emerge and as those who write malicious software 
change and increase the sophistication of their strategies. 

With such a system, the most computationally intensive procedures will be se-
lecting the most relevant features (see Sect. 5.5) and building, evaluating, and se-
lecting the best-performing model. In this chapter, we attend to the latter process. 

As new executables appear, whether benign or malicious, one will have to 
monitor the performance of the current model and decide when to rebuild it. How-
ever, it is unfortunately not only a decision to rebuild it, for new executables and 
new methods of writing malicious software may necessitate doing so for all meth-
ods that show promise of performing well on this task. One will potentially have 
thousands of executables, thousands of attributes, a dozen or so learning methods, 
each with parameters, and hundreds if not thousands of experiments to run. 

Online learning methods, some of which can update their models using a sin-
gle new example, may help reduce the computational burden of building, evaluat-
ing, and selecting models as new executables arrive. However, there will likely be 
trade-offs in performance. One may gain the ability to update models quickly with 
the arrival of each new executable, but such updates may not significantly im-
prove accuracy on previously unseen malicious executables or, because of order-
ing effects, may even decrease accuracy on known executables. The results we 
present in Sect. 5.2 provide insight into these trade-offs, but in the next section, we 
describe the online methods included in our evaluation. 

5.4 Online Learning Methods 

We included seven online-learning methods in our study, which we discuss in 
the following sections. These seven, while not exhaustive, are representative of a 
range of online methods. We selected both generative (e.g., Naive Bayes) and dis-
criminative methods (e.g., Winnow). They have different inductive biases, mem-
ory requirements, and running times. We chose methods that use both single (e.g., 
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Stagger) and multiple models (e.g., Dynamic Weighted Majority) to make predic-
tions. 

5.4.1 Naive Bayes 

An online implementation of Naive Bayes (NB) stores as its concept descrip-
tion counts of examples and attribute values for each class. Learning, therefore, 
entails using a new example to update these counts. To classify an observation, the 
method uses these counts to compute estimates of the prior probability of each 
class, ˆ ( )ip y y= , and the conditional probabilities of each attribute value given 
the class, ˆ ( | )j k ip x v y y= = . That is, following the notation in [31], for all i class 
labels, j attributes, and k attribute values, 

 
# { }ˆ ( ) i

i
s y y

p y y
S
=

= = , 

 
# { }

ˆ ( | )
# { }

j k
j k i

i

s x v
p x v y y

s y y
=
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=

, 

where # {}s ⋅  counts the number of occurrences of an event in S . Then, as-
suming attributes are conditionally independent, Naive Bayes uses Bayes’ rule to 
predict the most probable class ŷ : 

 ˆ ˆ ˆargmax ( ) ( | )
i

i j k i
y j

y p y y p x v y y= = = =∏ . 

Naive Bayes can be sensitive to irrelevant and conditionally dependent attrib-
utes (see, e.g., [10, 13, 20]). Nonetheless, it performs well on a variety of prob-
lems, is easy to implement, and is efficient in time and space, so it is a method that 
researchers and practitioners often use. For this study, we used the implementation 
of Naive Bayes in WEKA with its default parameter settings [42]. 

5.4.2 Stagger 

Stagger [35, 36] is a probabilistic method that maintains four counts of attrib-
ute values given the class, which corresponded to positive and negative confirm-
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ing and infirming evidence [6]. From these counts, it computes probabilistic 
measures of necessity and sufficiency for each attribute value given the positive 
class. To classify an observation, Stagger uses the observation’s attribute values 
and the measures of necessity and sufficiency to compute the probability that the 
observation is a member of the positive class. Stagger predicts the most probable 
class. Stagger also uses chunking to assert and retract conjunctions, disjunctions, 
and negations of features. To cope with concept drift, Stagger decays its counts 
using a parameterized Gaussian function so that the decrease is 0% when Stag-
ger’s prior probability of the positive class is 0.5 and is 10% when its prior is ei-
ther 0.0 or 1.0. For this study, we used our implementation of Stagger, which we 
implemented using WEKA [42]. We have not yet implemented chunking, and we 
did not set Stagger to decay its weights, which for this problem produced the best 
performance, as we discuss further in Sect. 5.2. 

5.4.3 Winnow 

Winnow represents concepts as coefficients of a linear equation [22]. We refer 
to the coefficients as weights, and there is one non-negative, real-valued weight, 

iw , for each attribute of the data set. Given the observation x , Winnow uses the 
weight vector to compute a weighted sum. If that sum surpasses the threshold θ , 
then Winnow predicts the positive class; otherwise, it predicts the negative class. 
That is, 

 1
if   ;ˆ
otherwise  .

n
i ii

w x
y

θ
=

⎧+ >⎪= ⎨
⎪−⎩

∑  

Learning, given a set of examples, involves setting the weight for each attrib-
ute. Winnow sets the weights and threshold to initial default values (e.g., 

1.0,  2iw nθ= = ) and processes examples one by one. It first makes a prediction 
for the example, and if the prediction is correct, then Winnow does nothing. If the 
prediction is incorrect, then Winnow either promotes or demotes each weight 
based on the label of the example. If it is a negative example, then Winnow pro-
motes each weight by multiplying it by α (e.g., α = 2.0). If it is a positive example, 
then Winnow demotes each weight by multiplying it by β (e.g., β = 0.5). For this 
study, we used the implementation of Winnow in WEKA with its default parame-
ter settings [42]. 
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5.4.4 Hoeffding Tree 

A decision tree is a rooted tree with internal nodes that correspond to attrib-
utes, branches that correspond to attribute values, and leaf nodes that correspond 
to class labels. A Hoeffding tree (HT) is a decision tree with an estimator at each 
leaf node that stores counts of attribute values for each class [9]. The learning 
element grows the tree down from the leaf nodes by sorting a new example from 
the tree’s root to a leaf node by traversing based on the example’s values. Once 
the traversal reaches a leaf node, it uses the example’s attribute values to update 
the node’s estimator. If the label of the node is different than that of the example 
and the difference in the information gain between the top two attributes at that 
node is sufficiently large as measured by the Hoeffding bound [14, 29], then the 
algorithm splits the node on the best attribute and recursively grows the tree 
downward.  For this study, we used WEKA [42] to implement Domingos and 
Hulten’s algorithm for inducing Hoeffding trees [9]. The implementation requires 
the parameter δ , which it uses to compute the Hoeffding bound and split nodes. 
In our experiments, we set δ  = 0.5. 

5.4.5 Streaming Ensemble Algorithm 

The Streaming Ensemble Algorithm (SEA) maintains a fixed-capacity, un-
weighted collection of batch learners [39]. Let L be the collection of learners, M 
be the maximum number of learners, and {1, , }m M∈ K  be the number of learn-
ers in L. SEA processes examples in batches, so let S be a collection of training 
examples.  Additionally, let il  and 1il −  be the learners trained on the ith and i−1th 
batches of examples, respectively. 

SEA accumulates p examples into S, sets 1il −  to il , and trains il  on S. If the 
ensemble is not full (i.e., m < M), then SEA adds 1il −  to L. If the ensemble is full, 
then SEA evaluates 1il −  and jl L∈ , for j = 1,…, M, on S. If the quality of some 

learner jl  is less than that of 1il − , then SEA replaces jl  with 1il − . The algorithm 
measures quality by examining the votes of the ensemble’s learners and the new 
learner 1il −  on each example in the ith batch. The intuition behind this measure is 
to give preference to the new learner, but only if its addition will improve the en-
semble’s performance. To predict, SEA returns the majority vote of the predic-
tions of the learners in the collection. 

For this study, we used our implementation of SEA, which we implemented 
using WEKA [42]. Rather than using quality, we used accuracy; results from pre-
liminary studies suggest that quality and accuracy produce comparable perform-
ance. As base learners for SEA, we used Naive Bayes and J48, and we will refer 
to SEA with these base learners as SEA-NB and SEA-J48, respectively. (J48 is the 
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implementation of C4.5 [32] in WEKA. C4.5 is a batch-learning algorithm that 
builds decision trees from training data.) In our experiments, we varied M and p, 
as we describe in Sect. 5.2. 

5.4.6 Accuracy Weighted Ensemble 

Accuracy Weighted Ensemble (AWE) maintains a fixed-capacity, weighted 
collection of batch learners [41]. As before, let L be the collection of learners, M 
be the maximum number of learners, and {1, , }m M∈ K  be the number of learn-
ers in L. AWE processes examples in batches, so let S a collection of training ex-
amples.  Additionally, let il  be the learner trained on the ith batch of examples. 
AWE accumulates p examples into S and trains il  on S. It then evaluates il  on S 
using cross-validation and derives a weight iw  for il  based on costs or accuracy 
(e.g., mean-squared error). Then, for ,  1, ,jl L j m∈ = K , AWE applies jl  to S and 

computes jw . It then sets L to the M top-weighted classifiers in { }iL l∪ . To pre-
dict, AWE returns the weighted-majority vote of the predictions of the learners in 
the collection. For this study, we used our implementation of AWE, which we im-
plemented using WEKA [42]. To compute iw , we used the mean-squared error, 
so i r iw MSE MSE= − , where rMSE  is the mean-squared error of a default rule 
(i.e., a classifier that predicts the majority class in S) and iMSE  is the mean-
squared error for the learner il  (see Eq. 8 in [41]). As base learners for AWE, we 
used Naive Bayes and J48, and we will refer to AWE with these base learners as 
AWE-NB and AWE-J48, respectively. In our experiments, we varied M and p, as 
we describe in Sect. 5.2. 

5.4.7 Dynamic Weighted Majority 

Dynamic Weighted Majority (DWM) [16, 19] is an extension of the weighted-
majority algorithm [23] that maintains a dynamically sized, weighted collection of 
online-learning algorithms (see also [5]). To classify an observation, DWM ob-
tains a prediction for the observation from each learner in the collection and pre-
dicts the weighted-majority class. Learning entails first obtaining a prediction for 
an example from each learner, and if a learner misclassifies the example, then 
DWM decreases its weight by the multiplicative factor β  (e.g., .5). In addition, if 
the overall weighted-majority vote for the example is incorrect, then DWM adds a 
new, untrained learner to the collection. The algorithm also may remove a learner 
when its weight falls below the user-determined threshold θ . In addition to β  
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and θ , DWM requires the parameter p, which governs how frequently DWM up-
dates learner weights and adds and removes learners. There is a fourth, optional 
parameter, M, which specifies the maximum number of learners. Although de-
signed primarily for concept drift, recent experimental results suggest that on a 
number of UCI data sets [2], DWM performs no worse than a single online learner 
[19]. 

For this study, we used our implementation of DWM, which we implemented 
using WEKA [42]. As base learners for DWM, we used Naive Bayes and HT, and 
we will refer to DWM with these base learners as DWM-NB and DWM-HT, re-
spectively. In our experiments, we set β  = 0.5, θ  = 0.01, and varied M and p, as 
we describe in Sect. 5.2. We set M for DWM for two reasons: so we could draw 
stronger comparisons to SEA and AWE, which have fixed-capacity ensembles, 
and because letting DWM create an ensemble of unbounded size might lead to 
significant memory and processing requirements, especially for our data set, 
which we discuss in the next section. 

5.5 From Executables to Examples 

To produce a data set for the task of detecting malicious executables, we har-
vested executables from machines running the Windows 2000 and XP operating 
systems. We also retrieved popular executables from SourceForge 
(http://sourceforge.net). We assumed that all of these 1,971 executables were be-
nign, and a commercial program for virus detection indicated they were benign, 
thereby supporting our assumption. We obtained 1,651 malicious executables 
from the Web site VX Heavens (http://vx.netlux.org) and from computer-forensic 
experts at the MITRE Corporation, the original sponsors of this work. A commer-
cial program for virus detection indicated that most of these executables were in-
deed malicious, but it failed to identify 50 of them, even though they are known to 
be malicious. Nonetheless, we assumed these 50 executables were malicious. 

To produce training data from these executables, we converted each into se-
quence of byte codes in hexadecimal format. We then combined these codes into 
n-grams, where n = 4, a value we determined in pilot studies [17]. This processing 
resulted in 255,904,403 distinct n-grams. 

For simplicity, we encoded whether each n-gram was present in or absent 
from an executable, rather than, say, counting the frequency of occurrence therein. 
At this point, a vector of binary attributes represented the content of each executa-
ble. To form examples, we labeled each vector as either “malicious” (M) or “be-
nign” (B) based on whether the vector corresponded to a malicious executable or a 
benign executable, respectively. Since the task is to detect malicious executables, 
we will refer to the malicious class as the positive class and the benign class and 
the negative class. Selecting the most relevant attributes – or n-grams, in our 
case – for prediction is a standard preprocessing step in machine learning, and we 
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did so using information gain or average mutual information [43]. For the jth at-
tribute, 

 
{T, F} {M, B}

( , )
( ) ( , ) log

( ) ( )
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j i
j i

j iv y

p v y
Gain j p v y
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where iy  is the ith class, jv  is the value of the jth attribute, ( , )j ip v y  is the 

proportion that the jth attribute has the value jv  in the class iy , ( )jp v  is the pro-

portion that the jth n-gram takes the value jv  in the training data, ( )ip y  is the 

proportion of the training data belonging to the class iy . 
After computing the information gain for each attribute, we selected the 500 

attributes with the highest scores. As with the size of the n-grams, we determined 
the number of attributes to select in pilot studies. One can find the details of these 
pilot studies and results from batch-learning experiments elsewhere [17, 18]. 

5.6 Experimental Study 

As discussed previously, the main motivation for our study is to evaluate 
online methods on the task of detecting malicious executables. We applied seven 
online learning methods to the examples of our data set and measured accuracy, as 
we discuss in the following sections. Online methods performed well, but not as 
well as batch methods. Nonetheless, since some online learners can update their 
models with as few as one new training example, it is important to understand and 
characterize trade-offs in performance. 

5.6.1 Design 

We designed an experiment with the aim of evaluating the online methods on 
the task of detecting malicious executables. We set the online methods to process 
the examples as a sequence, and for each example of the sequence, the method re-
turned its prediction for the example before passing it to learning element. This 
design corresponds to how an online system would process examples and observa-
tions in a real-world environment. Researchers have used it to evaluate online 
learners on similar tasks (e.g., [5, 19, 35]). 

Since we did not know the date when each executable appeared, we shuffled 
the order of the 3,622 examples and applied each online method. We presented the 
same sequence in the same order to each of the seven methods. We repeated this 
procedure 200 times, shuffling the order of the examples each time. For each 
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method, we measured accuracy, true-positive rate (TPR), and true-negative rate 
(TNR). Over the 200 runs, we averaged these metrics and computed 95% confi-
dence intervals. We also plotted these averages as learning curves, and then com-
puted overall averages for each method. 

Some of the methods required parameters, as mentioned in Sect. 5.4. Because 
of the time required to run each experiment, we were not able to search compre-
hensively for parameters. Consequently, we empirically determined parameters 
through smaller pilot experiments, and then used them in our study. Naturally, we 
make no claims that the parameters we selected are optimal; nonetheless, the pa-
rameters we used resulted in acceptable performance, and results suggest that, 
while parameters influenced performance, other factors also contributed, such as 
the base learner of an ensemble method. 

For the ensemble methods, we varied two parameters: the number of learners 
(M) and the period (p). Let ,M p  be a tuple of these parameters. For the ensem-

ble methods, we ran each with 3,5  and 10,50 . For DWM, we also ran each 

instantiation with the parameters 10,3 .1 

5.6.2 Results and Analysis 

In Table 5.1, we present the results of our empirical study of online-learning 
methods for detecting malicious executables. We report the method, parameters, 
accuracy, true-positive rate (TPR), and true-negative rate (TNR) with 95% confi-
dence intervals. 

As one can see, the best-performing methods were SEA-J48 (M = 10, p = 50), 
HT, and AWE-J48 (M = 10, p = 50). These three methods not only achieved the 
highest overall accuracies, but also performed well on the examples of the indi-
vidual classes, malicious and benign. For example, SEA-J48 (M = 10, p = 50) had 
a true-positive rate of .951, which was the highest rate for the methods considered. 
Of these three methods, HT had the highest true-negative rate, which was .920, al-
though SEA-J48 (M = 3, p = 5) with .927 achieved the highest true-negative rate 
overall. Generally, all of the methods performed satisfactorily in terms of the true-
positive rate; all were above .82. The methods that did not perform well in terms 
of overall accuracy did so because of poor performance on the examples of the 
negative class. Stagger is a good example: It had a true-positive rate of .925, but 
its overall accuracy was .569 because of its true-negative rate of .269. 

                                                           
1 We should note that the parameter p for DWM is slightly different than that for SEA and 

AWE. Because DWM has an ensemble of online learners, it can learn from a single new exam-
ple, so it is possible for p to be 1. Since SEA and AWE use batch methods to build a new classi-
fier from a new set of examples, we reasoned that it would not be practical to set p to 1 for these 
methods. 
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Table 5.1 Average online performance on 3,622 examples. Measures are accuracy, true-positive 
rate (TPR), and true-negative rate (TPN) with 95% confidence intervals 

Method Parameters Accuracy TPR TNR 
SEA-J48  M = 10, p = 50  .929±.002 .951±.002 .903±.002 
HT    .928±.001 .929±.002 .920±.002 
AWE-J48  M = 10, p = 50  .927±.002 .942±.002 .906±.002 
DWM-HT M = 10, p = 50  .910±.002 .917±.002 .895±.002 
SEA-J48 M = 3, p = 5  .886±.001 .827±.001 .927±.001 
AWE-J48  M = 3, p = 5  .881±.001 .819±.001 .934±.001 
NB    .874±.001 .925±.001 .824±.001 
DWM-NB M = 10, p = 50  .872±.001 .926±.001 .820±.001 
DWM-HT M = 10, p = 1 .870±.001 .873±.002 .859±.002 
SEA-NB M = 10, p = 50  .860±.002 .920±.002 .803±.002 
DWM-NB M = 3, p = 5  .858±.001 .916±.001 .803±.001 
AWE-NB M = 10, p = 50 .857±.002 .919±.002 .798±.002 
DWM-NB M = 10, p = 1 .856±.001 .912±.001 .802±.001 
DWM-HT M = 3, p = 5 .854±.001 .855±.002 .846±.002 
Winnow   .843±.001 .824±.002 .851±.001 
SEA-NB M = 3, p = 5  .842±.001 .926±.001 .766±.001 
AWE-NB M = 3, p = 5  .809±.001 .901±.001 .727±.002 
Stagger   .569±.001 .925±.001 .269±.002 
 
Based on these results, we concluded that methods that used decision trees 

generally outperformed the others. Notice that the top five methods in terms of ac-
curacy produced a decision tree (i.e., HT) or an ensemble of decision trees. 

For the ensemble methods, although parameters had an effect, the base learner 
seemed to more strongly influence performance. For example, SEA-J48 and 
AWE-J48 (M = 10, p = 50) with accuracies of .929 and .927 outperformed their 
respective counterparts with Naive Bayes as the base learner. SEA-NB and AWE-
NB (M = 10, p = 50) achieved accuracies of .860 and .857, respectively. 

In terms of the effect of parameters on performance, for the ensemble methods, 
fewer members of the ensemble and training over shorter periods of time trans-
lated into lower accuracy. For example, DWM-HT (M = 10, p = 50) had an accu-
racy of .910, whereas DWM-HT (M = 10, p = 1) achieved .870 and DWM-HT (M 
= 3, p = 5) yielded .854. 

In Fig. 5.1, we present performance curves 2  for the four best-performing 
methods: SEA-J48 (M = 10, p = 50), HT, and AWE-J48 (M = 10, p = 50), DWM-
HT (M =10, p = 50). We show the individual curves for these methods in Figs. 
5.2–5.5. All of the methods achieved comparable accuracy after processing 

                                                           
2 As the error bars in these curves suggest, the variance across 200 runs was high, which made 
for curves that were difficult to interpret.  Consequently, for presentation, we smoothed the 
curves by plotting the average of the 50 previous accuracies. 
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roughly 2,000 examples. SEA and AWE attained accuracies above .9 after proc-
essing about 1,000 executables and converged more quickly than did HT and 
DWM-HT. DWM-HT did not converge as quickly as SEA and AWE, but neither 
did HT. Since DWM-HT used HT as its base learner, it is possible that DWM-
HT’s slow convergence is due to HT, rather than to DWM itself. 

In Fig. 5.6, we present performance curves for three other methods: Naive 
Bayes, Winnow, and Stagger. For context, we included the curve for SEA-J48 (M 
= 10, p = 50), one of the best-performing methods. Even though Naive Bayes, 
Winnow, and Stagger did not perform as well as other methods, they reached their 
respective asymptotes after processing 1,000 examples. 
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Fig. 5.1 Performance curves for the four best-performing methods: SEA-J48, 
HT, AWE-J48, and DWM-HT. Measures are accuracy with 95% confidence 
intervals 

To place these results in a broader context, we compare them to results we ob-
tained in our previous study, in which we evaluated seven batch-learning methods. 
Therein, we evaluated the methods using ten-fold cross-validation and plotted 
ROC curves. For each of the seven curves, we selected points corresponding to 
three desired true-negative rates and reported the associated true-positive rates. 
For convenience, we present this information in Table 5.2. 
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Fig. 5.2 Individual performance curve for SEA-J48. Measures are accuracy 
with 95% confidence intervals 
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Fig. 5.3 Individual performance curve for HT. Measures are accuracy with 
95% confidence intervals 
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Fig. 5.4 Individual performance curve for AWE-J48. Measures are accuracy 
with 95% confidence intervals 
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Fig. 5.5 Individual performance curve for DWM-HT. Measures are accuracy 
with 95% confidence intervals 
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Fig. 5.6 Performance curves for the best-performing method and three others: 
SEA-J48, NB, Winnow, and Stagger. Measures are accuracy with 95% confi-
dence intervals on this same data set [18]. 

Regarding the methods from this earlier study, we have described most in this 
article, but we have not mentioned SVM and IBk. An SVM is a support vector 
machine (e.g., [8]). Informally, it is similar to Winnow [22] in that it uses a linear 
equation to represent concepts, but an SVM sets its weights using a different algo-
rithm and transforms training examples so they are easier to separate using a linear 
equation. IBk is an instance-based learner that classifies an observation by finding 
the k-closest matches among the training examples [1]. It then predicts the major-
ity class. 

Overall, the results in Table 5.2 suggest that batch-learning methods outper-
formed the online methods we considered in this study. For example, none of the 
online methods had a TNR of .95 and a TPR greater than .96, as did a number of 
the batch methods. As a specific example, boosted J48 had a TPR of .99 for a de-
sired TNR of .95, which equals an accuracy of .97. In contrast, SEA-J48, the best 
performing online method, had a TPR of .951, a TNR of .903, and an accuracy 
of .929. While it is not entirely surprising that batch methods outperformed online 
methods, the important point is that the online methods achieved comparable ac-
curacies. Additionally, we must take into account the expense of updating models 
using batch methods, and we may be able to adjust the decision thresholds of the 
online methods to obtain a better trade-off in the true-positive/true-negative rates, 
but these are issues we discuss further in the next section. 
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Table 5.2 Results for batch-learning methods evaluated using ten-fold cross-
validation on 3,622 examples. Measures are true-positive rates for three de-
sired true-negative rates. From Table 5 in [18] 

 Desired TNR 
Method 0.99 0.95 0.9

 True-positive Rate 
Boosted J48 0.94 0.99 1.00
SVM 0.82 0.98 0.99
Boosted 

SVM 
0.86 0.98 0.99

IBk, k = 5 0.90 0.99 1.00
Boosted NB 0.79 0.94 0.98
J48 0.20 0.97 0.98
NB 0.48 0.57 0.81

5.7 Discussion 

In previous sections, we discussed a number of issues, such as running time 
and the role of online versus batch learning. In this section, we consider some of 
these issues and identify opportunities for future work. 

Throughout the chapter, we emphasized that, while the accuracy of online 
methods may not surpass that of batch methods, the advantage of online methods 
is their ability to update their existing model with new training examples. To illus-
trate, we ran J48 and our implementation of HT on the full set of examples and 
measured the time required to build a single model. 

On a Dell Optiplex GX520 with a Pentium D CPU running at 3.4 GHZ and 2 
GB of RAM, J48 required 1.74 seconds to build a single decision tree from 3,622 
examples. Therefore, J48 processed one example every 4 × 10-4 seconds. Our im-
plementation of HT did so in 1.05 seconds; it processed one example every 3 × 10-

4 seconds. While these implementations processed examples at nearly the same 
rate, if we obtained a new example, HT could use the example to update its model 
in 10-4 seconds, whereas with J48 we would have to rebuild the entire tree from 
scratch. 

We also ran these methods on the same data set using ten-fold cross-
validation. J48 required 21 seconds to complete this run and achieved an accuracy 
of .967. HT required 11 seconds and achieved an accuracy of .891. This illustrates 
the performance trade-offs between batch and online learning methods. 

One technique that may let us achieve high accuracy and quick updates of a 
model when new examples arrive is to use batch learning (e.g., J48) to build a 
model from the available training data and then use online learning (e.g., HT) to 
update the model as new examples arrive. Domingos and Hulten call this initiali-
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zation, and their results suggest that it produces higher accuracy with fewer exam-
ples as compared to an uninitialized online learner (see Fig. 5.5 in [9]). We plan to 
investigate initialization for our problem in future work. 

One outcome of our study that we did not expect was that SEA [39] would 
perform comparably to AWE [41]. As we have mentioned, SEA uses an un-
weighted ensemble of learners, whereas AWE weights its learners. At the begin-
ning of our study, we predicted that AWE’s weighting mechanisms would let it 
outperform SEA, but this did not occur. We are unaware of other studies that 
compare SEA and AWE. Naturally, their similar performance in our study could 
be tied to our data set, so we hope to conduct a more focused investigation of 
these algorithms and evaluate the trade-offs between weighted and unweighted en-
sembles. 

Finally, an alternative to the experimental design we used in this study is to 
draw randomly training and testing sets from the original set of examples, apply 
online learning methods to each example in the training set, and evaluate the cur-
rent model on the examples in the test set. While the design we used for this study 
better reflects how these methods would be used in a real-world environment, this 
alternative design would let us conduct ROC analysis, which would give addi-
tional insight into the performance of these methods on this task. This, too, we 
plan to pursue in future work. 

5.8 Concluding Remarks 

In this chapter, we examined results from an empirical evaluation of seven 
online-learning methods on the task of detecting previously unseen malicious ex-
ecutables. Based on performance measures of accuracy, true-positive rate, and 
true-negative rate, these methods show promise of detecting malicious executables 
with accuracy sufficient for commercial application. For example, SEA-J48, HT, 
and AWE-J48 achieved true-positive rates above .92. While not outperforming 
batch methods of machine learning, online methods have the advantage of being 
able to update their models quickly and efficiently as new executables arrive. 

Certainly, online methods have a role to play in protecting systems and in 
helping computer-forensic experts investigate compromised systems, as do other 
techniques, such as signatures, static analysis, and batch methods of machine 
learning. However, before we can construct systems that use online-learning 
methods to protect computers and their information, we must understand how 
these methods perform, especially with respect to batch methods. We hope that 
this chapter will give researchers and practitioners insight into some of these 
trade-offs in performance, insights that will serve as the basis for future studies on 
the use of methods of machine learning for cyber trust. 
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6 Efficient Mining and Detection of Sequential 
Intrusion Patterns for Network Intrusion 
Detection Systems 

Mei-Ling Shyu, Zifang Huang, and Hongli Luo1 

Abstract In recent years, pervasive computing infrastructures have greatly im-
proved the interaction between human and system. As we put more reliance on 
these computing infrastructures, we also face threats of network intrusion and/or 
any new forms of undesirable IT-based activities. Hence, network security has be-
come an extremely important issue, which is closely connected with homeland se-
curity, business transactions, and people's daily life. Accurate and efficient intru-
sion detection technologies are required to safeguard the network systems and the 
critical information transmitted in the network systems. In this chapter, a novel 
network intrusion detection framework for mining and detecting sequential intru-
sion patterns is proposed. The proposed framework consists of a Collateral Repre-
sentative Subspace Projection Modeling (C-RSPM) component for supervised 
classification, and an inter-transactional association rule mining method based on 
Layer Divided Modeling (LDM) for temporal pattern analysis. Experiments on the 
KDD99 data set and the traffic data set generated by a private LAN testbed show 
promising results with high detection rates, low processing time, and low false 
alarm rates in mining and detecting sequential intrusion detections. 

6.1 Introduction 

With increasing speed and powerful function in computational and com-
munication resources online, people have relied more and more on computer 
                                                           
1 Mei-Ling Shyu and Zifang Huang 

Department of Electrical and Computer Engineering, University of Miami, Coral Gables, FL 
33124, USA, e-mail:shyu@miami.edu, z.huang3@umiami.edu 

Hongli Luo 

Department of Computer and Electrical Engineering Technology and Information System and 
Technology, Indiana University - Purdue University Fort Wayne, Fort Wayne, IN 46805, USA, 
email: luoh@ipfw.edu 

©  Springer Science + Business Media, LLC 2009

J.J.P. Tsai and P.S. Yu (eds.), Machine Learning in Cyber Trust: Security, Privacy,  133
and Reliability, DOI: 10.1007/978-0-387-88735-7_6,



134  

systems to provide services. Especially, the popular web-based applications 
and services have enabled more intuitive and spontaneous human-computer 
interactions. Meanwhile, the use of the Internet is facing increasing risks re-
garding privacy and security as how to keep the information safe, avoid unau-
thorized access, prevent intrusions, etc. Nowadays, the attackers are more and 
more experienced to access to personal computers or to penetrate into network 
systems. Consequently, network security becomes an important issue that calls 
for the development of accurate and efficient solutions to protect the network 
system from various intrusions. To address this issue, powerful intrusion de-
tection systems (IDSs) have been developed to safeguard the network systems 
and valuable information. 

Existing intrusion detection methods can be broadly categorized into mis-
use detection and anomaly detection areas [3], where misuse detection is 
based on signature modeling of known attacks [18] and anomaly detection is 
based on signature modeling of normal traffic [17]. The advantage of misuse 
detection approaches is their higher detection accuracy for known attacks; 
while the advantage of anomaly detection approaches is its capability in de-
tecting new attacks [13]. On the other hand, the disadvantage of misuse detec-
tion approaches is its incapacity of detecting previously unobserved attacks, 
and the disadvantage of anomaly detection approaches is its high false alarm 
rate. Furthermore, there have been various IDS architectures developed in the 
literature such as monolithic, hierarchic, agent-based, and distributed (GrIDS) 
systems [33]. However, to better safeguard the network systems, the research-
ers in IDSs are still seeking more improvements to the existing architectures. 

One of the problems in the existing intrusion detection architectures is that 
they can only detect intrusions and respond to the intrusions passively. Anti-
virus software usually quickly scans the location of the weakness after the at-
tacks were reported. However, in such a scenario, the attacks might have come 
into force, which leads the network or computer system to a standstill. Even 
though those kinds of thoughtful strategic systems can be applied independ-
ently or with the implementation of other techniques, the frequent occurrence 
of a series of attacks has repeatedly indicated that instead of simply detecting 
the occurred intrusion, it is necessary to be able to predict which kind of intru-
sion might occur next in the network system. In this way, the response system 
can act in advance to strengthen the security of the local computer and the 
server, so as to prevent the coming intrusion or try to minimize the damages. 
In addition, there might be some relations between/among different intrusive 
activities. That is, some of the intrusions may occur sequentially, resulting in 
some kind of sequential intrusion patterns. The rootkit attack is a good exam-
ple in this scenario. First, an intruder would try to get the information of user-
name and password to become a root user through a sniffer program via the 
Ethernet network. Second, the Trojan horse attack would occur. At the first 
glance, the Trojan horse attack does not seem to be harmful, which is similar 
to a normal background process. However, such an attack is usually followed 
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by potential destructive processes, because it may establish back-door entry 
points for intruders to conduct other malevolent attacks. Finally, crucial in-
formation might be disclosed or the computer system might be crashed. 

In this chapter, a novel network intrusion detection framework that is ca-
pable of mining and detecting sequential intrusion patterns is proposed. The 
main objective of the proposed framework is to identify the sequential intru-
sion patterns so that when an intrusion occurs, it can predict the next poten-
tially harmful intrusions based on the rule set trained/derived from the attack 
history. The capability of detecting such sequential intrusion patterns enables 
proactive protection to the network system with prompt decision-making and 
suitable actions to be taken. The proposed framework consists of a supervised 
classification approach called Collateral Representative Subspace Projection 
Modeling (C-RSPM) [23] and an inter-transactional association rule mining 
method based on Layer Divided Modeling (LDM) for temporal pattern analy-
sis. C-RSPM is a multi-class supervised classifier with high detection rate, 
short training and classification times, and low processing memory require-
ments, and provides schemes for collateral class modeling, class-ambiguity 
solving, and classification. Furthermore, it is capable of adaptively selecting 
nonconsecutive principal dimensions from the statistical information of the 
training data set in order to accurately model a representative subspace. LDM 
is a novel inter-transactional association rule mining algorithm, which fully 
utilizes the distributing information of the data to quicken the process of rule 
mining. LDM is used to find the associated attacks, such as Web server buffer 
overflow leading to the intruder sneaking into the networks and mapping some 
executable files to steal classified information. Experimental results show that 
the proposed LDM method can perform temporal pattern analysis and gener-
ate inter-transactional rules more efficiently (i.e., less execution time) in com-
parison to some exiting algorithms like EH-Aprior [31]. Using the proposed 
framework, it is possible to detect the intrusion in the network and get the in-
formation of potential future harmful intrusions for prompt and proactive pro-
tection. Both KDD99 data set [16] and the traffic data set generated by a pri-
vate LAN testbed at the Department of Electrical and Computer Engineering 
at the University of Miami [26, 36] are used in the experiments. For the pri-
vate LAN testbed, 10 types of traffic are generated in random time intervals. 
The promising experimental results demonstrate that the proposed framework 
can effectively identify and detect sequential intrusion patterns with high de-
tection rates, low false alarm rates, and fast rule set extraction for IDSs. 

The remainder of this chapter is organized as follows. Section 6.2 dis-
cusses existing work related to the design of IDSs and algorithms of inter-
transactional rule mining. Section 6.3 presents our proposed intrusion detec-
tion framework. Experimental setup is presented in Section 6.4. Experiments 
and results are presented in Section 6.5. Finally, in Section 6.6, conclusions 
are given. 
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6.2 Existing Work 

Due to the importance of network intrusion detection, various types of in-
trusion detection systems (IDSs) have been developed.  Generally, existing 
IDSs could be broadly categorized into the following categories: network-
based IDSs, protocol-based IDSs, application protocol-based IDSs, host-based 
IDSs, hybrid IDSs, and agent-based IDSs [2, 4, 6, 7, 12, 15, 19, 21, 24, 25, 26, 
27, 30, 32, 36]. Different from the network-based IDSs, the host-based IDSs 
monitor and analyze the internals of a computing system rather than on its ex-
ternal interfaces. Agent-based IDSs become popular due to their higher level 
abstractions, scalability, and adaptability over the non-agent based IDSs. 
Based on Distributed Intrusion Detection System (DIDS) [27], many advanced 
DIDSs have been developed such as distributed hybrid agent-based intrusion 
detection and real time response system [32], MINDS [6], Distributed Intru-
sion Detection using Mobile Agents (DIDMA) system [15], and APHIDS++ 
[2]. 

Almost all these IDSs spontaneously use classification methods to identify 
each traffic received by a host or an agent. However, few of them are able to 
find the relationship among attacks and predict the coming attacks, so that a 
response system could react proactively in advance to protect the computer 
systems based on the prediction. Hidden Markov models or Markov chain 
models have been developed to predict network intrusions [39, 40]. However, 
these models predict the next state of the network data based solely on the cur-
rent state, and cannot predict future states of the network data other than the 
next state. Meanwhile, this kind of method defines states as different combina-
tion of features. With an increasing number of features, the number of states 
will increase exponentially. In order to solve the problem and achieve the goal 
of prediction, temporal pattern analysis should be involved in an IDS. 

Temporal pattern analysis is also an important topic in data mining. Dif-
ferent from association rule mining [1] which attempts to find the correlative 
items occurring simultaneously in one transaction, temporal pattern mining 
searches correlative items occurring at different time instances, i.e., asynchro-
nously. Existing algorithms in this area can be divided into several categories: 
sequential patterns [5], cyclic association rules [20], frequent episodes [34], 
segment-wise periodic patterns [9], and inter-transaction association rule min-
ing [10, 31]. Even though there are temporal components in all these patterns, 
sequential patterns, cyclic association rules, frequent episodes, and segment-
wise periodic patterns mining can also be categorized as intra-transaction as-
sociation rule mining, in contrast to inter-transaction association rule mining. 
For example, each sequence is actually taken as one transaction in sequential 
pattern mining, and then it finds the similar itemsets with timestamps which 
satisfy the requirement of minimum support.  
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The challenge of inter-transactional association rule mining is that it 
breaks the boundary of transactions, which leads to an increasing number of 
potential itemsets and rules. FITI [31] finds inter-transactional association 
rules based on intra-transactional associations and uses a special data structure 
for efficient mining inter-transactional frequent itemsets. PROWL [14] uses a 
projected window method and a depth-first enumeration approach to discover 
frequent patterns quickly, which has shown to outperform FITI. Algorithms 
for mining follow-up correlation patterns from time-related databases [37, 38] 
generate inter-transactional rules with the quantity constraint. In this chapter, a 
novel algorithm for inter-transactional association rule mining is proposed and 
will be presented in Section 3 which fully utilizes the distribution of the data 
set (or database) to cut down the number of the potential frequent itemsets. It 
is especially efficient for those time-related databases that the timestamps of 
the transactions are not consecutive. 

6.3 The Proposed Network Intrusion Detection Framework 

Figure 6.1 presents the architecture of the proposed network intrusion de-
tection framework, which consists of a Training layer and a Testing layer. The 
main objective of the proposed framework is to facilitate the IDS with the ca-
pability of mining and detecting sequential intrusion patterns for prompt and 
proactive protection of the computer system. 

6 Efficient Mining and Detection of Sequential Intrusion Patterns 
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Fig. 6.1  Network intrusion detection and prevention system structure 

As can be seen from this figure, in the Training layer, the network data for 
training is used by the C-RSPM supervised classification algorithm (to be 
briefly introduced in Section 6.3.1) as the input to attain the required parame-
ters for the classifier in the Testing layer. At the same time, the network data 
for training is also used by the LDM Temporal Pattern Analysis algorithm (to 
be presented in Section 6.3.2) to generate the Temporal Rule Set for rule 
matching in the Testing layer. 

In the Testing layer, the Data Sensor component attains the connection re-
cords of real network traffic from the network card or testing data. The pro-
posed framework first preprocesses the collected network traffic connection 
records to get the information for the Feature Extraction component, and then 
it classifies each connection based on the features obtained from the Feature 
Extraction component. The Classification component uses the parameters ob-
tained in the Classifier Training component in the Training layer. If a connec-
tion is classified as abnormal, it will be matched with the rules in the Tempo-
ral Rule Set to predict the coming abnormal connections so that the computer 
system can respond promptly and proactively. 
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Fig. 6.2  The C-RSPM Architecture [23] 

6.3.1 C-RSPM Supervised Classification 

C-RSPM is a multi-class supervised classifier with promising perform-
ance. Figure 6.2 shows the architecture of the C-RSPM algorithm which in-
cludes the Classification module and the Ambiguity Solver module [23]. 

In C-RSPM, the number of the classifiers in the Classification module is 
set to the number of classes in the training data set. Each classifier is trained 
by the data instances of each individual class in the training data set, using the 
Representative Subspace Projection Modeling (RSPM) technique which is 
based on principal component analysis and adaptive representative principal 
component selection technique. An unknown class label is used to mark the 
testing instance which is rejected by all classifiers. The Ambiguity Solver 
module is used to coordinate and capture classification conflicts, which means 
more than one classifier accepts a testing instance as statistically normal to 
their training data. In [23], it has shown that C-RSPM outperforms other su-
pervised classification methods such as C4.5 decision tree [22], Decision Ta-
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ble (DT), Nearest Neighbor (NN) [29], K-Nearest Neighbor (KNN) [29], and 
Support Vector Machine (SVM) [8]. 

When the C-RSPM algorithm is applied to the proposed network intrusion 
detection framework, the Classification module in C-RSPM is presented as the 
Classifier Training component in the Training layer and the Ambiguity Solver 
module in C-RSPM is presented as the Classification component in the Test-
ing layer. 

6.3.2 Temporal Pattern Analysis using LDM 

A novel inter-transactional association rule mining method based on Layer 
Divided Modeling (LDM) is designed for the temporal pattern analysis. The 
core of LDM is that the time-related database is divided into sub-databases ac-
cording to each interval within MaxInt, which is the size of the sliding window 
selected to concentrate on only those rules that the users are interested in. 
LDM searches the frequent itemsets within each sub-database using an ex-
tended FP-tree method. In addition, an efficient searching strategy is em-
ployed to improve the efficiency of the algorithm. Finally, LDM generates the 
inter-transactional frequent itemsets. Through the dividing of the database, 
LDM can fully utilize the distribution information to enhance its performance. 

6.3.2.1 Problem Definition 

In order to illustrate the algorithm, some definitions are given as follows. 
 
Definition 1. Let Σ={i1, i2, … , iu} be a set of items, where u is an integer 

representing the total number of items in Σ. Let T be the 
timestamps within a domain -- Dom(T). A time-related data-
base is presented as (t, I), where ( )t Dom T∈  and I ⊆ Σ . 

Definition 2. A sliding window W contains MaxInt + 1 continuous time 
intervals starting from t0 to tMaxInt. Let [0, ]s MaxInt∈ . Each 
transaction at ts within W is denoted as W[s]. 

Each sliding window corresponds to an extended-transaction which con-
sists of every transaction within the sliding window. An extended-transaction 
is combined with extended-items which are items with timestamps. A set of 
extended-items is called an extended-itemset Σ’. 

Definition 3. An extended-transaction E can be presented as 

 { ( ) | ( ) [ ],  1 ,  0 }.k kE i s i s W s k u s MaxInt= ∈ ≤ ≤ ≤ ≤  (6.1) 
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Definition 4. An extended-itemset which contains extended-items from 
k different timestamps is defined as a k-point extended-
itemset. 

Definition 5. An inter-transactional association rule is an implication 
of the form X Y⇒ [31], where 

1. X ⊆ Σ and 'Y ⊆ Σ ; 
2. (0)ki X∃ ∈ , 1 k u≤ ≤ ; 
3. ( )ki j Y∃ ∈ , 1 k u≤ ≤ , 0j ≠ ; and 
4.  X Y ϕ∩ = . 

Definition 6. Let S be the number of transactions in the time-related 
database. Let NXY be the number of the extended-
transactions which contain the set of X Y∪ , and NX be 
the number of the extended-transactions which contain X. 
The support and confidence of an inter-transactional rule 
X Y⇒ are defined as follows. 

 Support = NXY / S; (6.2) 

 Confidence = NXY / NX. (6.3) 

Based on the pre-defined minimum support value (Minsup), minimum 
confidence value (Minconf), and maximum time interval threshold (MaxInt), 
LDM aims to generate all the rules that satisfy the following conditions: 
Support ≥  Minsup and Confidence Minconf≥ within the range of MaxInt. 

6.3.2.2 Algorithm Design 

The input of LDM is a time-related database with timestamps, Minsup, 
Minconf, and MaxInt, and its output is the inter-transactional association rules. 
The main idea of the algorithm is to divide the time-related database into lay-
ers, so that we can reduce the number of potential frequent inter-transactional 
itemset candidates. An efficient searching strategy is adopted to reduce the 
search space. The algorithm consists of the following four steps.   

 

• Step 1: Divide the time-related database into layers based on the time-
stamp sets with n timestamps.  

• Step 2: For each layer, if it contains more than Minsup extended-
transactions, mine the frequent n-point extended-itemsets.  

• Step 3: If n θ≥ , where θ  is a threshold of the timestamps, derive the n-
point extended-itemsets as candidates from connecting the frequent (n-1)-
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point extended-itemsets, and then generate the frequent n-point extended-
itemsets.  

• Step 4: Generate the inter-transactional association rules based on the fre-
quent extended-itemsets.  

 
Here, we describe the LDM algorithm in details. The LDM algorithm first 

divides the time-related database into layers based on the 2-point timestamp 
set. Let each interval w (1 w MaxInt≤ ≤ ) correspond to a layer. Therefore, the 
number of the layers in this step is 1

ManIntC . Let Bw represent the number of the 
data instances in the wth layer, S be the total number of the data instances in 
the time-related database, and Minsup be the minimum support threshold from 
the user. If Bw is less than S ×Minsup, then empty the layer. This is due to the 
fact that there will be no interesting pattern derived from this layer. 

Next, the LDM algorithm applies GeneratesFreqItemset( ) to generate the 
frequent 2-point extended-itemsets using extended FP-tree algorithm from the 
non-empty layers. The difference between the so-called extended FP-tree al-
gorithm and FP-tree algorithm [11] is that the items in the extended FP-tree 
algorithm have time attributes with them. We use the same main idea as in the 
FP-tree to find the frequent itemsets. GeneratesFreqItemset( ) is the main 
function of the algorithm, together with a subfunction called GeneratenPoint-
FreqItemset(Ln-1) which generates all the frequent extend-itemsets based on a 
given input. An extended-itemset with a support value higher than Minsup is 
defined as a frequent extended-itemset. Here, Ln is the set of the frequent n-
point extended-itemsets, Cn is the candidate set of the n-point extended-
itemsets, θ  is a threshold of the timestamps, and SLn(0, …, i) is the set of the 
frequent n-point extended-itemsets at timestamp set 0, …, i 
(where (0, , )n nSL i L⊆L ). ( )mα (or ( )mβ ) means that the itemset in α (or β ) 
at timestamp m, and 0, …, i in SLn(0, … , i) represents the timestamp set in an 
ascending order (where 0 i MaxInt< ≤ ). For example, an itemset at the time-
stamp set (0, 2, 5) means that the itemset contains items at time points 0, 2, 
and 5, respectively. The pseudo code for GeneratesFreqItemset() and Gener-
atenPointFreqItemset(Ln-1) are given below. 

GeneratesFreqItemset( ) 
1. Read in time-related data, Minsup, and MaxInt; 
2. n = 2; 
3. While 2 n θ≤ ≤ do 
4.  Use the extended FP-tree algorithm to find the frequent 
   extended-itemsets in each layer; 
5.   n = n + 1; 
6. End While 
7. While (( n MaxInt≤ ) and ( 1nL ϕ− ≠ )) do  
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8. GeneratenPointFreqItemset(Ln-1);  
9. n = n + 1; 
10. End While 

 

GeneratenPointFreqItemset(Ln-1) 
1. For each itemset 1nLα −∈  
2.   For each itemset 1nLβ −∈  
3.      if ( (0, , )nSL iα ∈ L , (0, , )nSL jβ ∈ L , 0 i j MaxInt< < ≤ ) then { 
4.     { (0) (0), , ( ) ( ), , ( ), ( )};c m m i jα β α β α β α β= + = ∩ ∩L L  
5.    Add c to Cn; } 
6.   End for 
7. End for 
8. Count the support for each candidate nc C∈ as c.count; 
9. { | .k nL c C c count= ∈ ≥ Minsup}; 

Table 6.1 shows the format of the frequent 2-point extended-itemsets, 
where w ( 1 w MaxInt≤ ≤ ), (0) { (0) |1 }w kI i k u= ≤ ≤ , 
and ( ) { ( ) |1 }w kI w i w k u= ≤ ≤ . Similarly, the layers based on the timestamp set 
with n timestamps, where 2 1n MaxInt≤ ≤ + , can be constructed. The LDM 
algorithm then generates the frequent n-point extended-itemsets. The number 
of the layers should be n

ManIntC . For each timestamp set, it should contain 0. 
That is, every extended-itemset should contain at least one item at timestamp 
0. 

Table 6.1 Frequent 2-point extended-itemsets 

Timestamp set Frequent 2-point extended-itemsets 

(0, MaxInt) { (0), ( )}MaxInt MaxIntI I MaxIntU  

M  M  

(0,w) { (0), ( )}w wI I wU  

M  M  

(0,2) 2 2{ (0), (2)}I IU  

(0,1) 1 1{ (0), (1)}I IU  
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Table 6.2 Time-related database [31] 

T I 
1 a, b, e, g, j 
2 - 
3 - 
4 c, f, j 
5 - 
6 a, e, d, h 
7 - 
8 - 
9 a, c, e, h 

10 b, c, f 
11 - 
12 - 
13 - 
 

Table 6.3 Divided database layers 

Time stamp set Extended-transactions Count
(0,3) (1,4),(6,9) 2 
(0,2) (4,6) 1 
(0,1) (9,10) 1 

 
Take the same database given in [31] as an example to illustrate the pro-

posed method (as shown in Table 6.2). Here, we set MaxInt = 4, Minsup = 
40%, and Minconf = 60%. The database is first divided into layers as shown in 
Table 6.3. In the second column of Table 6.3, the absolute timestamp is used 
to present the transaction at that time. Since S ×Minsup 5 40% 2= × = , both 
(0, 2) and (0, 1) layers are deleted, and only layer (0, 3) is considered. There 
are two extended-transactions in layer (0, 3): 

1. (1, 4): {a(0), b(0), e(0), g(0), j(0), c(3), f(3), j(3)}; 
2. (6, 9): {a(0), e(0), d(0), h(0), a(3), c(3), e(3), h(3)}. 
As can be seen from this example, the largest frequent extended-itemset is 

{a(0), e(0), c(3)}. Given Minconf = 60 %, an inter-transactional association 
rule is a(0), e(0) c(3) ⇒ , whose support is 40% and confidence is 66.7%. 

Furthermore, when MaxInt increases, the size of the timestamp set will in-
crease exponentially. Consequently, θ  is introduced as a threshold. If n is lar-
ger thanθ , the algorithm derives the n-point extended-itemsets as candidates 
from connecting the frequent (n-1)-point extended-itemsets, and then gener-
ates the frequent n-point extended-itemsets. Again, let Lk be the set of frequent 
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k-point extended-itemsets and Ck be the candidate set of the k-point extended-
itemsets. The algorithm utilizes the following procedure to generate Lk+1 from 
Lk. 

 
Connecting Generally, each extended-itemset in Lk contains k timestamps. 

All the extended-itemsets in Lk that share the same timestamp set are collected 
as an individual set denoted as SLn(0, … , i), where 0 i MaxInt< ≤ , and 0, … , 
i represents the timestamp set in an ascending order. Let kLα ∈ and kLβ ∈ . 
α and β are connectable only when (0, , )kSL iα ∈ L , (0, , )kSL iβ ∈ L , 
( 0 i j MaxInt< < ≤ ), and the first k-1 timestamps are the same.  

If two extended-itemsets are connectable, 
{ (0) (0), , ( ) ( ), , ( ), ( )}c m m i jα β α β α β α β= + = ∩ ∩L L , ( ) ( )m mα β ϕ∩ ≠ ,

0 m i≤ < . That is, the two extended-itemsets are connected by getting the in-
tersects of the itemsets at the same timestamps and the union of the itemsets 
whose timestamps are unique. Ck+1 can be generated by employing the con-
necting process from Lk. The next step is to prune the candidate set Ck+1 to get 
Lk+1. 

 
Pruning Ck+1 includes all the frequent extended-itemsets in Lk+1, but it 

may also contain some extended-itemsets that are not frequent. By simply re-
moving every extended-itemset whose support value is smaller than the mini-
mum support threshold (i.e., Minsup) from Ck+1, Lk+1 is generated.  

Here, an efficient searching strategy is used to facilitate the process of 
counting the support values for the extended-itemsets. Assume we have an ex-
tended-itemset (28(0), 29(0), 3(2), 11(2), 10(5)). We need to count the support 
value of this extended-itemset in the database. The timestamp set of this ex-
tended-itemset is (0, 2, 5). Go directly to the layer corresponding to the time-
stamp set (0, 2, 5) to match the extended-itemset with the extended-
transactions in that layer, instead of searching in the whole original database. 
This method makes the proposed LDM algorithm much faster. 

6.4 Experimental Setup 

To evaluate the performance of our proposed framework, two different 
data sets were used in our experiments, and for each data set, the 10-fold 
cross-validation process was employed in both classification part and temporal 
pattern analysis part. The standard deviation of the classification accuracy and 
the rule matching accuracy are also presented. In each fold, the data set was 
randomly split into the training and testing data sets composed of 2/3 and 1/3 
of all data instances, respectively. 
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The first data set is the KDD CUP 1999 [16] data set with 41 attributes for 
each data instance; whereas the second one is generated from the private LAN 
network testbed located at the Department of Electrical and Computer Engi-
neering at the University of Miami [26, 36]. For the KDD CUP 1999 Data, 38 
out of 41 attributes are used in C-RSPM. Three nominal attributes are ne-
glected, because currently C-RSPM can only handle numerical data. In our 
experiments, the normal traffic and 11 types of intrusions in the KDD data are 
used. The total number of the data instances is 13182. The number of data in-
stances for each type of traffic is given in Table 6.4. 

Table 6.4  Dataset from KDD 

Type Number 
normal 10,000 
back 250 
neptune 400 
pod 200 
smurf 200 
teardrop 100 
guess-passwd 53 
warezclient 499 
ipsweep 350 
nmap 230 
portsweep 500 
satan 400 

 
For the data set from the testbed, 10 types of traffic are generated, which 

include 5000 normal connections and 100 connections for each type of ab-
normal traffic. Typical normal connections generate a proper quantity of data 
and transfer them during a moderate time period in a suitable rate, frequency, 
and pace. Typical abnormal connections generate a large amount of data and 
transfer them during a quite short time period continuously. For example, con-
nections transporting extremely huge packages are used to simulate ping of 
death attacks; connections with a lot of packages in a short time are used to 
simulate mail bombing; connections, which try to access the reserved ports, 
are used to simulate Trojan infection; connections with a lot of large packages 
in a short time are used to simulate buffer-overflow, etc. For these network 
traffic data, a couple of tools are used to preprocess the data, such as Win-
dump [35] and Tcptrace [28]. Windump is used to capture the raw data (i.e., 
the information of each connection) from the network card directly. Tcptrace, 
which can analyze the output file from Windump, is used to extract 88 attrib-
utes from each TCP connection, where the extracted attributes include the 
elapsed time, the number of bytes and segments transferred on both ways, etc. 
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We have also utilized our own developed feature extraction technique [26] to 
extract and derive 46 features from the output file generated from Tcptrace 
that are useful for the proposed network intrusion detection framework. These 
features include some basic, time-based, connection-based, and ratio-based 
network features. Out of these 46 features, 43 of them are numerical ones and 
are currently used in the C-RSPM algorithm. 

Connections are generated randomly in sequence to simulate the traffic 
flow in the real world. We use “second” as the time unit in the time-related da-
tabase. Connections, which occur within one second, are taken as one transac-
tion in a time-related database. 

6.5 Experimental Results 

Experiments are conducted to evaluate the performance of the C-RSPM 
classifier, the LDM inter-transactional association rule mining algorithm, and 
the proposed network intrusion detection framework. 

6.5.1 Performance of C-RSPM 

As mentioned above, C-RSPM is capable of performing high accuracy su-
pervised classification and outperforms many other classification algorithms 
[23]. It also enjoys high classification accuracy when it comes to both KDD 
CUP 1999 Data and the data set from our testbed. 

Table 6.5 shows the accuracy of C-RSPM for both data sets and their cor-
responding standard deviations (given in the parentheses) for the 10-fold 
cross-validation experiments. As can be seen from this table, C-RSPM 
achieves quite promising classification accuracy for each class. Some of the 
classes can be identified with 100% accuracy, such as back and teardrop in 
KDD data set and attack6 in the generated network traffic data set. 
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Table 6.5 Classification accuracy and standard deviation (shown in the paren-
theses) of C-RSPM 

KDD99 Accuracy Testbed Accuracy 
normal 99.41 (±0.16) normal 99.82 (±0.14) 
back 100.00 (±0.00) attack1 99.91 (±0.08) 
neptune 99.99 (±0.01) attack2 99.97 (±0.03) 
pod 99.94 (±0.01) attack3 99.96 (±0.09) 
smurf 99.58 (±0.08) attack4 99.97 (±0.03) 
teardrop 100.00 (±0.00) attack5 99.95 (±0.05) 
guess-passwd 99.98 (±0.01) attack6 100.00 (±0.00)
warezclient 99.65 (±0.06) attack7 99.96 (±0.04) 
ipsweep 99.11 (±0.05) attack8 99.98 (±0.03) 
nmap 99.11 (±0.06) attack9 99.97 (±0.03) 
portsweep 99.94 (±0.01) 
satan 99.88 (±0.00) 

6.5.2 Performance of LDM 

To evaluate the performance of the proposed LDM method, LDM is com-
pared with another inter-transactional association rule mining algorithm called 
Extended Hash Apriori (EH-Apriori) [31]. EH-Apriori is an Apriori like algo-
rithm, which takes the transactions within each sliding window as a mega-
transaction and then uses the Apriori algorithm to find the frequent inter-
transactional itemsets. A hashing technique is also used to improve the effi-
ciency of the algorithm. Experiments based on changing the values of MaxInt, 
Minsup, and the Size of the database for both algorithms were conducted and 
the results are shown as follows. 

MaxInt MaxInt is the range of the sliding window. It is an important pa-
rameter that is used in almost every temporal pattern analysis method. In our 
experiments, we used different values of MaxInt that range from 1 to 7 for the 
KDD99 data set to compare the efficiency of the proposed algorithm with EH-
Apriori. The minimum support threshold is set to 1%, and there are 1147 data 
instances in the data set. The result is shown in Fig. 6.3. 
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Fig. 6.3 Performance comparison on increasing MaxInt values 

It is clear in Fig. 6.3(a) that LDM is much faster than EH-Apriori, espe-
cially when the MaxInt is larger. With increasing MaxInt values, the time re-
quired by EH-Apriori increases exponentially. This is because a larger MaxInt 
means a wider sliding window, which will lead to more transactions involved 
in one extended-transaction. That is, the average length of the extended-
transactions will be longer. For Apriori-like algorithms, the execution time 
will increase exponentially when the average length increases. Therefore, 
MaxInt significantly influences the execution time of EH-Apriori, and the 
curve in Fig. 6.3(a) demonstrates this result. On the contrary, the execution 
time of LDM only mounts up slightly when the MaxInt becomes larger. LDM 
divides the data set into layers and finds the frequent inter-transactional item-
sets in each layer, so the value of MaxInt does not affect the average length of 
extended-transactions directly, whereas it changes the number of the layers. 
The number of the layers for each MaxInt (i.e., MaxIntl ) can be calculated by 
Equation 6.4. The slope of the curve, which captures the relationship between 

MaxIntl  and MaxInt, can be calculated by Equation 6.5, where k represents the 
execution time required by each layer. The reason of using an approximate 
symbol in Equation 6.5 is that the time to process the data in each layer might 
be influenced a little by the distribution of the data and the potential frequent 
patterns. 
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If we set MaxInt = 5, then MaxIntl - 1MaxIntl − = 31 - 17 = 14 and 14Slope k≈ . 
For LDM, the time increased is used to analyze the increased layers, so the 
time increases slightly and approximately linearly, which can be clearly seen 
in Fig. 6.3(b). The slope is around 0.05. 

Minsup Minsup is a critical parameter in association rule mining. Here, 
we set the Minsup to 0.5%, 1%, 1.5%, 2%, 2.5%, and 3%, respectively with 
MaxInt at 5 and 1000 instances in the database. Figure 6.4(a) shows promising 
results of LDM in comparison with EH-Apriori at each Minsup value as LDM 
avoids much excessive re-computation. 

 
Fig. 6.4 Performance comparison on increasing Minsup values 

To better look into the performance of LDM, Fig. 6.4(b) shows the per-
formance of LDM on increasing Minsup values individually. When Minsup is 
larger, there will be fewer frequent inter-transactional itemsets. Consequently, 
the execution time should be reduced. 

 
Fig. 6.5 Performance comparison on increasing sizes of the database 

Size of the Database In order to investigate LDM's ability to deal with a 
large size of database comparing to EH-Apriori, we vary the sizes of the data-
base from 300 to 1100, with minimum support at 2% and MaxInt at 5. The re-
sult presented in Fig. 6.5(a) shows that the executing time of LDM does not 
change much when the size of the database increases, while the time required 
by EH-Apriori increases significantly with the increasing number of the trans-
actions in the database. For LDM, the database is divided into layers accord-
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ing to the proposed method, which, in a way, weakens the influence of the size 
of the database to the performance of the algorithm, though the execution time 
of LDM also has an ascending trend as shown in Fig. 6.5(b). 

6.5.3 Performance of the Proposed Framework 

In order to evaluate the performance of the proposed framework, we first 
generate a temporal rule set (denoted by S1) from the training data set, and 
then generate a temporal rule set (denoted by S2) from the testing data set. For 
convenience, we only use the 2-point inter-transactional rules for matching, 
because 2-point inter-transactional rules have covered all the relations among 
different items. The number of the 2-point inter-transactional rules in S1 is N1. 
The number of the 2-point inter-transactional rules in S2, which can also be 
matched with rules in S1, is N2. The Rule Matching Rate is employed to evalu-
ate the effect of the proposed framework, which is defined by Equation 6.6. 

 2 1/RuleMatchingRate N N=  (6.6) 

Table 6.6  Rule matching rate (%) of the KDD99 and Testbed data sets 

MaxInt KDD99 Testbed 
1 89.29(±3.14) 81.77(±7.51) 
2 90.00(±2.13) 80.31(±5.56) 
3 89.73(±2.64) 80.76(±3.74) 
4 89.60(±3.01) 80.65(±4.30) 
5 88.85(±2.38) 80.65(±3.88) 
6 89.01(±3.22) 81.23(±4.06) 
7 89.44(±2.67) 80.01(±3.67) 

 
Table 6.6 shows the rule matching rates for both data sets and their corre-

sponding standard deviations (given in parentheses) with various MaxInt val-
ues for the 10-fold cross-validation experiments. The first column gives the 
various MaxInt values which range from 1 to 7. As can be seen from this table, 
our proposed framework maintains high rule matching rates for all the MaxInt 
values used in the experiments and for both data sets. This demonstrates our 
proposed framework can effectively identify sequential intrusion patterns from 
the training data set and used the trained rules to predict the coming attacks. 
Meanwhile, it can also be observed that the rule matching rate is quite stable 
when the MaxInt value changes, so the algorithm is robust to the MaxInt val-
ues. As it can also be seen that the total rule matching rate of the KDD99 data 
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set is higher than that of the testbed data set, which means that the rule match-
ing rate could be influenced by the size of the data set and the distribution of 
the frequent inter-transactional patterns. 

6.6 Conclusion 

In this chapter, a novel network intrusion detection framework which con-
sists of two main components, namely C-RSPM and LDM, is proposed to de-
tect sequential network intrusion patterns and to predict the types of coming 
intrusions. The key concept in the design of the proposed framework is that it 
utilizes a temporal pattern analysis method to find the sequential relations 
among network attacks based on the detected attacks by the classifier. The 
KDD99 data set and a data set generated by our private LAN testbed which 
include both normal and abnormal network traffic are employed to evaluate 
the performance of the C-RSPM classifier, the LDM inter-transactional asso-
ciation rule mining algorithm, and the proposed framework. However, the 
proposed framework has not been deployed in an operational network setting, 
and has not been evaluated by the actual network traffic data, which could be 
done in the future. From the experimental results, it can be concluded that (i) 
C-RSPM is an effective classifier with high identification accuracy (> 99%  in 
the data sets used); (ii) LDM is an efficient inter-transactional association rule 
mining algorithm, which can quickly generate all the temporal patterns under 
various combinations of different MaxInt values, Minsup values, and Sizes of 
the database; and (iii) the proposed framework is capable of predicting se-
quential intrusion patterns with high prediction rates (> 80%  in the data sets 
used). All these promising results show that our proposed framework is effi-
cient and effective and can enable prompt and proactive decision-making and 
actions to better safeguard the network system. 
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Abstract   Trust is cast as a continuous re-evaluation: a system’s reliability and 
security are scrutinized, not just prior to, but during its deployment. This approach 
to maintaining trust is specifically applied to distributed and embedded control systems. 
Unlike general purpose systems, distributed and embedded control systems, such as power 
grid control systems and water treatment systems, etc., generally have a 24x7 availability re-
quirement. Hence, upgrading or adding new cyber protection features into these systems 
in order to sustain them when faults caused by cyber attacks occur, is often diffi-
cult to achieve and inhibits the evolution of these systems into a cyber environment. 
In this chapter, we present a solution for extending the capabilities of existing systems 
while simultaneously maintaining the stability of the current systems. An externalized sur-
vivability management scheme based on the observe-reason-modify paradigm is applied, 
which decomposes the cyber attack protection process into three orthogonal subtasks: obser-
vation, evaluation and protection. This architecture provides greater flexibility and has a re-
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7.1 Introduction 

The following question is at the core of trust: can reliability and security 
be joined reliably and securely? Uncertainty over this conjoining leads to un-
trustworthiness, and the linking of security and reliability is non-trivial. For 
example, the probability of failure can be reasonably measured for natural 
faults, but the likelihood of failures induced by a directed attack depends on 
intangibles such as the skill, determination and power of the attackers. Fur-
thermore, in the face of just natural faults, increasing system reliability follows 
from the application of techniques for fault tolerance; however, fault tolerance 
almost always implies the application of some form of redundancy. If redun-
dancy is a typical prerequisite for fault tolerance, then replicating a secret runs 
contrary to normal security practices. These points go to show that coupling 
the treatment of failures induced by natural phenomenon with the handling of 
those induced by information attack goes beyond the scope of reliability. 

Security of computers and communication has the following attributes: 
confidentiality, integrity, and availability [1]. In addition, availability is an at-
tribute close to reliability [2]. 

In [3], we argued that when security is combined with reliability, distrib-
uted system features must be evaluated so that their effectiveness can be pre-
dicted – otherwise they might inadvertently magnify the attackers power. To 
emphasize the point, we borrowed a lesson from history: although ancient 
Rome was not built in a day, it did not take very long for it to fall once the 
barbarians took hold. We apply the same consideration to more contemporary 
concerns with our observe-reason-modify approach to evaluate an embedded 
control system and prevent the occurrence of such ”a fall”. 

Recent events indicate that a modern-day assault is underway. On Sep-
tember 27, NN Headline News cited “Sources: U.S. power grid vulnerable to 
cyber attacks”. Other headlines announce: “Study: Mouse click could plunge 
city into darkness”; “Researchers who launched an experimental cyber attack 
caused a generator to self-destruct, alarming the government and electrical in-
dustry about what might happen if such an attack were carried out on a larger 
scale”; and “Some experts fear bigger, coordinated attacks could cause wide-
spread damage to electric infrastructure that could take months to fix”.  

Legacy distributed and embedded systems still perform important roles in 
many of the nation’s critical infrastructures, ranging from electric power gen-
eration, transmission, and distribution to railroads and mass transit [11]. The 
roles’ importance dictates stringent system reliability requirements. In general, 
these infrastructures often have two layers: 

Physical layer. This layer consists of physical units, such as power distri-
bution units, wirings, valves, and plumbing, etc. The physical units are used to 
deliver the essential services. 
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Supervisory and Control layer (abbreviated SC layer). This layer contains 
computers, networks and data gathering sensors that are used to monitor and 
control the physical layer. 

It is understood how to protect the physical layer from being physically 
sabotaged by enforcing physical protection. Security locks and surveillance 
can effectively prevent tangible damages. Traditionally, the SC layer is lo-
cated in access-controlled rooms and the communication among SC units is 
through a closed, stand-alone and dedicated network. However, as computer 
and network technologies advance, these infrastructures have gradually 
evolved into cyber systems that possess the flexibility and productivity that 
modern technology brings. Unfortunately, the side effects and risks associated 
with these technologies are nevertheless not fully addressed in this very spe-
cial area. Some of the misconceptions that have contributed to disregard for 
the specialized nature of legacy systems are [12]: 

The infrastructures and their control systems reside on a physically sepa-
rated and stand-alone network. 

Connections between the SC layer of critical infrastructures and other cor-
porate networks are protected by strong access control schemes. 

The SC layer of the embedded infrastructures requires special knowledge, 
making them difficult for network intruders to access and control. 

In the underlying physical layer, all alarms of fault occurrences are as-
sumed to be caused by hardware or software malfunctions and these alarms 
can be answered by common fault tolerance techniques. 

In fact, the ability to access and control processes that were previously iso-
lated to standalone networks has rendered them vulnerable to cyber attacks 
from a variety of sources including hostile governments, terrorist groups, dis-
gruntled employees, and other malicious intruders. The 2003 incident where a 
disgruntled Australian engineer released tons of dirty water upon city grounds 
to gain revenge against his supervisor is an example [21]. Inflicting this type 
of damage did not require the presence of a human at either the site where the 
physical units are located or the control room where the SC layer is located 
thus making the attack much more difficult to detect and prevent. 

A value of a system that has become a legacy system is its performance 
history. Systems that have endured over time within their environment have 
proven their capabilities. These capabilities include the reliability attained by 
the system’s designers, but these designers could not have anticipated all the 
faults that can now be inflicted by present-day attackers. What has made the 
problem of protecting legacy national critical infrastructures even more chal-
lenging is that these systems have a stringent 24x7 availability goal that inhib-
its the “shutdown and upgrade” approach that otherwise is an effective way to 
handle emerging concerns. Requiring high availability while resisting system-
level changes creates an impediment: any Quality of Service (QoS) enhance-
ment must be done in a non-intrusive way. In addition, whereas the applica-
tion of traditional fault tolerance measures through a legacy system’s central 
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control and administration may indeed be sufficient, survivability in a cyber 
environment must address highly distributed, dynamic and unbounded envi-
ronments that lack central control and unified policies [23]. The proven track 
record of a legacy system should not be undermined by enhancements aimed 
at achieving attack protection; instead, reliability and security must be joined 
reliably and securely. 

To overcome these challenges and to ensure software system dependabil-
ity in cyber environments, a model that captures the characteristics of the sys-
tem and the environment becomes essential. As critical information systems 
emerge from “closed castle” into distributed paradigms, the co-operation 
among distributed elements which compose the larger cyber systems inevita-
bly become the focus of such systems.  

In this chapter, we present a solution to extend existing embedded control 
systems. New capabilities are added; yet they are kept separate from the sys-
tem’s original functionality in order to maximize future system evolvability 
while minimizing the disturbance imposed upon the system. An externalized 
survivability management scheme based on the observe-reason-modify para-
digm is applied, which decomposes the cyber attack protection process into 
three orthogonal subtasks: observation, evaluation and protection. The ap-
proach itself is general and can be applied to a broad class of observable sys-
tems. The generality of the approach also promotes assurances that changes 
will do no harm: the robustness introduced in the legacy system’s original de-
sign is undisturbed whereas the observe-reason-modify paradigm overcomes 
the hitherto unforeseen challenges of attack protection. 

The rest of this chapter is organized as following: Section 2 details related 
work with focus on cyber survivability issues in industrial distributed control 
systems, and software architectures. Section 3 starts with a motivation applica-
tion and then presents a solution for extending a current distributed control 
system with new features that can protect it from cyber damage at runtime. 
Our architectural solution contains three modules (i.e., observation, evaluation 
and protection modules). Together with the controlled system, they form a 
control loop. From the observation module originates all the protection actions 
and is the most critical part of the system. Section 4 is devoted to the detailed 
discussion of correlating local event streams and deriving system information 
in the observation module. Section 5 discusses when we should make deci-
sions under unreliable environment with real-time constraints. Section 6 
briefly outlines our prototype implementation. Finally, Section 7 summarizes 
and concludes the chapter. 
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7.2 Related work 

Research and continuous re-evaluation of standard practices have been 
conducted to study ways of improving the survivability of critical infrastruc-
tures where errant or malicious computer operations could result in a catastro-
phe. However, few of them demonstrate a non-intrusive approach, by integrat-
ing domain specific security knowledge into survivability solutions, to focus 
on cyber attacks in existing embedded systems, such as power grids, water 
treatment systems, or Supervisory Control and Data Acquisition (SCADA) 
systems. 

Pollet proposes a Network Rings of Defense model to provide a layered 
security strategy for the SCADA system [13]. In such a structure, developing 
an appropriate SCADA security strategy involves analysis of multiple layers 
including firewalls, proxy servers, operating systems, application system lay-
ers, communications, and policy and procedures. Risk analysis are applied on 
all these layers and include known vulnerabilities, such as password, key 
stroke logging, and Denial of Service (DoS) attack protection [14]. An agent-
based system is proposed to monitor a large legacy system in a distributed way 
to provide quick local fault recognition and response [16]. Firewalls [15] and 
intrusion detection techniques are also studied to help repel and localize cyber 
attacks [17]. 

Protection-Shell [19], also known as a Safety Kernel [18], is “an inde-
pendent computer program that monitors the state of the system to determine 
when potentially unsafe system states occur or when transitions to potentially 
unsafe system states may occur. The Safety Kernel is designed to prevent the 
system from entering the unsafe state and return it to a known safe state.” 
Leveson et al. [20] describe the term “Safety Kernel” as a technique which fo-
cus on centralizing a set of safety mechanisms. These mechanisms are used to 
enforce usage policies that are established in a given system to ensure system 
safety. Kevin G. Wika and J.C. Knight gave an evaluation of the feasibility of 
the safety kernel as software architecture for the enforcement of safety policies 
[18]. 

System Fault-Tree Analysis [19, 22] is a widely used safety analysis tech-
nique and also an important technology for assessment of safety-critical sys-
tems. System Fault-Tree Analysis helps to make fault dependability predic-
tions, and identify root causes of equipment failures. Although different 
versions of software replications on different hardware units are used to toler-
ate hardware and software faults, the management of these replicas in a dis-
tributed environment is intertwined with the functional logic being protected. 

Until today, most research efforts have focused on applying available gen-
eral- purpose IT security technologies to large legacy and embedded infra-
structures. Little effort has been put on developing large and embedded-
control-specific strategies. One of the major characteristics of such systems is 
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that it could take a decade or more to renovate the existing systems to take full 
advantage of general IT security technologies, but on the other side, these leg-
acy systems still have a considerable amount of serviceable life remaining 
[17]. Hence, compensating and non-intrusive approaches for improving legacy 
systems survivability in a cyber environment must be sought-after. Further-
more, most legacy industrial systems are not designed to be self-extensible, or 
self-adaptive, but rather to be extremely stable in order to operate reliably in a 
production environment. By design, users in those systems may never custom-
ize the system or tailor its behavior at runtime. 

External self-adaptive approaches have been studied recently and have 
shown to be a practical solution for providing self-adaptation to these systems 
[4, 8, 7]. These approaches adopt traditional control theory that has been used 
and proved to be an effective solution [9] in hardware design and industrial 
automation. They place general adaptation mechanisms in separate modules 
that can be created, modified, extended and reused across various applications. 
Nevertheless, while the concept of a control feedback loop is simple, i.e., sens-
ing (observing), calculating (reasoning) and acting (adapting), what to ob-
serve, how to reason and when to act are difficult to define and the decisions 
regarding the what, how and when play an important role in the success of ex-
ternal, feedback loop based adaptation schemes. 

The seminal Rainbow architecture by Garlan et. al. [4, 5] illustrates the 
challenges of architecture-based self-adaptation, such as latency and suitable 
decomposition. It provides generic self-adaptation through a gauger (monitor-
ing), a model manager, a constraint evaluator, an adaptation engine (reason-
ing), an adaptation executor and effectors (adapting). To use it, it requires an 
extensive knowledge of the system properties, constraint rules, adaptation 
strategies, and adaptation operators, split among multiple components. Other 
works in this area include [6, 7, 8, 9].  

Our non-intrusive approach is inspired by early work in the external self-
adaptation domain listed above. What distinguishes our work from previous 
research is that in our architecture we apply both the separation of concern 
principle in software design and feedback loop control theory. Architectural 
support is thus provided to extend existing systems with new features, to re-
duce software system complexity, and to provide flexibility for customizing 
the system for different applications. 

7.3 Event-Based Non-intrusive Approach for Enhancing Legacy 
Systems with Self-Protection Features 

Our approach is different from those mentioned in the related work section 
because our solution aims to streamline the extension process through creation 
of a modular control loop that encapsulates attack protection behaviors into 
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separate modules that can be created, modified and reused across multiple sys-
tems. Our solution has two major thrusts: (1) decomposition of a complex at-
tack-protection system into three orthogonal modules, i.e., observation, 
evaluation and protection modules; and (2) non-intrusiveness. Extending fea-
tures is non-intrusive and external to existing controlled systems. Also sup-
ported are independent specifications for observation focus, reasoning logic, 
and protection procedures. 

7.3.1 Motivating Example 

Before we propose an architecture for the purpose of extending legacy systems 
with new features, we first take an example from a real life application and 
study the properties that are intrinsic to this set of applications. 
Consider a simplified version of water treatment systems. In the water treat-
ment system, there are six valves (V1 ~ V6) which control the fluid velocity 
and four pumps (P1 ~ P4) which are used to pump raw water into the process 
system and distribute the purified water to consumers. In the normal condition, 
only P3 and P4, called primary pumps, will operate. P1 and P2 are backups 
and are activated only when the primary pumps are out of order. 
The supervisory and control (SC) layer monitors the pumps through two sen-
sors (S1 and S2) attached to the primary pumps. As soon as the status of the 
primary pump becomes abnormal, the backup pumps are activated. We also 
have a Pressure Vessel in which raw water is buffered and elementary filtering 
is applied. Normally, the valve opening and the pump speed are tuned to en-
sure that all the containers are not over pressured. 

 
Fig. 7.1 A Simplified Water Treatment System 
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In case of over pressurization, a pressure release container is attached to 
the pressure vessel as a safety mechanism. A sensor (S3) is used to detect the 
pressure level in the pressure vessel. When its value exceeds a threshold, the 
valve (V6) for the pressure release container is activated to release water from 
the pressure vessel. We assume that both sensors are highly reliable. Figure 
7.1 depicts the simplified water treatment system. 

 
A few key facts about the system are as following: 

 
1. The physical units are monitored and controlled by the SC units. The cor-

rect relation among the physical units (such as the status of each valve, the 
pump and the container) is predefined and the control logic, in responding 
to known failures, is also programmed in the SC layer’s control processes. 

2. The critical status of the system, such as the velocity of the pump and the 
velocity of the water flow, is externally observable and can be used to ana-
lyze the health of the system. 

3. Only hardware failures, such as a pump or valve not working, are consid-
ered in the current systems and hardware redundancy are in place for fault 
tolerance purposes. However, situations in which all individual units are 
working properly, but the system, as a whole, is malfunctioning, are not 
considered. 

4. A certain action may not be harmful; however, a sequence of non-harmful 
actions can be dangerous. For instance, increasing the velocity of raw wa-
ter being pumped is a normal action, but if it is followed by turning off 
both the filter valve and pressure release valve, these actions can cause 
catastrophic damage to the system. Therefore, before a command can be 
issued on the physical unit, a state, time and history dependent analysis is 
necessary to ensure system safety. Unfortunately, such an analysis is not 
in place. 

 
The goal of our work is to use the readily-available information from the 

current system and enhance it with self-protection features against malicious 
cyber attacks. It is worth pointing out that the cyber attacks that we focus on is 
attacks against system integrity and availability. 

7.3.2 Control-loop architecture 

As a solution, we employ an event-based feedback loop designed to exter-
nalize the cyber attack-tolerant logic out of the controlled system to allow for 
easier conception, maintenance and extension of attack-tolerant behaviors. 
Under this architecture, a controlled system is monitored and compared with a 
system model that represents the essential components and their relationship 
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with the controlled system to determine the health of the system. Figure 7.2 
depicts the high-level view of our proposed architecture. 

As shown in the figure, the newly added protection logic is separated from 
the existing controlled system and its activation is only through even observa-
tions. Furthermore, the software extension is deployed on platforms that are 
independent from the controlled systems. In addition, the observation, reason-
ing and action schemes are separated into independent modules. Such archi-
tecture allows us to change and incorporate different observation interests, 
reasoning schemes and action strategies without much modification to the 
controlled systems, or the other modules.  

 

Fig. 7.2  External Control Loop. 

More specifically, the external layer contains three modules, i.e., Observa-
tion, Evaluation, and Protection modules. These three modules communicate 
with each other through standard interfaces. Various technologies such as di-
rect calls, JNI calls, or interprocess communications can be applied for such 
communications. The Observation module observes events generated by the 
controlled system and maps them into a high level abstraction so that the 
Evaluation module does not have to be tied with a specific system or system 
specific events; instead, the information will be provided to the Evaluation 
with high level abstractions to promote the separation of reasoning logic from 
individual systems. The Evaluation module is responsible for reasoning about 
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the controlled system from the information provided by the Observation mod-
ule and decides how the system should act. The Protection module interfaces 
with the controlled system and decides if an action should be issued on the 
physical units, or if a system reconfiguration should take place, such as acti-
vating backups, excluding cyber-infected SC units from the system, and to 
prevent potential catastrophe. 

This architecture employs minimum dimensions required for automatic 
controlling the behavior of an embedded software system: observation, rea-
soning and adjustment. These modules are separated, so that the extension 
loop can be customized easily. In other words, different strategies or method-
ologies for observation, modeling and protection actions can be integrated 
based on the application needs. For instance, we use a coordination model for 
observation, an event-driven Finite State Machine (FSM) for modeling the 
system behaviors and a multi-threaded server to independently perform the 
system’s automatic correction. Specific control applications can use different 
models (such as Specification and Description Language (SDL) models) for 
representing the running system, while having identical monitoring and pro-
tection modules. Such separation and independence not only enhance software 
reusability but, more importantly, they provide additional dimensions of flexi-
bility in choosing observation and evaluation schemes and building a system 
that is most suitable to specific applications. 

7.3.3 Observation Module 

The observation module consists of an interface to the controlled system. 
It monitors event traffic and introspects the controlled system’s component 
states through readily available channels, such as communications between 
sensors to SC units, or among SC units. In addition, it also contains an infer-
ence engine that abstracts local SC events of the controlled system into ab-
stract events. The purpose of the inference engine is to transform a stream of 
SC monitored events into abstract events. For instance, observing water flow 
decrease and pump velocity increase can be interpreted as a speed mismatch 
and the observation module’s inference engine will generate a mismatch 
event. The evaluation module works exclusively on the model related abstract 
events. One of the advantages of mapping process-level events to model-level 
events is that it shields the evaluation module from numerous low-level events 
coming from the controlled system and decouples the system reasoning from 
platform specific and platform dependent controlled systems and also from 
possible noises. 

In addition, how the mapping is performed is encapsulated within the ob-
servation module and hence its modification will not disrupt the rest of the 
protection system. 
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Observing controlled system event streams is not difficult, but correlating 
the streams and deriving model level information from these local streams are 
challenging. Section 4 presents a detailed solution to face the challenge.  

7.3.4 Evaluation Module 

The evaluation module contains an abstract model representing the essen-
tial functionalities of the controlled systems and an inference engine. The in-
ference engine examines how the controlled system should reconfigure or re-
act based on the system abstraction and the events provided from the 
observation module. Encapsulated within the evaluation module is the logic 
that bridges observation and reaction. 

In the current version, the evaluation model of the system uses event-
driven Finite State Machine (FSM) that defines the desired safety property of 
the system. The event-driven FSM makes the sophisticated cyber attack-
tolerant logic much more comprehensible and much easier to maintain and 
update. The states used in the FSM may differ from states in the controlled 
system as not all the various states of the controlled system need to be consid-
ered during the protection process. In our current design, the result of the 
evaluation system is a service request to the protection module when it transi-
tions from one state to another in response to the events generated by the ob-
servation module. 

For instance, consider a scenario that the observation module has observed 
an event from the water treatment system that the water level in pressure ves-
sel has exceeded a predefined threshold. Through the observation module’s in-
ference engine, this event is mapped to a abstract model event — raw water 
pump velocity and filter velocity do not match. Upon receiving a mismatch 
event, depending on the current state of the controlled system (which is re-
flected as a node in the FSM), the evaluation model may conclude that one of 
the raw water pump’s SC units has a suspicious behavior and further control 
command from the SC unit to increase the pump’s velocity should exclude the 
pump and its SC unit from the system. It will send the action module a service 
request to prevent certain actions on the suspicious SC. However, how such 
actions are to be prevented on specific physical units through the supervisory 
and control (SC) units is fully encapsulated in Protection module. 

Figure 7.3 is a section of the water treatment control model. In particular, 
if the water level in the vessel is low, a mismatch between water in and water 
out for a certain time duration (t) will only move the system into state of water 
level medium; however, in any other states, such a mismatch will trigger issu-
ance of a certain prevention service request to the protection modules. 
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Fig. 7.3 System Abstract FSM 

7.3.5 Protection Module 

The Protection module executes the service requests determined by the 
Evaluation module. The execution of a service request is hence decoupled 
from its selection.  

The protection module is designed to execute service requests while main-
taining the system’s consistency. Inspired by [4, 5], service requests are cur-
rently implemented as scripts operating on the controlled system. These scripts 
implement the activation procedures used to perform functional or structural 
reconfiguration (such as cancel a suspicious SC unit). Figure 7.4 depicts the 
concept.  
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Fig. 7.4 Protection Module 

In addition, the protection module is designed to hide the details of the ac-
tion scripts (for instance, the steps for deactivate a primary device and activate 
a backup) from the observation and evaluation modules and the controlled sys-
tems. This significantly simplifies the survivability model of the system, as the 
details of implementing these requests (e.g. move SC unit to a new node) can 
be redefined for different applications without the need to make other changes 
on the architecture. 

7.4 Observation and Inference 

As we discussed in the previous section, one of the responsibilities of the 
observation module is to infer from the observed distributed system events and 
correlate them to generate abstract events for the evaluation module. In order 
to infer that two distributed and independent system events indicate a potential 
malfunction, the observation module must have the knowledge on how to co-
ordinate a controlled system’s distributed SCs. 

If we use asynchronous objects, called actors, to represent each supervi-
sory and control (SC) unit, we can group these actors, i.e., SC units, based on 
the roles they play in the system. For instance, in the water treatment systems, 
we have two types of SC units — controlling incoming water and outgoing 
water. In order for the whole system to work properly, these different roles 
must be appropriately coordinated. A violation of coordination requirements is 
an indication of a possible malfunctioning among SC units. Hence, we devel-
oped a coordination model, called Actor-Role-Coordinator [24], as a basis for 
the observation module. Figure 7.5 depicts the relation among the composing 
elements of the coordination model.  
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Fig. 7.5 The Actor, Role and Coordinator Model 

More specifically, the ARC model has the following characteristics: 
 

● The SC units are modeled as asynchronous active objects (actors) and they 
communicate with each other through messages. 

● Role is an abstraction for coordinated behaviors that may be shared by 
multiple actors and also provides localized coordination among its players. 

● Coordinators are responsible for different roles in the system. This setting 
further ensures that both the coordination constraints and coordination ac-
tivities are decentralized and distributed among the coordinators and the 
roles. 

● The valid relations between observed events are mapped as coordination 
constraints and are transparently and concurrently evaluated by roles and 
coordinators. 

 
The ARC model may be conceptualized as the composition of three lay-

ers, with each of the three components of the model associated with a dedi-
cated layer, as illustrated in Figure 7.5. The separation of concerns is apparent 
in the relationships involving the layers. From the perspective of a coordina-
tor, a role enables the coordination of a set of actors that share the static de-
scription of abstract behavior associated with the role without requiring the 
coordinator to have fine-grained knowledge of the individual actors that play 
the role. 

Shangping Ren et al.



  169 

As active objects, roles have states, and based on its state and a set of in-
tra-role constraint policies, a role actively coordinates the actors sharing the 
role and maintains the integrity of itself. In particular, the time dependent his-
tory information about the underlying layer (the actor layer) can be stored the 
role’s state variables. This information can help the role to review history and 
identify abnormal behaviors of its member actors and further suggest to the 
evaluation module the possibility of excluding an attack-infected actor (proc-
esses, or control units) from the system. 

The declarative criteria in the roles not only abstract the behaviors of ac-
tors, but also present a static interface to coordinators. Coordinators, therefore, 
do not have to directly coordinate actors, but implicit groups of actor, i.e., 
roles. Although in an open environment actors are very dynamic, they join or 
leave the system frequently; with the roles abstraction, coordinators are re-
frained from such dynamics. 

In the ARC model, coordination and constraint policies are distributed 
among coordinators and roles. One of the obvious advantages of such a distri-
bution, other than avoiding single points of failure and permitting control scal-
ability, is localization of a fault’s impact on the observers — if the role be-
comes faulty, it only affects those actors that play the role. 

Similar to the roles and actors, coordinators also have states and are ac-
tive. They are able to observe events and make corresponding state changes. 
The declarative constraint policies are state-based and apply to roles only. 
Again, the state-based policies provide a mechanism to use the history infor-
mation when making judgments concerning abnormalities. The actors and co-
ordinators are mutually transparent: though changes on actors or coordinators 
may have an impact on each other, such impacts are only passed through the 
roles. 

Generally speaking, in an open environment, the number of SC entities 
(i.e., actors), can be very large and quite dynamic. However, the functional 
categories of the actors in a system (i.e., the roles that actors play), are rela-
tively small in number and are stable. Hence, from a coordination perspective, 
role-based coordination is lightweight and more scalable compared with indi-
vidual functional entity-based coordination, especially in open systems. Fur-
thermore, as the roles shield the dynamics of the actors, the logic of role-based 
coordination becomes simpler and more reusable. 

The observation model also has a rule-based inference engine. The coor-
dination model helps to decide if a coordination constraint is violated; based 
on the result, the inference engine will generate abstract events for evaluation 
module to decide what necessary action shall take place.  

The integration of the ARC model and the external control loop architec-
ture is shown in Fig. 7.6.  
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Fig. 7.6 Integration of the ARC Model and the External Control Loop  

7.5 Making Decisions in Real-Time 

As the whole protection process is based on the observation on the con-
trolled systems. Therefore, the accuracy and reliability of the observation is 
critical. To avoid the observer themselves being blinded by attackers, or fail 
naturally, different observers may be placed to monitor for the same events 
and a voting scheme is taken to get a consensus. However, in real-time envi-
ronment, data obtained through observation usually has a lifespan associated 
with it. Hence, the process of getting a consensus data from a group of repli-
cated observation units must not take longer time than the lifespan of the data. 

In this section, our discussion is based on the assumption that all the n 
sensor units provide datum Di to the decision unit(s) and the inherently correct 
data value is D. The information credibility may not be at the fixed 100% 
level, that is, Di may not always be the same as D. Instead, it may be time de-
pendent. We use a credibility function Ci(t) to describe the probability that Di 
is the same as D at time t. 
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The following voting schemes are discussed here: 
1. out-of-n scheme. Under truthful assumption, we have that Di = D, that is, 

every sensor unit provides correct data and Ci(t) = 1. In this case, once the 
decision unit gets a datum Di from any sensor, it can deliver Di to the user 
without waiting for data from other sensors. 

2. k-out-of-n scheme. In the presence of faulty voters, a datum Di given by a 
faulty voter may not be in agreement with the data of non-faulty voters. 
However, a datum Di given by a non-faulty voter will be in close agreement 
with (or simply the same as) the data D of all the other non-faulty voters. 
We assume that the inherently correct data D is in the majority so that D 
can be determined by majority voting protocols. The credibility function 
Ci(t) is given to be monotonic with bound of [0, 1]. The monotonicity indi-
cates that with more time, we would get more trustworthy data. 

We further assume that the probability distribution function for the time a 
sensor i takes to obtain and transmit data is given as Vi(t). In other words, the 
probability that the decision unit get a datum from a sensor i by time t is given 
by Vi(t). 

To formulate the problem, let Xi be the random variable representing if 
the decision unit get a vote from the ith sensor 

 1,
0,i

if
X

otherwise
⎧

= ⎨
⎩

the vote of the i'th sensor is given  (1) 

Thus, P{Xi = 1} = Vi(t), P{Xi = 0} = 1 − Vi(t). Moreover, we interpret 
data credibility as the probability that a given data Di agrees with the inherent 
correct data D. Let Yi be the random variable representing whether the data Di 
agrees with D, that is 

 1,
0,i

if D
Y

otherwise
⎧

= ⎨
⎩

 the vote given by the i'th sensor is  (2) 

Thus, P{Yi = 1|Xi = 1} = Ci(t), P{Yi = 0|Xi = 1} = 1 − Ci(t). Therefore, the 
probability that the decision unit get a correct vote from the ith sensor is 

 
{ 1 1}

   { 1| 1} { 1} ( ) ( )
pi P Yi Xi

P Yi Xi P Xi Ci t Vi t
= = =
= = = × = =

I
 (3) 

and the probability that the decision unit cannot get a correct vote (either the 
vote is not given, or the given vote is incorrect) from the ith voter is 

 
{ 0 0}

   { 1| 1} 1 1 ( ) ( )
qi P Yi Xi

P Yi Xi pi Ci t Vi t
= = =
= = = = − = −

I
 (4) 
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When all sensors are homogeneous, i.e., their Ci(t) and Vi(t) are identical, 
the probability that at least k similar (or the same as D) votes are collected is 
the summation of binomial distributions: 

 
1

1

( ) (1 )

( ) ( )

n n
i n i

i i
i i k

n

n
P X Y k p p

i

where
p p p C t V t
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= =

⎧ ⎫ ⎛ ⎞⎪ ⎪∧ ≥ = −⎨ ⎬ ⎜ ⎟
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= = = =

∑ ∑

L

 (5) 

Note that p is a function of t, it follows that equation (5) is the probability 
that at least k similar votes are collected before time t. Let random variable T 
represent the time point at which enough similar votes (at least k) are col-
lected, i.e., the decision time, we have, 
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 (6) 

Therefore, the expected time that at least k same/similar votes are col-
lected by the decision unit is 
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 (7) 

Note that in (7), different k’s are used in distinct voting schemes. In 1-out-
of-n scheme where all sensors are truthful, we have k = 1. Whereas in k-out-of-
n scheme, we have k = ⎡(n+1)/2⎤ in majority voting protocols and k=⎡2n/3⎤ in 
the more stringent Byzantine voting protocols. In the following subsections, 
we discuss these schemes separately, assuming C(t) and V(t) are given.  

7.5.1 Truthful Voters 

Under this scheme, we have k = 1 and C(t) = 1 in (7). We further assume 
that V(t) is uniformly distributed over the interval [0, T1], i.e., 
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 1
1

, ( 0 , )
( )

1,
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 (8) 

Substitute k, C(t) and V(t) in (7), we have 

 ( )
1

1

1
10

1[ ] 1 1 1
1

nT
n

T

tE T dt dt T
T n

∞⎛ ⎞
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∫ ∫  (9) 

Equation (9) indicates that as n increases, E[T] decreases. In other words, 
under truthful assumption, resource availability positively impact data avail-
ability and system dependability. More careful observation reveals that the 
voting subsystem under truthful assumption is in fact a parallel system where 
the probability that the decision unit get at least one correct data from n sen-
sors is 

 1 1

1 1

{ ( ) 1} 1 { ( ) 0}

1 1 (1 ( ) ( ))

n n

i i i i
i i

n n

i i i
i i

P X Y P X Y
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∧ ≥ = − ∧ =

= − = − −

∑ ∑

∏ ∏
 (10) 

in which Πqi characterizes a parallel system. In such a system, sensor units 
work in a ”cooperative” way. Therefore, adding resources (more homogenous 
sensor units) to the subsystem improves its performance and thus reduces the 
expected decision time. 

Similarly, consider a situation in which the data coming from the sensors 
are at constant rate (λ) for any unit interval, i.e., the number of data within a 
unit time is constant over time. Based on probability theory, we know that 
such event probability distribution can be modeled as exponential distribution, 
with probability distribution function given below: 

 ( ) 1  , 0tV t e tλ−= − ≥  (11) 

Substitute k, C(t), and V(t) in (7), we have 

 
0

1 1[ ] n tE T e d t
n

λ

λ

∞
−= = ⋅∫  (12) 
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Therefore, though the probability distribution functions for voting time are 
different, if all the sensors are truthful, increasing n, i.e., the number of re-
sources, reduces the expected time to obtain assured votes. 

7.5.2 Untruthful Voters 

Under untruthful voter scenario, we have k determined by the specific ma-
jority voting protocol (where k = ⎡(n+1)/2⎤ in majority voting protocols and 
k=⎡2n/3⎤ in the more stringent Byzantine voting protocols). We further assume 
that C(t) is uniformly distributed over the interval [0, T2] and V(t) = 14. From 
(5), we can derive the probability of getting a valid data before time t: 

 ( )2
2 2( 1)/2

( ) 1 [0, ]
i n in

i n

n t tP t t T
i T T

−

= +⎡ ⎤⎢ ⎥

⎛ ⎞ ⎛ ⎞⎛ ⎞
= − ∈⎜ ⎟ ⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠ ⎝ ⎠
∑  (13) 

As can be seen that when t = 0.4T2, which means that the probability of 
getting a valid vote from an individual voter by time t is less than 50%, adding 
more homogeneously untruthful resources only makes it harder to get a con-
sensus within given time. Intuitively, if over 50% chance a voter is to lie, add-
ing more such voters only reduce the probability of getting valid votes within 
a given time.  

However, when t = 0.6T2, which means that the probability of getting a 
valid vote from an individual voter by time t is greater than 50%, adding more 
homogeneous resources facilitates the decision process, thus resulting in an 
increasing probability of obtaining a valid vote. The question now is: how 
does the resource availability influence the average decision time and thus the 
data availability? 

Substitute C(t), and V(t) in (7), we have 
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 (14) 

                                                           
4 Although it is unreasonable to assume V(t) = 1, i.e. a sensor is constantly giving 
out vote to the decision unit, we do this to simplify calculations and because not 
V(t) alone but C(t)×V(t) characterizes the possibility that the decision unit gets a 
vote valued D, which is the inherently correct data.  
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Make the substitution x = t/T2 ⇒ dx = (1/ T2)dt in (14), we have 
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Integrate by parts, we have 
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Use mathematical induction on, we can prove that 
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Therefore, from (15) and (17), we have 
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Given that k = ⎡(n+1)/2⎤ and n is large, we have 

 2[ ] 2E T T=  (19) 

Therefore, in an open hostile environment where not all voters are truthful, 
adding homogeneous resource does not impact the expected time of getting a 
valid vote.  

Similarly, when the credibility function C(t) is exponentially distributed 
over the interval [0,∞) with average rate λ, that is, 

 ( ) 1 , [0, )tC t e tλ−= − ∈ ∞  (20) 

Using equation (7), we have 
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Make the substitution where x = e−λt ⇒ dx = −λe−λtdt =−λxdt, we have 
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Integrate by parts and use mathematical induction, we can prove that 
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Therefore, from (22) and (23), we have 
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where k = ⎡(n+1)/2⎤. The relationship between E[T] and n in case of exponen-
tial distribution is illustrated in Figure 7.2. As can be seen, when the number 
of working sensors are small, increasing the number of sensors generally de-
creases expected decision time. However, since 
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nn
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The expected decision time converges at ln2/λ and no further decrease can 
be achieved by adding more resources. For example, with 11 sensors, the ex-
pected decision time is 0.7365/λ, while with 23 sensors, the expected decision 
time is 0.7144/λ ⎯ a 3.0% time gain is at the cost of more than twice the re-
sources. 
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7.6 Current Implementation 

The current framework is centered around the concept of modules, which 
are components realizing a portion of the adaptation logic (such as event trans-
formation, model evaluation, etc.), events which are discrete tuples of infor-
mation transiting between modules, and channels that transfer abstract events 
between modules. Modules are combined by associating them with input and 
outputs channels, following the configuration given by the user. Input and 
output channels abstract the transfer of events, so that different technologies 
such as JNI or CORBA can be transparently used. Channels are used to gener-
alize the applicability of the architecture. 

7.6.1 Event and channels 

Events define abstract types of information that modules can transmit, and 
realize a common ancestor to all the specialized information that the modules 
can communicate. Events and channels form the basic interfaces by which 
components in the framework may receive or send information. They define 
the service capabilities for any components in the framework to receive or 
send events, and handle system information without regards to the actual tech-
nologies and implementations that provide them (such as JNI calls or TCP 
sockets). For example, the current type of channels provided within the 
framework create shared queues that permit transmission of objects represent-
ing the event interface in a low-overhead manner. The use of a channel inter-
face allows them to be substituted later on by future types of channels, without 
exposing their implementation to the modules. 

7.6.2 Modules 

In the current prototype, the Observation, Evaluation, Protection modules are imple-
mented through a Jess-based inference engine [10], a Finite State Machine model 
evaluator, and a multi-threaded scripting engine, respectively. Figure 7.7 is a snapshot 
view of a running system. In the figure, on the left is a GUI interface to permit the 
generation of system events; in the middle is the console for the protection framework, 
showing debug messages from the Evaluation module; and the right shows the re-
sponse from the protection module. 
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Fig. 7.7 Prototype Implementation – GUI 

7.6.2.1 Observation module 

A sophisticated, Jess-based observation module is provided with the pro-
totype to perform event transformations. The sophistication of Jess provides 
the user with the capacities to do extensive manipulation and verification on 
multiple events. The user can provide inference rules either in a Jess-based 
language or in XML. The module automatically encapsulates and forwards the 
events generated by the Jess rules. The current transformation possibilities are 
limited by Jess’s functionality. Although the sophistication of the Jess engine 
still posts a performance challenge, its well-declared inference rules and well-
arranged rule orders can, on the other hand, offset the performance latencies. 
In addition, the electrical (or computer) speed and mechanical speed are at dif-
ferent time scales; therefore, in most cases, the performance cost of running 
the Jess inference engine is acceptable for real-time control systems, espe-
cially for legacy control systems. 

7.6.2.2 Evaluation module 

In our prototype evaluation module, the protection model of the system is 
abstracted through a Finite State Machine (FSM) that defines the desired pro-
tective behavior of the system. The states used in the FSM may differ from the 
functional model of the system, as various states of the system may not be 
considered needing protection. In our current design, the FSMs are specifi-
cally modeled after the Mealy machine model, which triggers protection re-
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quests during transitions between its states, following events generated by the 
observation module, which interfaces with the system. 

7.6.2.3 Protection module 

The current protection module provided with the framework is a multi-
threaded protection engine relying on a configurable pool of threads to service 
protection requests. The configuration provided by the user associates event 
names with Python scripts which are fed with the event’s name/value pairs at 
launch. 

7.7 Conclusion 

We have presented a framework and methodology for adding new features 
to existing systems. The solution emphasizes externalization, separation of 
concerns, and modularity when adding new features into controlled systems. 
Similar to other efforts, its purpose is to design general mechanisms for devel-
oping systems that can adapt to their new operating conditions. Our approach, 
however, is unlike other efforts because it is aimed at joining reliability and 
security both reliably and securely. 

Our solution relies on previous work in external, control-based and model-
based architectures, but is distinguished by its decomposition of the control 
process. The framework is decomposed into the observation, evaluation and 
protection modules that are virtually independent from each other. Hence, it 
supports modularization and allows for the cyber protection process to be cus-
tomized for specific needs or application domains. The observation, evaluation 
and protection modules can be substituted to fulfill a particular need. The 
framework relies on the first layer, the observation module, to infer informa-
tion about the controlled system and allow protection decisions to be based on 
high level information rather than many low-level events. Then, the evaluation 
module maps these observations onto an actual model of the system, which in 
turn permits situational protection. Finally, the protection module independ-
ently executes appropriate tasks for fault tolerance and abstracts away the con-
cerns necessary to tolerate faults caused by cyber attacks. With our solution 
we achieve a dual assurance: by leaving the original system design undis-
turbed, its established reliability remains unchanged; yet the external en-
hancements of our approach secure the system from unanticipated attacker-
induced faults. 
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8 Image Encryption and Chaotic Cellular 
Neural Network 

Jun Peng1, 2 2 

Abstract Machine learning has been playing an increasingly important role in in-
formation security and assurance. One of the areas of new applications is to design 
cryptographic systems by using chaotic neural network due to the fact that chaotic 
systems have several appealing features for information security applications. In 
this chapter, we describe a novel image encryption algorithm that is based on a 
chaotic cellular neural network. We start by giving an introduction to the concept 
of image encryption and its main technologies, and an overview of the chaotic cel-
lular neural network. We then discuss the proposed image encryption algorithm in 
details, which is followed by a number of security analyses (key space analysis, 
sensitivity analysis, information entropy analysis and statistical analysis). The 
comparison with the most recently reported chaos-based image encryption algo-
rithms indicates that the algorithm proposed in this chapter has a better security 
performance. Finally, we conclude the chapter with possible future work and ap-
plication prospects of the chaotic cellular neural network in other information as-
surance and security areas. 

8.1 Introduction to image encryption 

With the rapid development of the Internet and multimedia technologies, 
security is becoming an important issue in the storage and communication of 
digital images. In many secure applications fields, images such as military sat-
ellite images, radar tracking object images, fingerprint images for identity au-
thorization are required to be encrypted. Even in a remote medical system, ac-
cording to the law, the electronic forms of medical records that include 
patient’s medical images should be encrypted before they are sent over net-
works (Dang and Chau 2000). 
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Basically, there are two fundamental technologies for protecting digital 
images, namely image encryption and digital watermark. The thought of digi-
tal image encryption is originated from early classical encryption theory, and 
its aim is to transform a given image into a disorderly and unsystematic one by 
applying a kind of transformation regulation with a secret key in the spatial 
domain or frequency domain so as to hide the true information of the source 
image. The encrypted image cannot be recognized by the attacker without a 
correct secret key. On the other hand, digital watermark adopts a different 
technique, which is intended to complement cryptographic processes. It is a 
visible, or preferably invisible, identification code that is permanently embed-
ded in the image and remains present within the image after any decryption 
process (Cox et al. 1997). A simple example of a digital watermark would be a 
visible “seal” placed over an image to identify the copyright owner. 

In this section, we mainly focus on the image encryption techniques. 
Compared with the original image, the encrypted image can have the follow-
ing two kinds of changes: the first is that the location relationships between 
the pixels are rearranged due to the image scrambling transformation that can 
effectively reduce the correlation of adjacent pixels; the second is that the 
gray-scale value of pixels are changed so as to make the information entropy 
of the encrypted image very close to the maximum value and the histogram of 
the encrypted image more smooth. The purpose of these changes is to make 
the encrypted image looks like a random one meanwhile keeping a capability 
of withstanding most common cryptographic attacks such as brute-force at-
tack, statistical attack, known-plaintext attack, etc. It’s well known that cryp-
tographic attacks are designed to subvert the security of cryptographic algo-
rithms such as image encryption algorithm, and they are used to attempt to 
decrypt data without prior access to a secret key. Therefore, these two kinds of 
changes are very important to the information security of the image. 

In the following part, we briefly introduce the main techniques for image 
encryption. 

8.1.1 Based on image scrambling technique 

Image scrambling is one of the most prevailing encryption algorithms, 
which exploits a matrix transformation or pixel permutation to scramble the 
source image. Arnold’s cat map is a mostly used transformation for this pur-
pose. Qiu (Qiu and Ma 2003) and Chen (Chen et al. 2004) obtained the two-
dimensional and three-dimensional discrete form for Arnold’s cat map, which 
is suitable to the image encryption application. If a source image is trans-
formed several times by this map then a desirable scrambled image would be 
obtained. Other techniques are also investigated including affine transforma-
tion (Chang 2004), magic square transformation (Arthur and Kan 2001) and 
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knight-tour transformation (Parberry 1997, Charilaos et al. 2000). From the 
cryptography point of view, these scrambling techniques can efficiently hide 
the statistical property of the plaintext (source image) to withstand a statistical 
attack. Besides, they also can serve as a pre-processing of a cryptographic sys-
tem, or a permutation part of a substitution-permutation network (SPN). 

8.1.2 Based on SCAN pattern 

Bourbakis and Maniccam proposed an image encryption algorithm based 
on SCAN pattern (Bourbakis 1997; Bourbakis and Alexopoulos 1992, 1999; 
Maniccam and Bourbakis 2004). The SCAN is a formal language based two 
dimensional spatial accessing methodologies which can represent and generate 
a large number of wide variety of scanning paths or space filling curves easily. 
The SCAN is a family of formal languages such as Simple SCAN, Extended 
SCAN, and Generalized SCAN, each of which can represent and generate a 
specific set of scanning paths. For an image, a scanning path is an order in 
which each pixel of the image is accessed exactly once. The basic steps of im-
age encryption using SCAN pattern are described as follows: Firstly, a set of 
scanning paths for each sub-block image are chosen by the user. The scanning 
paths which are used as encryption keys are defined by a specific SCAN word. 
Secondly, the pixels of each sub-block image are rearranged according to the 
scanning paths. Finally, as the combination of the different SCAN words will 
result in a different image ciphertext, the SCAN words are furthermore en-
crypted through the standard commercial encryption ciphers such as DES 
(Schneier 1996) and IDEA (Lai and Massey 1990). 

8.1.3 Based on tree data structures 

Since many tree data structures such as binarytree, quadtree, wavelet ze-
rotree have already been widely used in image and video compression coding 
fields (Radha et al. 1996, Clarke 1995, Jessl et al. 2005), some encryption 
schemes combined with compression algorithm that was based on tree struc-
tures were proposed. To protect sensitive data in wireless image communica-
tion, Li (Li et al. 1997) proposed a partial encryption scheme, in which a quad-
tree was used to decompose the image into two parts in the spatial domain. 
Then the small but crucial part was encrypted directly by a public key algo-
rithm such as RSA (Rivest et al. 1978) while the remaining part will be sent 
without encryption. Martin (Martin et al. 2005) investigated an efficient secure 
color image coder, in which a color set partitioning in hierarchical trees (C-
SPIHT) compression algorithm was used to direct the stream cipher to encrypt 
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only the significance bits of individual wavelet coefficients encountered dur-
ing K iterations of the C-SPIHT algorithm. The use of a stream cipher and the 
encryption of a small number of bits keep computational demands at a mini-
mum and make the technique suitable for hardware implementation. Other 
similar proposed schemes can be found in (Cheng and Li 2000, Lian et al 
2004). The hybrid of the compression and encryption techniques may be one 
of ways to balance the purpose of both encryption and real-time requirements 
for multimedia data communication. 

8.1.4 Based on chaotic systems 

It has been established that chaotic systems have several appealing fea-
tures for information security applications, especially on the secure communi-
cations and cryptography using chaos. In early 90’s, Pecora and Carroll were 
the first to propose a method to synchronize two identical chaotic systems to 
implement a secure communication (Pecora and Carroll 1990,1991), and Mat-
thews presented an earliest chaotic stream cipher (Matthews 1989). The close 
relationship has been observed between chaotic maps and cryptographic algo-
rithms (Fridrich 1997, 1998; Kocarev 2001; Alvarez and Li 2006). In particu-
lar, the following connections would be found between them: (1) Ergodicity in 
chaos vs. confusion in cryptography; (2) Sensitive dependence on initial con-
ditions and control parameters of chaotic maps vs. diffusion property of a 
good cryptosystem for a slight change in the plaintext and in the secret key; 
(3) Random-like behavior of deterministic chaotic-dynamics which can be 
used for generating pseudorandom sequences as key sequences in cryptogra-
phy. However, an important difference between chaos and cryptography is 
that encryption transformations are defined on finite sets, while chaos has 
meaning only on real numbers. Moreover, for the time being, the notions of 
cryptographic security and performance of cryptographic algorithms have no 
counterpart in chaos theory (Kocarev 2001). Hence, the in-depth relationship 
between chaos and cryptography is still worthy of further research. 

Despite of this, the chaotic properties have been widely employed to de-
sign cryptographic systems in recent years (Yang et al. 1997, Baptista 1998, 
Kocarev and Jakimoski 2001, Masuda and Aihara 2002, Li et al. 2003, Wong 
2003, Amigo et al. 2007). Here, we mainly offer a brief overview to some of 
chaos-based image encryption schemes. Scharinger (Scharinger 1998) intro-
duced an efficient image and video data encryption approach, which involves 
keyed permutations on large data blocks induced by specific chaotic Kolmo-
gorov flows. At the same time, Fridrich (Fridrich 1998) represented a method 
to adapt an invertible two-dimensional standard baker map on a torus or on a 
square to create symmetric block encryption scheme. In Fridrich’s scheme, 
firstly, the standard baker map is generalized by introducing parameters, and 
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then discretized to a finite rectangular lattice of points. After that the map is 
extended to three dimensions to obtain a more complicated substitution cipher 
that can be used for the purpose of image encryption. Yen and Guo (Yen and 
Guo 2000) proposed a chaotic key-based algorithm (CKBA) in which a binary 
sequence as a key is generated using a chaotic system, and the image pixels 
are arranged according to the generated binary sequence, and then the scale-
gray values of pixels are XORed or XNORed bit-by-bit to one of the two pre-
determined keys. However, the analysis conducted in (Li and Zheng 2002) 
showed that Yen’s algorithm has some drawbacks: it is vulnerable to the cho-
sen or known-plain-text attack using only one plain-image, and its security to 
brute-force attack is also questionable. Recently, Chen (Chen et al. 2004) pro-
posed a symmetric image encryption in which a 3D cat map was exploited to 
shuffle the positions of image pixels and another chaotic map was also used to 
confuse the relationship between the original image and its encrypted image. 
In (Pareek et al. 2006), Pareek employed an external secret key of 80-bit and 
two chaotic logistic maps to construct an encryption scheme, in which the ini-
tial conditions of the both logistic maps were derived from the external key 
and eight different types of operators were used to encrypt the pixels of the 
original image. Furthermore, Pisarchik (Pisarchik et al. 2006) suggested a new 
practical algorithm based on a chaotic map lattice (CML). The main idea is to 
convert, pixel by pixel, the image color to lattices of chaotic maps one-way 
coupled by initial conditions. After small numbers of iteration and cycles, the 
source image will become an indistinguishable one due to the intrinsic proper-
ties of the chaotic system. Gao (Gao et al. 2006) presented a new nonlinear 
chaotic algorithm (NCA) which uses power function and tangent function in-
stead of linear function to overcome the drawbacks of small key space and 
weak security in the widely used one-dimensional Logistic system, while main-
taining acceptable efficiency. Very recently, similar to (Chen et al. 2004), Gao 
(Gao and Chen 2008) exploited an image total shuffling matrix to shuffle the 
position of image pixels and then used a hyper-chaotic Chen system to con-
fuse the relationship between the original image and encrypted image. 

Machine learning has been playing an increasingly important role in in-
formation security and assurance. Machine learning falls into the following 
broad categories: supervised learning, unsupervised learning, semi-supervised 
learning, analytical learning, reinforcement learning, and multi-agent learning. 
Each of the categories in turn includes various learning methods. Supervised 
learning deals with learning a target function from labeled examples. Unsu-
pervised learning attempts to learn patterns and associations from a set of ob-
jects that do not have attached class labels. Semi-supervised learning is learn-
ing from a combination of labeled and unlabeled examples. Analytical 
learning relies on domain theory or background knowledge to learn a target 
function. Reinforcement learning is concerned with learning a control policy 
through reinforcement from an environment. Multi-agent learning is an exten-
sion to single-agent leaning. There are many emerging learning methods such 
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as argument based machine learning (Mozina 2007), interactive learning 
(Guzman 2008, Shiang 2008), transfer learning (Lee and Giraud-Carrier 2007, 
Quattoni 2008), and so forth. In this chapter, our focus is on the use of cellular 
neural networks (CNN) for image encryption. 

Obviously, chaos-based algorithms have suggested a new and efficient 
way to deal with the intractable problem of fast and highly secure image en-
cryption, and it is true that the research achievements mentioned above are 
very useful to the latter studies on the chaos-based image encryption algo-
rithm. In the remainder of this chapter, we will describe a novel image encryp-
tion scheme based on a hyper-chaotic CNN and analyze its security features. 

8.2 Image encryption scheme based on chaotic CNN 

As we know, low-dimensional chaotic maps usually have only one posi-
tive Lyapunov exponent, the cryptography systems based on this kind of maps 
face a potential risk for security (Perez and Cerdeira 1995, Yang et al. 1998, 
Parker and Short 2001). For example, the intruder can exploit nonlinear dy-
namics forecasting or return map technique (Perez and Cerdeira 1995), or neu-
ral network method (Yang et al. 1998) to reconstruct the keystream. Parker et 
al. (Parker and Short 2001) use the sufficient geometric information in the 
transmission to extract an estimate of the keystream and exploit the character-
istics of the encrypting function to recover the encryption function. 

However, since hyper-chaos has more than one positive Lyapunov expo-
nent and contains more complex dynamic features, many secure communica-
tion schemes and cryptosystems based on hyper-chaotic systems have been 
developed (Mascolo and Grassi 1998, He and Li 2000, Vladimir et al. 2001, 
Goedgebuer et al. 2002, Li et al. 2007, Gao and Chen 2008). In this section, 
we will focus on the research on the digital image encryption algorithm based 
on the high-dimensional chaotic system such as a hyper-chaotic CNN. 

8.2.1 Introduction to Cellular Neural Network 

Cellular neural networks were invented by Leno O Chua and Lin Yang in 
UC Berkeley in 1988 (Chua and Yang 1988a). CNN is a kind of circuit archi-
tecture, which possesses some of the key features of neural network while 
having many potential applications in the fields related to massive parallel 
computation, image processing, pattern recognition and information security. 

8.2.1.1 Basic structure of CNN 
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The basic circuit unit of a cellular neural network is called a cell or artifi-
cial neuron, which typically consists of linear and nonlinear circuit elements 
such as linear resistors, linear capacitors, and some voltage-controlled current 
sources. Like a cellular automata, CNN consists of lots of cells, which are ar-
ranged regularly to form a net architecture. An example of a two-dimensional 
CNN with circuit size 4 4×  is shown in Fig. 8.1. Any cell in a CNN is con-
nected only to its neighbor cells, which resulting this kind of structure is very 
easily implemented using VLSI technique. Adjacent cells can interact directly 
with each other and cells not directly connected together may affect each other 
indirectly because of the propagation effects of the continuous-time dynamics 
of the network (Chua and Yang 1988b). 

Firstly, to describe the structure of a CNN, let us define a neighborhood of 
a cell ( , )C i j . 

Definition 1. r-neighborhood. The r-neighborhood of a cell ( , )C i j  in a 
CNN is defined to be the set of all the neighborhood cells meeting the follow-
ing formula, 

 ( , ) { ( , ) | max{| |,| |} ,1 ;1 }rN i j C k l k i l j r k M l N= − − ≤ ≤ ≤ ≤ ≤  

where r  is a positive number. Sometimes, we also can refer to ( , )rN i j  as 
a (2 1) (2 1)r r+ × +  neighborhood. 

 
 
 

 
Fig. 8.1 A two-dimensional CNN with 4 4×  size. 

 

(4,4)C(4,3)C(4, 2)C  (4,1)C  

(3, 4)C(3,3)C(3, 2)C  (3,1)C  

(2, 4)C(2,3)C(2, 2)C  (2,1)C

(1,4)C(1,3)C(1,2)C  (1,1)C  
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For a ( , )C i j , it can be implemented by an equivalent circuit, which is 
shown in Fig.8.2. 

 

 
Fig. 8.2 Equivalent circuit of a cell. 

In Fig.8.2, iju , ijx  and ijy  are called the input, state and output of the cell, 

respectively; ijE  is an independent voltage source; I  is an independent cur-

rent source; C  is a linear capacitor; xR  and yR  are linear resistors; 

( , ; , )xyI i j k l  and ( , ; , )xuI i j k l  are linear voltage controlled current sources 

with the characteristics ( , ; , ) ( , ; , )xy klI i j k l A i j k l y=  and 

( , ; , ) ( , ; , )xu klI i j k l B i j k l u=  for all ( , ) ( , )rC k l N i j∈ , ( , ; , )A i j k l  and 
( , ; , )B i j k l  are feedback and control cloning templates, also called feedback 

and control operator, which gives the dynamic rules in CNN; yxI , the only 
nonlinear element, is a piecewise-linear voltage current source with the char-
acteristics ( ) /yx ij yI f x R=  where ( )( ) 0.5 | 1| | 1|ij ij ijf x x x= + − − . 

Definition 2. Standard CNN. Applying Kirchhoff's Current Law (KCL) 
and Kirchhoff's Voltage Law (KVL), a standard M N×  CNN can be defined 
mathematically by the following specifications (1 ,i k M≤ ≤ ;1 ,j l N≤ ≤ ): 

1) State equation: 

( , ) ( , ) ( , ) ( , )

1 ( , ; , ) ( , ; , )
r r

ij
ij kl kl

x c k l N i j c k l N i j

dx
C x A i j k l y B i j k l u I

dt R ∈ ∈

= − + + +∑ ∑   (8.1) 

2) Output equation: 

 ( )1( ) | ( ) 1| | ( ) 1|
2ij ij ijy t x t x t= + − −  (8.2) 

3) Input equation: 

ijE  

…

…I  C  xR yR

( , ; , )xuI i j k l ( , ; , )xyI i j k l yxI

iju ijx ijy

+  

−  
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         ij iju E= , where ijE  is a time-invariant independent voltage source. 

4) Constraint conditions: 

          | (0) | 1,  | | 1ij ijx u≤ ≤ . 

5) Parameter consumptions: 

        ( , ; , ) ( , ; , )A i j k l A k l i j= , 0C > , 0xR > . 

8.2.1.2 Dynamica behavior of the CNN 

Chua and Yang have investigated the complex dynamic characteristics of 
the CNN (Chua and Yang 1988a, 1988b). The bifurcation phenomenon and 
chaotic behaviors are also observed in two-order CNN (Fan and Josef 1991, 
Chen et al. 1994, Slavova 1998). By considering simple chaotic units as neural 
cells, the interconnections of a sufficiently large number of neurons can ex-
hibit extremely complex behaviors, such as spiral and scroll waves, turing pat-
terns, and high-dimensional chaotic attractors (Chua et al. 1995). The applica-
tions of the CNN are mostly depended on its dynamic behaviors. For example, 
when applied in such as image processing, pattern recognition and control 
fields a CNN is needed to converge to a stable equilibrium state. While being 
applied in secure communication, image encryption and physics, it must have 
chaotic attractors or limit cycles. 

In this section, let us consider the following three-order CNNdynamic sys-
tem with full connection which exhibits chaotic phenomena (He et al. 1999): 

 
3 3

1, 1

j
j j j jk k jk k j

k k j k

dx
x a y a y S x i

dt = ≠ =

= − + + + +∑ ∑ , 1,2,3j =   (8.3) 

where jx  and jy  denote the state variables and cell outputs of the CNN 

respectively. jy  is related to jx , and their relationship (output equation) is de-
fined as follows: 

 ( )( ) 0.5 | 1| | 1|j j j jy x x x= + − − , 1,2,3j =  (8.4) 

If the parameters of three cellulars are given by (He et al. 1999): 
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 12 13 2 23 32 3 21 31 0a a a a a a a a= = = = = = = = , 

 13 31 22 0S S S= = = ; 1 2 3 0i i i= = = ; 21 23 1S S= = . 

then the dynamic model in (8.3) can be abbreviated as:  

 1
1 1 1 11 1 12 2

dx
x a y S x S x

dt
= − + + + , (8.5a) 

 2
2 1 3

dx x x x
dt

= − + + , (8.5b) 

 3
3 32 2 33 3

dx
x S x S x

dt
= − + + . (8.5c) 

where ( )1 1 1 1( ) 0.5 | 1| | 1|y x x x= + − − . 
The coefficient matrix of the linear sub-system of model (8.5) is 

 
11 12

32 33

1 0
1 1 1
0 1

S S
A

S S

−⎛ ⎞
⎜ ⎟= −⎜ ⎟
⎜ ⎟−⎝ ⎠

 

If let 11 0.367S = − , 12 7.278S = , 32 12.025S = −  and 33 0S = , then the 
three eigenvalues of A  are 1.8546− , 0.7562 2.2593i− +  and 

0.7562 2.2593i− − . All the real part of these eigenvalues are negative, hence 
the evolvement trajectory of model is tending to a stable state. However, if let 

33 1S =  while keeping the identical value of 11S , 12S  and 32S , then the three 
eigenvalues of A  are 2.5245− , 0.0787 2.5506i+  and 0.0787 2.5506i− . As 
there is at least one eignvalue with a positive real part, the evolvement trajec-
tory of model is becoming unstable even chaotic. 

As we mainly focus on the application in the image encryption using its 
chaotic property, we investigate the dynamical behavior of the model (8.5) 
through the adjustment of value of parameter 1a  when 33 1S =  and 11S , 12S  
and 32S  are still assigned to the above same values. The initial condition 

1(0)x , 2 (0)x  and 3(0)x  is 0.1, 0.1 and 0.1, respectively. By exploiting the 
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four-order Runge-Kutta method, the computer numerical simulation results are 
shown in Fig.8.3. 

Generally, there are four behaviors with a nonlinear dynamic system: 
equilibrium point, periodic trajectory, quasi-periodic trajectory and chaotic 
trajectory. From Fig.8.3 (a)-(j), we found that the CNN model (8.5) has differ-
ent dynamica behavior changing from the equilibrium point to double scroll 
attractor with the increasing of value of parameter 1a . It is well known that the 
chaotic attractor can be characteristic measured by Lyapunov exponents, 
which describe the extent of adjacent trajectories departing. By using Wolf al-
gorithm (Wolf et al. 1985), the maximum Lyapunov exponent when parameter 

1a = 3.581 and 1a = 8.861, is 0.2858 and 2.7022, respectively. Due to the fact 
that the maximum Lyapunov exponent is greater than zero, the system in 
Fig.8.3 (i) and (j) are in chaotic states. 
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(a)                                                                         (b) 

(a) 1 8.68a = − , stable equilibrium point (0,0,0),  (b) 1 0.158a = , unstable trajectory. 
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(c)                                                                      (d) 

(c) 1 0.480a = , unstable long-period,  (d) 1 0.488a = , stable long-period. 
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(e)                                                                      (f) 

(e) 1 0.850a = , stable equilibrium point (0,0,0),  (f) 1 1.367a = , stable equilibrium 

point (0.4066,0,-0.4066). 
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(g)                                                                        (h) 

(g) 1 2.216a = , unstable period,  (h) 1 2.818a = , unstable period. 
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(i)                                                                         (j) 

(i) 1 3.581a = , single scroll attractor,  (j) 1 8.861a = , double scroll attractor. 

Fig. 8.3 The dynamica behavior of the CNN with different value of parameter 
1a . 
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8.3 Description of image encryption algorithm 

Basically, the chaos-based image encryption algorithm proposed in this 
chapter is a symmetrical algorithm, which means an identical secret key will 
be used to encrypt and decrypt image. We use a 128-bit key to drive a CNN 
hyper-chaos system, i.e., a 128-bit key is mapped to the initial conditions of 
the CNN and used to calculate system parameters, which will then be de-
ployed in the algorithm to generate binary chaotic sequences for the encryp-
tion process. The diagram for the algorithm is given in Fig.8.4. 

Before delving into the details of the algorithm, we give some explana-
tions on several symbols used in the algorithm: S  denotes the original image 
with its size ih iw× , where ih  and iw  are the height and the width of a given 
image respectively, and S  is written as a set { ,i js | 1,2, ,i ih= L  and 

1,2, ,j iw= L }; T  denotes a 128-bit key, and can be written as 1 2 16T T TL , 
where iT  is thi  character of T ( 1,2, ,16)i = L . 

The steps of the encryption algorithm are given as follows. 
Input: a 128-bit key and the original image 
Output: encrypted image 
Step 1: The six system parameters for the algorithm are obtained through 

the following computational procedures: 

      
1 ,1 1

ih iw

i ji j
H s

= =
= ⊕⊕

;  
2 ,

1 1
( )  256

ih iw

i j
i j

H s  mod
= =

= ∑∑
; 

      1 2 16( )  256S T T T mod= + + +L ; 
      1 2 16P T T T= ⊕ ⊕ ⊕L ; 
      10 11 12 1 2( + )  256T T T H H modλ = + + × ; 
      13 14 15 16 1 2( + + ) / 256h T T T T H H= + + × . 
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Fig. 8.4 The diagram of CNN-based image encryption algorithm. 

Step 2: Determine the initial condition 1,0 2,0 3,0( , , )x x x  and iteration num-
bers 0N  of the CNN: 

     
5

1,0 1 4 7( ) / 256x T T T S P= × × × × ; 

     
5

2,0 2 5 8( ) / 256x T T T S P= × × × × ; 

     
5

3,0 3 6 9( ) / 256x T T T S P= × × × × ; 

     
2 2

0 ( )  256N S P mod= + . 
Then iterate the CNN for iw ih×  times from the initial condition 

1,0 2,0 3,0( , , )x x x  by using fourth-order Runge-Kutta Method (the time step size 
is 0.005) to solve the CNN differential equation (8.3). Here, to avoid the tran-
sient effect, the first 0N  iterations are considered. 

Step 3: Let 1, 2, 3, 1{( , , )}iw ih
i i i ix x x ×

= denotes the set of solutions of CNN. The 
size of the set is iw ih× , and thi  element has three points 

1, 2, 3,( , , )i i ix x x , 1,2,...,i iw ih= × . Then we map 1, 2, 3,( , , )i i ix x x  to a 
character that will be used to encrypt image pixel in the future, and 
the mapping procedure is described as follows: 

Assume 2 2 2 1/2
1, 2, 3,( )i i i iv h x x x λ= + + + , and iu  denotes the decimal fraction 

of iv , then iu  can be represented as a binary sequence ,1 ,2 ,0. ...i i i i pu b b b= , 

where p  is a certain precision (here let 32p = ). Let ,0 ,1 ,7 2( ... )i i i iw w w w= , 
where ,i jw  denotes the thj  bit of iw , and 
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Parameters 
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, ,4 1 ,4 2 ,4 3 ,4 4i j i j i j i j i jw b b b b+ + + += ⊕ ⊕ ⊕ , 0,1,...,7j = . Hence, we obtain a 

character iw  from 1, 2, 3,( , , )i i ix x x . (see Fig.8.5 for a schematic view). Finally, 
when the variable i  changes from 1 to iw ih× , we will obtain a pseudoran-
dom keystream 1{ }iw ih

i iw ×
=  to encrypt the original image.  

Step 4: Let us suppose ie , iw  and im  denote the ciphertext (encrypted im-
age), pseudorandom keystream and plaintext (original image) re-
spectively, where 1,2,...,i iw ih= × . Then the encryption process 
is defined as follows: 

 ( ) mod  256i i ie w m= + . (8.6) 

Since our algorithm is a symmetrical one, the decryption process is similar 
to the encryption process except for the extend key ET  (see remark 1) used to 
generate iw . The original image can be regenerated from the encrypted image 
through the following: 

 ( ) mod  256i i im e w= − . (8.7) 

 
Fig. 8.5 The procedure of mapping ( , , )1, 2, 3,x x xi i i  to character wi . 

Remark 1: To guarantee the sensitivity of the encryption algorithm with re-
gard to the whole original image, we introduce two special parameters, i.e., 1H  
and 2H  (see Step 1). It is clear that the generation of 1H  and 2H  depends on the 
plaintext S , and the keystream iw  in turn hinges on 1H  and 2H . Therefore the 
encryption results depend on the plaintext. This translates into the fact that the al-
gorithm is sensitive to the plaintext, and can be verified in our experiments (see 

1, 2, 3,( , , )i i ix x x iv  

iu

0  ,1ib ,2ib ,3ib ,4ib L ,29ib ,30ib ,31ib ,32ib

,0iw ,1iw L ,6iw ,7iw

4
, 1 , 4{ }i j k i j kw b= × += ⊕

0,1,...,7j =  

iw
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section of sensitivity analysis). If the encryption key is T , then the decryption key 
should be 1 2( , , )ET T H H= , here we call ET  an extend key. 
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(a) ( 1x , 2x ) plane                                          (b)  ( 1x , 3x ) plane 
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Fig. 8.6 Chaotic attractor observed by computer simulation for the initial con-
dition 1(0)x =0.1, 2 (0)x =0.1, 3 (0)x =0.1. (a), (b) and (c) are projection onto 
the three planes respectively. 

Remark 2: Actually, the proposed encryption algorithm mapped a 128 
bits external key to parameters ( , , ,S P h λ ), and the initial conditions of the 
CNN and the keystream obtained are related to the ( ,S P ) and ( , , ,S P h λ ), re-
spectively. Furthermore, the control parameters of the CNN used in the algo-
rithm are fixed as follows: 1 3.95a = , 11 1.65S = − , 12 8.78S =  and 

32 13.25S = − . The chaotic attractors obtained under these parameters are 
shown in Fig.8.6, and the maximum Lyapunov exponent of the sequences is 
0.4684. 
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8.4 Security analyses 

From the security standpoint, an effective encryption algorithm should 
withstand all kinds of known attacks. For example, it should have a large key 
space to thwart the brute-force attack, and it should be sensitive to the key and 
also to the plaintext. In this section, we present the results of several security 
analyses on the effectiveness of the proposed algorithm. 

8.4.1 Key space analysis 

It’s well known that a large key space is very important for an encryption 
algorithm to repel the brute-force attack. Since the algorithm has a 128-bit 
key, the key space size is 128 382 3.4 10≈ × . Furthermore, if we consider the four 
control parameters of CNN as a part of the key, the key space size will be even 
larger. This means if the precision is 1410− , then the key space can be 

128 14 4 3142 10 2×× ≈ . Apparently, the key space is large enough to resist all kinds 
of brute-force attacks. However, the extend key 1H  and 2H  should not be 
considered as part of the calculation of the key space. As we know, they are 
related to the plaintext, that means once a plaintext is given, 1H  and 2H  are 
constants. 

8.4.2 Sensitivity analysis 

We also perform experiments on the algorithm’s sensitivity with respect to 
the key and the plaintext. The sensitivity means the change of a single bit in 
the secret key or the original image should result in a completely different en-
crypted image. The image ‘Lena’ and ‘Pepper’ with size 512 512×  are used 
as the original images, and two keys 1key  and 2key  are randomly selected as 
follows, except for the fact that there is only one character difference between 
them. 

1key  = ‘hT4#6RuJha&3m%B8’ 
2key  = ‘hT4#6RuJha&3m%B9’ 

The results are shown in Fig.8.7. We can see that, in Fig.8.7 (b) and (c), 
the encrypted images (ciphertext) are very different when using a slightly dif-
ferent key. Besides, to test the sensitivity to the plaintext, we modified the 
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gray-scale value (GSV) of one pixel at grid (100,100) of the original image (d) 
by adding one, i.e., 

 100,100 100,100( ) ( ( ) 1) mod 256GSV s GSV s′ = + . (8.8) 

   
(a)                                           (b)                                          (c) 

 

   
(d)                                           (e)                                          (f) 

Fig. 8.7 Results of sensitivity experiment with respect to the key and the plain-
text. (a) is the original ‘Lena’ image, (b) is the encrypted image of (a) with 
key1, (c) is the encrypted image of (a) with key2, (d) is the original ‘Pepper’ 
image, (e) is the encrypted image of (d) with key1, (f) is the encrypted image 
with key1 when only one pixel changed in (d). 

The results are in Fig.8.7 (e) and (f), and obviously (e) and (f) are com-
pletely different. For the other two original images ‘Boat’ and ‘Woman’, the 
results of the same sensitivity experiment with respect to the key are also 
shown in Fig.8.8. 

Furthermore, for the sake of understanding the difference between the en-
crypted images, two common measures (Chen et al. 2004) are used, i.e., num-
ber of pixels change rate (NPCR) and unified average changing intensity 
(UACI), they can be defined as: 

 ,
( , )

NPCR 100%i j
D i j

W H
= ×

×
∑

, (8.9) 
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255

i j i j
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E E

W H

⎡ ⎤−
⎢ ⎥= ×
⎢ ⎥×
⎣ ⎦
∑ . (8.10) 

where 1E  and 2E  denote two encrypted images, respectively, W  and H  are 
the width and height of 1E  or 2E , and the gray-scale values of the pixels at 
grid ( , )i j  of 1E  and 2E  are labeled by 1

,i jE  or 2
,i jE , respectively. And 

( , )D i j  is given by 

 
1 2
, ,

1 2
, ,

0,  if E ,
( , )

1,  if E .
i j i j

i j i j

E
D i j

E

⎧ =⎪= ⎨
≠⎪⎩

 (8.11) 

 

   
(a)                                          (b)                                          (c) 
 

   
(d)                                          (e)                                          (f) 

 

Fig. 8.8 Results of sensitivity experiment with respect to the key. (a) is the 
original ‘Boat’ image, (b) is the encrypted image of (a) with key1, (c) is the 
encrypted image of (a) with key2, (d) is the original ‘Woman’ image, (e) is the 
encrypted image of (d) with key1, (f) is the encrypted image of (d) with key2. 

The NPCR measures the different pixel numbers between two images, and 
the UACI measures the average intensity of differences between two images. 
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We have computed the NPCR and UACI with the proposed algorithm to 
evaluate the sensitivity with respect to small changes in a key or in the plain-
text. The calculation results for four original images are shown in Table 8.1. 
From the results, we have found that all the NPCR are over 99.5% and all the 
UACI are over 33.3%, indicating that the algorithm is very sensitive to the key 
and the plaintext. Thus, the algorithm can effectively resist the known-
plaintext attack, through which the attacker may be able to find out a meaning-
ful relationship between the original image and the encrypted image. 

Table 8.1 Pixel difference between the encrypted images when a slight change 
in the key or the original image  

One character change in key One pixel change in original image Image 
( 512 512× ) NPCR (%) UACI (%) NPCR (%) UACI (%) 
Lena 99.6105 33.4749 99.6059 33.5364 
Pepper 99.6098 33.4786 99.6025 33.4314 
Boat 99.6349 33.4218 99.5987 33.4331 
Woman 99.6059 33.3911 99.5922 33.4422 

8.4.3 Information entropy 

It is well know that the information entropy ( )H m  of a plaintext message 
m  can be calculated as 

 2
1

( ) ( ) log ( )
n

i i
i

H m p m p m
=

= −∑ ,  (8.12) 

where ( )ip m  represents the probability mass function of message im , and 
256n =  for image. As we know, in information theory, information entropy is 

a measure of the uncertainty associated with a random variable. For a 256-
gray-scale image, if every gray value (message) has an equal probability, then 

( ) 8H m = , it means that the image is purely a random one. When the informa-
tion entropy of an image is less than 8, there exists a certain degree of predict-
ability, which will threaten its security. Hence, to be able to stand up to the en-
tropy attack effectively, we hope the entropy of the encrypted image is near 8. 

The entropy of the four original images and their corresponding encrypted 
images are computed and listed in Table 8.2. From Table 8.2 we can see that 
all the entropies of the original images are smaller than the ideal one. This is 
due to the fact that practical information sources seldom generate random 
messages. However, the entropy of every encrypted image is very close to 8 
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(ideal value). This indicates that the encryption system can convert an original 
image to a random image, showing the system is secure against the entropy at-
tack. 

Table 8.2 Information entropy of the original and the encrypted images  

Information Entropy (H) Image 

( 512 512× ) Original image Encrypted image E1 
(with key1) 

Encrypted image E2 
(with key2) 

Lena 7.4455 7.9993 7.9992 
Pepper 7.5936 7.9992 7.9993 
Boat 7.1238 7.9994 7.9992 
Woman 7.6321 7.9993 7.9993 

8.4.4 Statistical analysis 

It is well know that many encryption algorithms have been successfully 
analyzed with the help of statistical analysis and several statistical attacks have 
been devised on them. Hence, an ideal image encryption scheme should be ro-
bust against any statistical attack. In order to prove the robustness of the pro-
posed scheme, the following statistical tests are performed for four images and 
its corresponding encrypted one. 

8.4.4.1 Histogram analysis 

In statistics, an image histogram illustrates how pixels in an image are dis-
tributed by graphing the number of pixels at each gray-scale value. Fig.8.9 and 
Fig.8.10 show the histograms for each image in Fig.8.7 and Fig.8.8, respec-
tively. From the figures, we can see that the histogram of the encrypted image 
is fairly uniform and is significantly different from the respective histogram of 
the original image, indicating the proposed scheme make the encrypted image 
look like a random one and therefore does not provide any clue to conduct any 
statistical attack on the suggested scheme. 
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Fig. 8.9 The histograms corresponding to the images shown in Fig.8.7. 
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Fig. 8.10 The histograms corresponding to the images shown in Fig.8.8. 
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8.4.4.2 Analysis of correlation of adjacent pixels 

Shannon (Shannon 1949) has suggested two basic techniques for instruct-
ing the design of practical ciphers in his classic paper: diffusion and confu-
sion. Diffusion means to spread the influence of a single plaintext or key bits 
over as much of the ciphertext as possible so as to hide the statistical structure 
of the plaintext. Confusion means to exploit some transformations to hide any 
relationship between the plaintext, the ciphertext and the key, thus making 
cryptanalysis more difficult (Schneier 1996). These two superior properties 
can be demonstrated by a test on the correlations of adjacent pixels in the en-
crypted image (Chen et al. 2004). We examine the correlation between two 
vertically adjacent pixels, horizontally adjacent pixels, and two diagonally ad-
jacent pixels, respectively. Relevant coefficient is defined as follow 

 cov( , )
( ) ( )xy

x yr
D x D y

= , (8.13) 

 
1

1cov( , ) ( ( ))( ( ))
N

i i
i

x y x E x y E y
N =

= − −∑ , (8.14) 

where cov( , )x y  is covariance, ( )D x  is variance, x  and y  denote the 
gray-scale values of image. In numerical computation, the following discrete 
forms were used: 

 
1

1( )
N

i
i

E x x
N =

= ∑ ,  (8.15) 

 2

1

1( ) ( ( ))
N

i
i

D x x E x
N =

= −∑ . (8.16) 
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(a)                                                                   (b) 

Fig. 8.11 Correlations of two horizontally adjacent pixels. (a) and (b) are cor-
relation distribution analysis of the original ‘Lena’ image and the encrypted 
image, respectively. 

0 50 100 150 200 250
0

50

100

150

200

250

Pixel gray-scale value on grid (x,y)

P
ix

el
 g

ra
y-

sc
al

e 
va

lu
e 

on
 g

rid
 (x

,y
+1

)

Correlation coefficeint = 0.9711

 
0 50 100 150 200 250

0

50

100

150

200

250

Pixel gray-scale value on grid (x,y)

P
ix

el
 g

ra
y-

sc
al

e 
va

lu
e 

on
 g

rid
 (x

,y
+1

)

Correlation coefficeint = -0.0101

 
(a)                                                                   (b) 

Fig. 8.12 Correlations of two vertically adjacent pixels. (a) and (b) are correla-
tion distribution analysis of the original ‘Lena’ image and the encrypted im-
age, respectively. 
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(a)                                                                   (b) 

Fig. 8.13 Correlations of two diagonally adjacent pixels. (a) and (b) are corre-
lation distribution analysis of the original ‘Lena’ image and the encrypted im-
age, respectively. 

We randomly select 2000 pairs of pixels from the original image and en-
crypted image respectively, and then compute their corresponding relevant co-
efficients. Fig.8.11 shows the correlation distribution of two horizontally adja-
cent pixels in the original image ‘Lena’ and its corresponding encrypted 
image, and the correlation coefficients are 0.9844 and 0.0173, respectively. 
Similar results for vertical and diagonal directions were also obtained, which 
are shown in Fig.8.12, Fig.8.13 and Table 8.3. 

From the results of Table 8.3, we found that the correlation coefficients of 
the encrypted images are very small, indicating that the attacker cannot obtain 
any valuable information by exploiting a statistical attack. 

Table 8.3 Correlation coefficients of two adjacent pixels in the original and 
encrypted images  

Original Image Encrypted Image Image 
( 512 512× ) Horizontal Vertical Diagonal Horizontal Vertical Diagonal 

Lena 0.9844 0.9711 0.9537 0.0173 -0.0101 0.0172 
Boats 0.9740 0.9609 0.9365 -0.0235 0.0202 -0.0114 
Peppers 0.9836 0.9787 0.9739 0.0162 -0.0136 0.0125 
Woman 0.9598 0.8866 0.8741 -0.0132 -0.0439 0.0316 
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8.4.5 Comparisons with other chaos-based algorithms 

In this section, we will compare our proposed algorithm with other chaos-
based algorithms. Here we mainly focus on the security consideration. The test 
image is a 256 gray-scale ‘Lena’ image with a size of 256 256×  and the re-
sults are shown in Table 8.4. 

Table 8.4 Comparison results with other chaos-based encryption algorithms 

Encryption algorithm 
Considered items 
( 256 256× Lena image) Proposed Behnia 

(2008) 
Gao  
(2006) 

Gao 
(2008) 

Rhouma 
(2008) 

Zhang 
(2005) 

Key Yes Yes Yes Yes Yes Yes 
Plaintext Yes Yes No No Yes No 
NPCR (%) 99.65% 41.96% N/A N/A 99.58% N/A 

Sensitivity 

UACI (%) 33.46% 33.25% N/A N/A 33.38% N/A 
Horizontal 0.0016 0.0038 -0.0159 -0.0142 0.0681 0.0286 
Vertical -0.0049 0.0023 -0.0654 -0.0074 0.0845 0.0203 

Correlation 
coefficients 

Diagonal 0.0025 0.0004 -0.0323 -0.0183 N/A 0.0197 
Information entropy 7.9969 7.9968 N/A N/A 7.9732 N/A 
Key space 3142  2602  1502  2332  1922  1292  
Chaotic system 
employed 

CNN Coupled 
chaotic 
system 

NCA 
map 

Chen’s 
chaotic 
system 

OCML Hybrid of 
CNN and 
Logistic 
map 

 
From Table 8.4 we can see that the chaotic systems used in each algorithm 

are different from each other. Even Zhang (Zhang et al. 2005) employed a hy-
brid of CNN and Logistic map, the details on the design of encryption tech-
nique are also distinct. We easily found that only our algorithm and those that 
were proposed in (Behnia et al. 2008, Rhouma et al. 2008) are sensitive to 
both the key and the plaintext, and the performance of NPCR and UACI of our 
algorithm are better than the algorithms in (Behnia et al. 2008), but compatible 
with the algorithm in (Rhouma et al. 2008). In terms of correlation coeffi-
cients, our algorithm and algorithms in (Behnia et al. 2008, Gao and Chen 
2008) have equivalent performance. However, from the key space point of 
view, our algorithm has a larger space ( 3142 , see section of key space analy-
sis) than the others. With a larger key space the encryption algorithm can pro-
vide a higher capability for fighting against various kinds of brute-force at-
tacks. Generally speaking, the analyses above indicate that our algorithm has a 
better security performance when compared with those five algorithms. 
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8.5 Conclusions and discussion 

In this chapter, a novel image encryption algorithm based on a hyper-
chaotic CNN is proposed. One of the main motivations for using hyper-
chaotic system is that we want to achieve a more sophisticated chaotic se-
quence to be used for encrypting the plaintext. We accomplish this through a 
128-bit-long external key as the secret key of the algorithm and through a spe-
cial procedure that maps the key to the system parameters. Security analyses 
indicate that the proposed image encryption algorithm has desirable properties 
from cryptographic point of view and the experiment results show that our al-
gorithm performs better than five other similar algorithms. It should be men-
tioned that, although the proposed algorithm has focused on image encryption, 
it can also be applied in other fields such as secure information communica-
tion over the Internet. 

Possible future work can be pursued in the following directions: extending 
the proposed algorithm to handling color image encryption and examining its 
security as well as speed performance. Meanwhile, other measures used in the 
former cryptosystems are still worthy of further research to improve the pro-
posed algorithm’s performance. For example, in order to obtain a better confu-
sion, the following chaotic cat map 

 1

1
 (mod  )n n

n n

x x
N

y y
+

+

⎛ ⎞ ⎛ ⎞
=⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
Α , where 

1
1

a
b ab
⎛ ⎞

= ⎜ ⎟+⎝ ⎠
A , det( ) 1=A  (8.17) 

can be applied to the original image before the encryption. The corre-
sponding reversible transformation is also like (8.17) except that A  is re-
placed by 1−A . As a result, the encrypted image can possess the two kinds of 
changes that we mentioned in the first section. 

Due to the potential of the CNN architecture, as well as the application of 
image encryption, the CNN can be used in other information assurance and 
security fields. For instance, it is clear that cryptographic hash functions can 
provide message origin authentication between two mutually trustful parties 
sharing a secret key and validation of message content integrity. In 1998, 
Csapodi et al. had succeeded in implementing existing constructions of Carte-
sian authentication codes on CNN Universal Machine to provide provable 
(unconditional) security for message authentication (Csapodi et al.1998). In 
2004, Gao and Moschytz presented a fingerprint feature-matching algorithm 
which is tailor-made for CNN to realize a fingerprint verification system (Gao 
and Moschytz 2004). Moreover, Su (Su et al. 2005) introduced a fingerprint 
recognition system that involves the CNN-based ridgeline thinning and feature 
extraction process, which also could be applied in digital signature. Recently, 
an anomaly detection approach for the network intrusion detection was pre-
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sented (Yang and Karahoca A 2006), in which a recurrent perceptions learning 
algorithm (RPLA) was used to learn the templates and bias in CNN classifier. 
Experiments with KDD Cup 1999 network traffic connections which have 
been preprocessed with methods of features selection and normalization have 
shown that CNN model is effective for intrusion detection and has an excel-
lent performance compared with back propagation neural network due to the 
higher attack detection rate with lower false positive rate. 

We believe that with the development of research and practice on the in-
formation assurance and security issues using CNN, more and more crypto-
graphic systems will be proposed to provide a secure and reliable environment 
or measures for a wide different of application areas via the Internet. 
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9 From Data Privacy to Location Privacy 

Ting Wang and Ling Liu1 

Abstract: Over the past decade, the research on data privacy has achieved consid-
erable advancement in the following two aspects: First, a variety of privacy threat 
models and privacy principles have been proposed, aiming at providing sufficient 
protection against different types of inference attacks; Second, a plethora of algo-
rithms and methods have been developed to implement the proposed privacy prin-
ciples, while attempting to optimize the utility of the resulting data. The first part 
of the chapter presents an overview of data privacy research by taking a close ex-
amination at the achievements from the above two aspects, with the objective of 
pinpointing individual research efforts on the grand map of data privacy protec-
tion. As a special form of data privacy, location privacy possesses its unique char-
acteristics. In the second part of the chapter, we examine the research challenges 
and opportunities of location privacy protection, in a perspective analogous to data 
privacy. Our discussion attempts to answer the following three questions: (1) Is it 
sufficient to apply the data privacy models and algorithms developed to date for 
protecting location privacy? (2) What is the current state of the research on loca-
tion privacy? (3) What are the open issues and technical challenges that demand 
further investigation? Through answering these questions, we intend to provide a 
comprehensive review of the state of the art in location privacy research. 

9.1 Introduction 

Recent years have witnessed increasing concerns about the privacy of per-
sonal information in various data management and dissemination applications. 
Typically, such data is stored in a relational data model, and each record con-
sists of three categories of information: identity attributes, quasi-identity at-
tributes, and sensitive attributes. Individuals intend to protect their sensitive 
information from exposure to unauthorized parties via direct disclosure or in-
direct inferences [20]. Concretely, releasing of microdata with identity attrib-
utes removed may still disclose sensitive information about individuals with 
high probability, due to the inference attacks that link quasi-identity attributes 
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to some external knowledge. One of the most well known examples of such 
attacks was given in the original k-anonymity paper [49]. 

In order to alleviate such concerns, various privacy protection mechanisms 
have been proposed to perform transformation over the raw data before pub-
lishing. The literatures of data privacy protection techniques can be grouped 
into two categories: the first category of work aims at proposing privacy mod-
els and principles, which serve as criteria for measuring if the publication of a 
raw dataset provides sufficient privacy protection. The second category of re-
search explores data transformation techniques that can meet the proposed 
privacy principles, while maximizing the utility of the resulting data. 

The first part of the chapter is devoted to a close examination on the ad-
vancement of the data privacy research in the past decade, from the aforemen-
tioned two aspects. Specifically, we review the proposed data privacy princi-
ples and models, according to the types of privacy breaches identified, and 
analyze the implicit relationships among different types of privacy breaches. 
We classify the existing data anonymization algorithms and methods, based on 
their underlying privacy models and implementation techniques, and compare 
their strengths and weaknesses accordingly. In addition, we discuss various 
data utility optimization frameworks. Through the survey, we aim at pinpoint-
ing the existing independent research efforts on the grand map of data privacy 
protection. 

With the ubiquitous wireless connectivity and the continued advance in 
mobile positioning technology (e.g., cellular phones, GPS-like devices), fol-
lows an explosive growth of location-based services (LBS). Examples include 
location-based store finders (“Where is the nearest gas station to my current 
location?”}), traffic condition tracking (“What is the traffic condition on 
Highway 85 North?”), and spatial alarm (“Remind me to drop off a letter when 
I am near a post office.”}). The mobile users obtain such services by issuing 
requests together with their location information to the service providers. 
While offering great convenience and business opportunities, LBS also opens 
the door for misuse of users' private location information. For example, the 
collected location information can be exploited to spam users with unwanted 
advertisements; Personal medical conditions, alternative lifestyles, unpopular 
political or religious views can be inferred by knowing users' visit to specific 
locations; GPS devices have even been used in physical stalking [22, 54]. 

Such concerns have spurred intensive research on location privacy protec-
tion recently [40]. As a special form of data privacy, location privacy features 
its unique characteristics and research challenges. Specifically, location pri-
vacy requirements are inherently personalized and context-sensitive. The level 
of privacy protection is intricately related to the quality of service delivered to 
the customers. Furthermore, location data is highly dynamic, and subjected to 
frequent updates. Such uniqueness makes it inadequate to directly apply the 
data privacy research results and techniques to the problem of location pri-
vacy. 
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In the second part of the chapter, we present a brief survey of the existing 
literatures of location privacy research, and examine the research challenges 
and opportunities, in a perspective analogous to data privacy. Within the sur-
vey, we intend to address the following three key questions: (1) Is it sufficient 
to apply the data privacy models and algorithms developed to date for protect-
ing location privacy? (2) What is the current state of the research on location 
privacy? (3) What are the open issues and technical challenges that are worth 
further investigation? Specifically, we summarize the proposed location pri-
vacy principles and models, and their implicit relationships; We analyze vari-
ous system architectures for implementing location anonymization; We clas-
sify the existing location anonymization tools based on their underlying 
architecture models and implementation techniques, and compare their 
strengths and weaknesses; We then discuss open issues and technical chal-
lenges for constructing complete solutions for location privacy protection. 
Through this survey, we intend to provide a comprehensive review of the state 
of the art in location privacy research. 

9.2 Data Privacy 

While the scope of data privacy broadly covers the topics of privacy-
preserving data publication, data mining, information retrieval, etc, and in-
volves techniques such as cryptography, perturbation, auditing, etc, this survey 
particularly focuses on the problem of privacy protection in data publication, 
using the techniques of data perturbation, as is most relevant to the location 
privacy protection.  

The problem of controlling information disclosure in data dissemination 
for public-use has been studied extensively in the framework of statistical da-
tabases. Motivated by the need of publishing census data, the statistics litera-
tures focus mainly on identifying and protecting the privacy of sensitive data 
entries in contingency tables, or tables of counts corresponding to cross-
classification of the data.  

A number of disclosure limitation techniques have been proposed [19], 
which can be broadly classified into query restriction and data perturbation. 
The query restriction family includes controlling the size of query results [21], 
restricting the overlap between the answers of successive queries [16], sup-
pressing the cells of small size [13], and auditing queries to check privacy 
compromises [11]; The data perturbation family includes sampling data [15], 
swapping data entries between different cells [14], and adding noises to the 
data [53] or the query results [15]. Nevertheless, as shown in [1], these pro-
posed techniques can not meet the requirement of providing high precision 
statistics, and meanwhile preventing exact or partial disclosure of personal in-
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formation. Moreover, the perturbation-based techniques generally compromise 
the data integrity of the table. 

Motivated by the need of publishing non-aggregated microdata involving 
personal sensitive information, e.g., medical data [49, 51], the data privacy re-
searcher have mainly focused on ensuring that no adversary can accurately in-
fer the sensitive information of an individual in the data, based on the pub-
lished data and her background knowledge.  

Typically, the microdata is stored in a relational data model, and each re-
cord in the microdata corresponds to an individual, which can be divided into 
three sub-categories: (1) identifier attribute, e.g., social security number, 
which can explicitly identify an individual, and therefore is usually removed 
from the microdata for publication; (2) quasi-identifier (QI) attributes, e.g., 
zip-code, gender and birth-date, whose values in combination can potentially 
identify an individual, and are usually available from other sources (e.g., voter 
registration list); (3) sensitive (SA) attribute, e.g., disease, which is the private 
information to be protected for the individuals.  

Within this setting, a majority of the research efforts focus on addressing 
the linking attacks: the adversary possesses the exact QI-attribute values of the 
victim individual, and attempts to infer his/her sensitive value from the pub-
lished data. Aiming at providing protection against linking attacks while pre-
serving the information truthfulness, a set of group-based anonymization 
techniques have been proposed, which guarantees that each individual is hid-
den within certain group, called QI-group with respect to their QI-attributes 
values.  

Two main methodologies have been proposed for achieving such group-
based anonymization: suppression and generalization [51]. Specifically, for a 
given QI-attribute value, the suppression operation involves not releasing the 
value at all, while the generalization operation replaces it with a less specific, 
more general value that is faithful to the original. Clearly, suppression can be 
considered as a special form of generalization, where the QI-attribute value is 
replaced by a non-informative wildcard symbol ‘*’. 

9.2.1 Models and Principles 

Essentially, in linking attacks, the adversary infers the sensitive value of a 
victim individual, by leveraging the association between the QI attribute val-
ues of the victim, and the corresponding sensitive value (QI-SA association), 
as appearing in the microdata. Group-based anonymization weakens such as-
sociations by reducing the granularity of the representation of the QI-attributes 
values, and the protection is adequate if the weakened associations are not in-
formative enough for the adversary to infer individuals' sensitive values with 
high confidence. Aiming at providing sufficient protection, various anonymi-
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zation principles and models have been proposed, which can be classified, ac-
cording to the type of QI-SA associations that they are designed to address, 
and the background knowledge that the adversary is assumed to have.  

9.2.1.1 QI-SA Association 

The associations between the QI attribute values and sensitive values can 
be categorized as exact association and proximate association. The former re-
fers to the link between QI-attributes values and specific sensitive values, 
while the latter refers to the link between QI-attributes values and a set of 
proximate sensitive values. 
 
Exact QI-SA Association. The exact QI-SA association is particularly mean-
ingful for publishing categorical sensitive attribute, where different values 
have no sense of proximity, and it is desired to prevent the adversary from 
linking an individual to a specific sensitive value in the published data with 
high confidence. A number of principles have been proposed, with the objec-
tive of avoiding exact QI-SA association re-construction, including k-
anonymity [49], l-diversity [41] and its variant (α, k)-anonymity [59]. 
 

 k-anonymity [49]. As a pioneering work on privacy-preserving data pub-
lication, Sweeney introduced the k-anonymity model to preserve informa-
tion truthfulness in microdata, which paved the way for the development 
of group-based anonymization methodology. Intuitively, k-anonymity re-
quires that each QI-group contains at least k tuples, therefore each indi-
vidual is indistinguishable from a group of more than (k-1) others, with 
respect to their QI-attribute values. Clearly, k-anonymity is effective in 
preventing identification of an individual record. 

 l-diversity [41]. It is recognized that k-anonymity ignores the characteris-
tics of the sensitive attribute, which therefore does not prevent the disclo-
sure of sensitive attribute values. For example, after identifying an indi-
vidual belongs to a QI-group G, and 3 out of 4 tuples in G share an 
identical sensitive value, without further information, the adversary can 
infer that this sensitive value belongs to the victim individual with prob-
ability 75%. To address such “homogeneity attacks”, Machanavajjhala et 
al. introduced the principle of l-diversity, which demands that each QI-
group contains at least l “well represented'” sensitive values, such that no 
single sensitive value is dominant in the group. A number of instantia-
tions of l-diversity were proposed in [41], e.g., entropy l-diversity, recur-
sive (c, l)-diversity.  

 (α, k)-anonymity [59]. As a variant of l-diversity, (α, k)-anonymity essen-
tially combines k-anonymity and l-diversity, which requires that (1) each 

9 From Data Privacy to Location Privacy  



222  Ting Wang and Ling Liu 

QI-group has size at least k, and (2) at most α percent of the tuples in 
each QI-group share identical sensitive values. 

 
Proximate QI-SA Association. The principles above aim at preventing the re-
construction of exact sensitive values from the anonymized data, which is 
fairly reasonable for publishing categorical sensitive data. However, when 
publishing quantitative sensitive data is taken into consideration, the proxi-
mate QI-SA association arises as another important privacy concern, which re-
fers to the link between QI-attributes values and a set of proximate sensitive 
values. Specifically, by studying the published data, the adversary may con-
clude with high confidence that the sensitive value of a victim individual falls 
in a short interval, even though with low confidence about the exact value. 

To remedy this problem, several anonymization principles have been pro-
posed recently, including (k, e)-anonymity [65], t-closeness [39], variance 
control [36] and (ε, m)-anonymity [38]. 
 

 (k, e)-anonymity [65]. Intuitively, (k, e)-anonymity dictates that every QI-
group should be of size at least k, and in each group, the difference be-
tween the maximum and minimum sensitive values should be at least e. 
Essentially, (k, e)-anonymity counters the adversary from narrowing 
down the sensitive value of an individual to a small interval, by specify-
ing constraints on the extreme values of each QI-group. However, it does 
not prevent the case that in a QI-group, a majority of tuples have nearly 
identical sensitive values, and the remaining few carry faraway values 
[38]. In such cases, the adversary can still link the victim with the set of 
proximate sensitive values with high confidence. 

 t-closeness [39]. Li and Li separate the information gain an adversary can 
get from the released data into two parts: that about all the population in 
the data, and that about specific individuals. To limit the second kind of 
information gain, they proposed t-closeness, which is a further enhance-
ment of the concept of l-diversity. Intuitively, it demands that the distri-
bution of the sensitive values in every QI-group should not deviate from 
the distribution in the overall table more than a threshold t. In the paper, 
the EMD (earth mover distance) metric is used to measure the distance of 
probability distributions, which however fails to capture the probability 
scaling characteristics of the distribution itself. 

 Variance control [37]. A natural measurement of the “concentration” of a 
set of numeric values is their variance. The variance control model im-
poses a threshold t on the variance of sensitive values in each QI-group. 
Nevertheless, it is proved in [38] that large variance does not ensure suf-
ficient protection against attacks based on proximate QI-SA associations. 

 (ε, m)-anonymity [38] In a recent work, Li et al. proposed the principle 
(ε, m)-anonymity, designed to address the proximate QI-SA-association 
based attacks, in publishing numeric sensitive data. Intuitively, (ε, m)-
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anonymity requires that for a given QI-group, each sensitive value is 
similar to at most 1/m of all the sensitive values of the group, and the 
similarity is controlled by ε. One shortcoming of this principle is that 
since m is an integer, it only allows adjusting the level of privacy protec-
tion in a harmonic sequence manner, i.e., 1/2, 1/3, etc. 

9.2.1.2 Background Knowledge 

The aforementioned principles and models all assume that the adversary 
possesses full identification information [42], which includes (i) the identifier 
of the individuals in the microdata table, and (ii) their exact QI-attribute val-
ues. For scenarios with alternative background knowledge assumptions, a 
number of anonymization principles have been proposed, including δ-presence 
[46], (c, k)-safety [42], privacy skyline [8], m-invariance [62], and sequential 
anonymization [55]. 
 
Less External Knowledge. An implicit assumption made in the anonymiza-
tion principles discussed so far is that the adversary already knows that the 
victim individual is definitely in the microdata. In the scenario where she has 
no prior knowledge regarding the presence of the individuals in the microdata, 
the privacy protection can be achieved from another perspective. 
 

 δ-presence [46]. Assuming that the adversary has no prior knowledge re-
garding whether the victim appears in the microdata, δ-presence achieves 
privacy protection by preventing the adversary from inferring the pres-
ence of the individual in the data with probability no more than δ. 
Clearly, in this setting, if the adversary is only δ (percent) sure that the 
victim is in the microdata, any specific sensitive value belongs to the vic-
tim with probability no more than δ. 

 
More External Knowledge. The problem of privacy-preserving data publish-
ing is further complicated by the fact that in addition to the published data, the 
adversary may have access to other external knowledge, e.g., public records 
and social network relating individuals. To enforce the privacy protection 
against such external knowledge-armed adversary, several stricter privacy cri-
teria have been proposed.  
 

 (c, k)-safety [42]. Martin et al. considered the case that the adversary pos-
sesses the implicational knowledge, as modeled as a set of rules that if the 
individual o1 has sensitive value s1 then the individual o2$ has sensitive 
value s2. (c, k)-safety guarantees that even if the adversary possesses k 
pieces of such knowledge, the probability that she can infer the exact sen-
sitive value of an individual is no more than c.  
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 Privacy skyline [8]. Besides the implicational knowledge, Chen et al. 
considered a set of other types of background knowledge, including that 
about the target individual, that about others (implicational knowledge), 
and that about the family of individuals sharing identical sensitive value. 
They proposed a multidimensional approach to quantifying an adver-
sary's background knowledge. This model enables the publishing organi-
zation to investigate various types of privacy threats, and tune the amount 
of privacy protection against each type of adversarial knowledge. 

 
Multiple Releases. The centralized-publication models discussed so far focus 
on the scenario of “one-time” release, while there are scenarios where the mi-
crodata is subjected to insertion and deletion operations, and need to be re-
leased multiple times. It is clear that in such cases, the adversary may poten-
tially leverage previous releases of microdata to infer sensitive information in 
the current release.  
 

 m-invariance [62]. To remedy this problem, Xiao and Tao proposed the 
principle m-invariance for sequential releases of microdata, which pre-
vents the adversary from using multiple releases to infer the sensitive in-
formation of individuals. Intuitively, m-invariance can be considered as a 
stringent version of l-diversity, which dictates that at each release, each 
QI-group contains at least m tuples, and all of them have different sensi-
tive values. An efficient algorithm was proposed in [62] for fulfilling m-
invariance, via inserting counterfeit tuples.   

 Sequential anonymization [55]. Wang and Fung considered a different 
scenario of re-publication from m-invariance. They assume a static mi-
crodata table that contains a large number of QI-attributes. In the first re-
lease, a subset of QI-attributes, together with the sensitive attribute are 
published. Later, the publisher is requested to publish an additional sub-
set of QI-attributes. They intend to prevent the adversary from inferring 
the sensitive information by joining multiple publications. In [55], a 
technique based on lossy joins is proposed to counter such table-joining 
attacks. The intuition behind the approach is: if the join is lossy enough 
so that the adversary has low confidence in relating previous releases 
with the current one, then she is effectively prevented from discovering 
the identities of the records. 

9.2.2 Techniques 

While the first category of literatures on data privacy aims at proposing 
anonymization principles that guarantee adequate protection against the pri-
vacy attacks in question, the second category explores the possibility of fulfill-
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ing the proposed privacy principles, while preserving the utility of the result-
ing data to the maximum extent. They either analyze the hardness of imple-
menting the anonymization principles, or propose efficient algorithms for 
computing the anonymized table under a given principle, and meanwhile 
minimizing the information loss. Following, we summarize the relevant litera-
tures from these according to these two categories. 

9.2.2.1 Negative Results 

The techniques of fulfilling a generalization principle are usually limited 
by two inherent difficulties: the hardness of optimal generalization with 
minimum information loss and the curse of dimensionality for high-
dimensional microdata.  

Specifically, while there are numerous ways of generalizing the microdata 
table to satisfy the given privacy principle, one is usually interested in the op-
timal one which incurs the minimum amount of information loss, in order to 
preserve as much data utility as possible. However, finding such optimal gen-
eralization in general can be typically modeled as a search problem over a 
high-dimensional space, which is inherently difficult.  

Meanwhile, when one has to deal with high-dimensional microdata, the 
curse of dimensionality becomes an important concern for privacy-preserving 
data publication. Intuitively, the combination of a large number of attribute 
values is so sparsely populated, that even to achieve 2-anonymity, one needs 
to suppress a large number of attribute values, resulting in almost useless 
anonymous data. Following, we present a brief survey of the existing litera-
tures from these two perspectives respectively.  
 
Hardness of Optimal Generalization. The first algorithm for computing 
generalization under the k-anonymity principle was proposed in [50]. It em-
ploys the domain generalization hierarchies of the QI-attributes to construct k-
anonymous table. To minimize the information loss, the concept of k-minimal 
generalization was proposed, which requests for the minimum level of gener-
alization, in order to maintain as much data utility as possible, for given level 
of anonymity. However, it is proved in [3], with the generalization height on 
the hierarchies as the metric of information loss, achieving the optimal k-
anonymity with minimum information loss is NP-hard. 

Meyerson et al. [43] studied the hardness of the optimal k-anonymity prob-
lem under the model of suppression, where the only allowed operation is to 
replace a QI-attribute value with a wildcard symbol ‘*’. As expected, it is 
theoretically proved that finding the optimal k-anonymous table with mini-
mum number of suppressed cells is also NP-hard.  

LeFevre et al. [36] proposed a multidimensional model for QI-attributes, 
and modeled the problem of constructing k-anonymous table as finding a par-
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tition of the multidimensional space. They used the discernability measure of 
attribute values [6] as the metric of information loss, and proved that finding 
the optimal k-anonymous partition with minimum incurred information loss is 
NP-hard. 
 
Curse of Dimensionality. In [2], Aggarwal analyzed the behavior of the sup-
pression approach for implementing k-anonymity, in the presence of increas-
ing dimensionality. It was observed that for high-dimensional microdata, in 
order to meet the anonymity requirement, a large number of attribute values 
need to be suppressed. The situation is even worse when the adversary has ac-
cess to considerable background information, which is usually the case in 
practice.  

As a result, in anonymizing high-dimensional microdata, the boundary be-
tween QI-attributes and sensitive attribute is blurred. On one hand, it becomes 
extremely hard to fulfill the anonymization principle; On the other hand, a 
large number of attribute values are generalized to wide ranges, resulting in 
significant loss of data utility. So far there is no formal analysis of the curse of 
dimensionality regarding generalization principles other than k-anonymity. 
However as suggested in [41], it tends to become increasingly infeasible to 
implement l-diversity as the dimension of the microdata grows. 

9.2.2.2 Positive Results 

Despite the hardness results of finding the optimal generalized relation, it 
is shown that with certain constraints on the resulting generalization [35], it is 
usually feasible to enumerate all the possible generalizations, and find the op-
timal one based on a set of heuristics [6, 35]. Meanwhile, efficient greedy-
manner solutions naturally are also good candidates for solving NP-hard gen-
eralization problems. To this end, extensive research has been conducted on 
devising generalization algorithms based on these heuristic principles [36, 56, 
23].  

Meanwhile, though simple to implement and efficient to operate, such 
heuristic methods inherently can not guarantee the quality of the resulting 
generalization. Recognizing this drawback of heuristic methods, another line 
of research has been dedicated to developing approximation algorithms [43, 3, 
47], in which the quality of the solution found is guaranteed to be within a cer-
tain constant factor of that by the optimal one. Following, we summarize the 
existing literatures on heuristic methods and approximation methods respec-
tively.  
 
Heuristic Methods. Intuitively, the first set of generalization algorithms base 
themselves on the following principle: enumerating all possible generaliza-
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tions, and using heuristic rules to effectively prune non-promising solutions 
along the traversal process.  

In [6], Bayardo and Agrawal proposed a k-anonymization algorithm based 
on the technique of set enumeration tree. Specifically, they impose a total or-
der over all the QI-attribute domains, and the values in each domain are also 
ordered, which are preserved by the total order. Under this model, a generali-
zation can be unambiguously represented as a union of the generalization sets 
for each QI-attribute, and finding the optimal k-anonymization involves 
searching through the powerset of all domains of QI-attributes for the gener-
alization with the lowest cost. While it is impossible to construct the entire set 
enumeration tree, they apply a systematic set-enumeration-search strategy 
with dynamic tree rearrangement and cost based pruning. In particular, a tree 
node can be pruned when it is determined that no descendent of it could be op-
timal.  

In [35], Lefevre et al. proposed the Incognito framework for computing 
optimal k-anonymization, based on bottom-up aggregation along domain gen-
eralization hierarchies. Specifically, they apply a bottom-up breadth-first 
search strategy over the domain hierarchies: At the ith iteration, it computes 
the i-dimensional generalization candidates from the (i-1)-dimensional gener-
alizations, and removes all those generalizations which violate k-anonymity, 
i.e., in a similar spirit of Apriori algorithm [4]. Such search continues until no 
further candidates can be constructed, or all the domains of QI-attributes have 
been exhausted.   

Aiming at finding suboptimal solutions, the greedy-manner solutions usu-
ally outperform the enumeration-based methods in terms of time and space 
complexity. Motivated by their superior computation efficiency, a set of gen-
eralization algorithms based on the greedy heuristic have been proposed [36, 
56, 23]. 

In [36], a multidimensional generalization model was proposed for fulfill-
ing k-anonymity, which could also be extended to support other generalization 
principles. Specifically, it constructs a generalization by partitioning the mul-
tidimensional space spanned by the QI-attributes, using a kd-tree structure. At 
each iteration, a partitioning dimension is selected with the minimum impact 
with respect to the quality metric in use, and its median value is chosen to par-
tition the space. This process continues until no further partition which obeys 
k-anonymity can be constructed.  

In [56, 23], two complementary anonymization frameworks have been 
proposed, based on bottom-up generalization and top-down specialization over 
the domain generalization hierarchies respectively. In [56] a bottom-up heuris-
tic is applied: starting from an initial k-anonymity state, it greedily hill-climbs 
on improving an information-privacy metric which intuitively measures the in-
formation loss for a given level of k-anonymity. The approach is scalable in 
the sense that it examines at most one generalization at each iteration for each 
QI-attribute. However, like all other local search methods, it may get stuck at 
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some local optimum, if the initial configuration is not proper. Fung et al. [23] 
presented a complementary top-down specialization strategy, which starts 
from a general solution, and specializes certain QI-attributes, so as to mini-
mize the information loss, without violating k-anonymity. 

As mentioned above, the problem of finding high-quality generalization 
can be modeled as a search problem over a high-dimensional space, therefore 
a set of general heuristic tools, e.g., genetic algorithms and simulated anneal-
ing can be readily applied. In [31], Iyengar defines a utility metric in terms of 
classification and regression modeling, and applies genetic algorithm to opti-
mizing the utility metric, for the given level of k-anonymity. Unfortunately, at 
the cost of large computational complexity, this solution offers no guarantees 
on the solution quality.  

 
Approximation Methods. Along another line of research efforts, research-

ers have been seeking the techniques which provide guarantees on the solution 
quality, as measured by its deviation from that of the optimal one. A number 
of approximation generalization algorithms have been proposed [43, 3, 47], 
which guarantees the quality of the found solution to be within a constant fac-
tor or that found by the optimal one. 

In [43], Meyerson and Williams present a polynomial time algorithm for 
optimal k-anonymity, which achieves an approximation ratio of O(k log k), 
independent of the size of the dataset. However, the runtime is exponential in 
terms of k. They further remove this constraint by proposing an O(k log m)-
approximation, where m is the degree of the relation.  

Aggarwal et al. [3] improved the result of [43] by showing an algorithm 
with an approximation ratio of O(k).  They also provided improved positive 
results for specific values of k, including a 1.5-approximation algorithm for k 
= 2, and a 2-approximation algorithm for k = 3.  

In a recent work [47], Park and Shim present an algorithm which achieves 
an approximation ratio of O(log k). Furthermore, by explicitly modeling the 
trade-off between solution quality and execution efficiency, they proposed an 
O(β log k)-approximate algorithm, which allows the users to trade the ap-
proximation ratio for the running time of the algorithm by adjusting the pa-
rameter β.  

9.2.2.3 Utility Optimization 

Generally, the protection for the sensitive personal information is achieved 
by performing certain transformation over the microdata, which necessarily 
leads to the loss of the data utility for the purpose of data analysis and mining. 
Because of this inherent conflicts between privacy protection and data utility, 
it is imperative to take account of information loss in the privacy preservation 
process, and optimize the data utility under the required privacy protection. 
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This is especially important when dealing with high-dimensional microdata, as 
shown in [2], for high-dimensional microdata, a large number of attribute val-
ues need to be generalized, even to achieve a modest level of anonymity, due 
to the cure of dimensionality. 

To this end, extensive research has been conducted on optimizing the util-
ity of the anonymized data, without violating the hard privacy requirement. 
The existing literatures can be summarized as three subcategories: The first 
one attempts to devise general-purpose metrics of data quality, and incorpo-
rates them in the anonymization process [6, 41, 31, 56]; The second one fo-
cuses on alleviating the impact of the anonymization operation over the data 
utility [33, 61, 65]; The third one targets specific applications, and tailors the 
anonymization to preserve maximum data utility with respect to the particular 
applications [56, 37]. 
 
Data Utility Metrics. Various measurements of the information loss caused 
by the anonymization operation have been proposed in the literatures:  
 

 Generalization height [6]. It is the level of the generalized QI-attribute 
value on the domain generalization hierarchy. The problem with this no-
tion is that not all generalization levels are of equal importance, and a 
generalization step on one attribute may include more tuples into an 
anonymous group than a generalization step on another one [41]. 

 Average size of anonymous groups [41] and discernability measure of at-
tribute values [6]. Both metrics take account of the QI-group size. Spe-
cifically, discernability assigns a cost to each tuple based on how many 
tuples are indistinguishable from it, and depending on whether the tuple 
is suppressed, the cost is either the size of the microdata table, or the size 
of the QI-group. However, neither of the two metrics take consideration 
of the underlying distribution of the data, which may reveal important in-
formation.  

 Classification metric [31] and information-gain-privacy-loss-ratio [56]. 
Both metrics take account of the distribution of the underlying microdata. 
The classification metric is designed specifically for the purpose of train-
ing classifier over the data, therefore may not be appropriate for measur-
ing general-purpose information loss. The information-gain-privacy-loss-
ratio is a local heuristic used to determine the next generalization step, 
similar in spirit to the information gain metric for deciding the splitting 
point in a decision tree. It is also not clear how to apply it to measure 
general-purpose information loss.  

 
Utility-Based Anonymization. This category of work focuses on improving 
the anonymization operation itself, in order to alleviate its impact over the 
quality of the resulting data, without compromising the privacy protection.  
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Instead of anonymizing the microdata table as a whole, Kifer and Gehrke 
[33] advocated publishing the marginals, each of which anonymizes the pro-
jection of the microdata table on a subset of QI-attributes and sensitive attrib-
utes, in order to ameliorate the effect of the curse of dimensionality. It is 
shown that this approach can preserve considerable utility of the microdata, 
without violating hard privacy requirements.   

Xiao and Tao [61] proposed a simple alternative anonymization frame-
work, called anatomy, which essentially publishes QI-attributes and sensitive 
attributes in two separate tables. This way, the QI-attributes values need not to 
be generalized, since the separation already provides the same amount of pro-
tection as generalization, in the case that the adversary already knows the 
presence of the individuals in the microdata table. It is shown that this ap-
proach brings considerable improvement over the data quality in answering 
aggregation queries. A similar idea was also proposed by Zhang et al. [65]. 

Motivated by the fact that different attributes tend to have different utility 
with respect to the applications in question, a utility-based anonymization 
method using local-recording has been proposed in [63], which takes into con-
sideration of the different utility weights of the QI-attributes, in performing 
the generalization operation. 
 
Application-Specific Utility. Another direction of preserving data utility in 
the privacy protection process is to minimize the information loss in an appli-
cation specific or workload-specific manner. In such cases, the utility metrics 
are defined depending on the underlying application or workload.  

In [56], using information-gain-privacy-loss-ratio as a local heuristic, de-
signed specifically for the classification task, a bottom-up generalization algo-
rithm has been proposed. In [65], the anonymization algorithm is optimized 
for the purpose of answering aggregation queries. 

An interesting workload-aware generalization algorithm has been pro-
posed by Lefevre et al. [37]. Specifically, it differentiates the subsets of mi-
crodata according to their frequency of being requested by the users, and per-
forms less generalization over those frequently requested subsets than others, 
thus achieving considerable information saving, while providing the same 
amount of privacy protection. 

9.3 Location Privacy 

Along with the great convenience of the location-based services, follow 
their potential threats to the users' privacy and security: the location informa-
tion disclosed by the mobile users could be abused in malicious ways. Loca-
tion privacy protection concerns about preventing the exposure of individuals' 
private location information (associated with identities) to unauthorized party. 
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In general, such exposures can be loosely categorized as three classes: the first 
one happens through direct communication, i.e., the communication channel is 
eavesdropped by the adversary; the second one occurs through direct observa-
tion, e.g., the LBS service provider is not trusted, therefore having direct ob-
servation over the received location and identity information; the third one 
takes place through indirect inference of location information combined with 
other properties of individual, e.g., by tracking the moving pattern of a victim 
individual to infer his/her identity.   

As a special form of data privacy, location privacy possesses its unique 
characteristics and research challenges:  
 

 First, location privacy requirements are inherently personalized, and con-
text-specific. Different users tend to have various location privacy re-
quirements, e.g., some users regard their positions as extremely private 
information, while others may care much more about the quality of the 
service delivered. Moreover, users tend to have different requirements 
with respect to the context, e.g., users may have stricter privacy require-
ment during night time, to reduce the risk of being stalked.  

 Second, location privacy is intricately related to the service quality. The 
service provider processes a request based on its understanding regarding 
the customer' position, and more precise location information leads to 
higher quality of the service delivered, while ambiguous or fake location 
information may result in the degradation of the service quality. There-
fore, there exists an implicit trade-off between location privacy and loca-
tion utility.  

 Third, location data is extremely dynamic, and subjected to frequent up-
dates. Unlike that in protecting ordinary data privacy, where the micro-
data is typically stored in databases, in preserving location privacy, the 
location data is usually processed in an on-line stream manner, in order to 
meet the strict requirement of response time. Meanwhile, customers' lo-
cation data is usually subjected to frequent updates, which opens the door 
for the adversary to combine multiple “snapshots” to infer individuals' 
current location.  

 
In general, based the assumptions regarding the trustfulness of the LBS 

service providers, customers' location privacy requirements can be fulfilled us-
ing two methods: Under the model of trusted service providers where the ser-
vice providers faithfully act according to its agreement with the customers, us-
ers' location privacy can be preserved using a policy-based approach: the 
customers specify their privacy requirements in the form of consents with the 
service providers. However, with the explosive growth the LBS services, it 
becomes extremely difficult to fulfill this model in practice. 

Under the model of untrusted service providers, which reflects the current 
main trend, it is imperative to provide technical countermeasure against poten-
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tial privacy violation by the service providers. One simple solution is that in-
stead of using their true identities, the mobile users provide pseudonyms to re-
quest for services. However, this solution is generally insufficient for two 
main reasons: (i) A set of applications require to verify customers' true identi-
fies in order to provide the corresponding services, e.g., credit-card related 
services. (ii) A user's identity can be potentially inferred from his/her location 
information. Several types of inferences are possible, as shown in [28, 7]: in 
precise location tracking, successive position updates can be linked together to 
form moving patterns, which can be used to reveal the users' identity; in ob-
servation identification, external observation is available to link a position up-
date to an identity; in restricted space identification, a known location owned 
by identity relationship can link an update to an identity. 

Hence, a set of location hiding techniques have been proposed to address 
users' location privacy concerns, including reducing the granularity of the rep-
resentation of users' location information (spatial/temporal cloaking, location 
blurring), reporting the nearest landmark, sending false dummy locations, lo-
cation obfuscation, etc. Essentially, location hiding provides protection for the 
location privacy of a mobile user by guaranteeing that no adversary can pin-
point this particular user to a location with high precision and confidence, 
through inference attacks. This system property is termed location anonymiza-
tion. The rest of the section is devoted to a brief survey of the current state-of-
the-art location anonymization techniques. 

9.3.1 Models and Principles 

Analogous to preserving data privacy, in order to provide adequate protec-
tion for mobile users' location privacy, various location anonymization princi-
ples have been proposed, including location k-anonymity [28], location l-
diversity [5], and minimum spatial resolution [44]. Meanwhile, in order to 
guarantee the quality of the service delivered, several QoS metrics have been 
proposed, including maximum tolerable spatial and temporal resolutions [24, 
25]. In the first part of the section, we describe in detail the location privacy 
profile, which captures mobile users' privacy and QoS requirements. 

The existing location anonymization techniques can be roughly classified 
into three main categories based on their system architectures, concretely cen-
tralized trusted third party model, client-based non-cooperative model, and de-
centralized cooperative mobility group model. Each system architecture model 
is associated with its unique assumptions about the privacy threat model, and 
supports a different set of location anonymization mechanisms. In the second 
part of the section, we discuss the strengths and weaknesses of these architec-
ture models respectively. 
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9.3.1.1 Location Privacy Profile Model 

In location privacy profiles, mobile users specify their privacy protection 
and quality of service requirements. As have been mentioned earlier, location 
privacy protection is inherently personalized, and context-specific, which im-
plies that the location privacy profiles need to be specified on a per-user, per 
message basis, and the system should support users to change their privacy 
profiles in an on-line manner. 
 
Location Privacy Metrics. Borrowing from ordinary data privacy the idea of 
k-anonymity [51], the principle of location k-anonymity has been introduced in 
[28] to preserve the location privacy of mobile users through the use of loca-
tion k-anonymization. Intuitively, location k-anonymity ensures that at a given 
time instance, for each LBS service request, there are at least (k-1) other mes-
sages with the same location information, each associated with a different 
(pseudo) identity. It guarantees that without further knowledge, the adversary 
can not differentiate at least k participants with respect to their location infor-
mation. However, the definition of location k-anonymity in [28] is limited to a 
system-supplied uniform k for all users in a given LBS system. Gedik and Liu 
[24, 25] revised the initial definition by introducing the concept of personal-
ized location k-anonymity, allowing variable k for different users and for dif-
ferent service requests of the same user. Most of the subsequent research on 
location privacy has adopted the concept of personalized location k-anonymity 
[44, 45, 5]. 

In [41], k-anonymity is proved insufficient for protecting data privacy in 
the sense that it ignores the characteristics of the sensitive attribute, and opens 
the door for the inference of sensitive attribute values. Interestingly, an analo-
gous situation also happens for location privacy protection. 

The first weakness of location k-anonymity is that it ignores the granular-
ity of the reported location, i.e., under location k-anonymity, a location of 
fairly small area is considered as providing enough protection, as long as it 
contains more than k active mobile users, even though the adversary can pin-
point the users with high precision. The concept of minimum spatial resolution 
[44] has been introduced to address this problem. It allows each user to spec-
ify the minimum spatial area of his/her released location.  

The second weakness of location k-anonymity is its ignorance of the num-
ber of symbolic locations or static objects associated with the reported loca-
tion. Intuitively, if a location k-anonymous spatial region is associated with 
only one static object, e.g., church or doctor's office, then with this region as 
the reported location of a user, the adversary may associate the user with the 
specific location object with high probability. This qualifies as severe privacy 
threat, considering a simple example: If Bob's reported location is an area con-
taining a specific clinic as the only static object, an adversary may infer that 
“Bob must be visiting the clinic with high probability”. The concept of loca-
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tion l-diversity [5, 40] has been introduced into the framework of location 
anonymization to address this weakness. Intuitively, it demands that for each 
LBS request, in addition to user-level k-anonymity, the released location 
should also be associated with at least l different symbolic objects. Mobile us-
ers can specify desired k (k-anonymity) and l (l-diversity) values in their loca-
tion privacy profile [40].  

Note that in order to fulfill location l-diversity, the component responsible 
for location anonymization is expected to support efficient access to the data-
bases of public location objects, which makes it difficult to fulfill this princi-
ple under the client-based anonymization architecture, as will be discussed in 
Section 9.3.1.2. 
 
Quality of Service Metrics. Meanwhile, in addition to the location privacy 
requirements, the users may also desire to specify their demands for the qual-
ity of service delivered to them. Two commonly used QoS metrics are maxi-
mum tolerable spatial and temporal resolutions [24,  25].  

Specifically, maximum tolerable spatial resolution represents the threshold 
on the maximum area of the anonymized location. As have been mentioned 
above, depending largely on the location information provided by the client, 
the quality of a LBS service tends to degrade as the level of anonymization in-
creases. Consider the example of querying the nearest gas station: if the client 
reports his/her location as a wide area, a large number of candidate results will 
be returned, which not only incurs heavy computation overhead of filtering 
false positive information, but also wastes the precious wireless bandwidth. 
The maximum tolerable resolution bounds the level of anonymization, there-
fore indirectly guaranteeing the quality of the delivered service. 

Another important QoS metric is the response time of the service request. 
As will be discussed in Section 9.3.2, under the centralized location anonymi-
zation architecture, caching the service requests temporarily can improve the 
throughput of the location anonymization component, at the cost of delaying 
the processing of the requests. Therefore, mobile users are inclined to specify 
threshold for the allowed delay time as the maximum tolerable temporal reso-
lution. 

9.3.1.2 Location Anonymization: Alternative System Architectures 

Three alternative system architectures have been proposed for implement-
ing location anonymization [40]: centralized architecture with trusted third-
party, non-corporative client-based architecture, and decentralized peer-to-
peer corporative architecture. In this section, we briefly describe each of these 
system architecture models, including their privacy threat models, as well as 
their advantages and drawbacks. We defer the discussion of the concrete tech-
niques developed under each architecture model to the next section. 
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Centralized Architecture. In a centralized location anonymization architec-
ture, a trusted third party, called location anonymizer component, acts as a 
proxy (middleware) for all communications between mobiles users and LBS 
service providers.  

The overall communication between the clients, the location anonymizer, 
and the service provider can be loosely divided into four phases: (1) The loca-
tion anonymizer receives the service request, plus the position information 
from the mobile client, and performs spatial and temporal anonymization over 
the location information, based on the user-specified privacy profile. Mean-
while, according to the performed transformation, it generates the filtering 
condition that will be used later to prune the false positive information from 
the candidate results as returned by the service provider, to produce the exact 
result to the original request; (2) The location anonymizer then relays the re-
quest associated with anonymized location information to the corresponding 
service provider. Upon receiving the anonymized request, the service provider 
invokes the anonymous request processing module, which produces the set of 
candidate results; (3) After receiving the candidate results from the service 
provider, the location anonymizer performs the filtering operation to remove 
the false positive results, by applying the corresponding filtering condition; (4) 
Finally, the exact results to the original request are delivered to the mobile 
user who issues it.  

Note that under this architecture, the location anonymizer is responsible 
for both anonymizing the LBS service requests, and filtering false positive in-
formation from the candidate results, which could potentially become the bot-
tleneck of the system. An alternative design suggested in [5] is to perform the 
filtering at the client side: for each service request received at the location 
anonymizer, the anonymized request will be relayed to the service provider, 
and the filtering condition is returned to the mobile user who issues the re-
quest. The service provider then directly passes the candidate results to be fil-
tered at the client side. This design however introduces additional communica-
tion and processing overhead for the mobile clients.  

The privacy threat model commonly addressed by this centralized location 
anonymization architecture can be specified as follows: (i) The true identity of 
the mobile user is hidden from the service provider, as specified by the secu-
rity policy, and the LBS application is assumed to accept pseudo-identity; (ii) 
The LBS service provider is considered as hostile observer, therefore setting 
constraints on what information can or cannot be revealed from one service 
provider to anther is usually insufficient; (iii) The location sensing infrastruc-
ture (e.g., GPS, WiFi, Cricket) and the location anonymizer are trusted by the 
mobile users. 

Since the location anonymizer gathers the location information from all 
the active users, and is usually able to provide efficient access to the database 
of public location objects, the strength of this architecture is its being able to 
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support all the location anonymization requirements as mentioned in Section 
9.3.1.1 (strong privacy protection). Meanwhile, since all the communications 
pass through the location anonymizer component, which could potentially be-
come the bottleneck of the whole architecture. 

 
Non-Cooperative Architecture. In a non-cooperative architecture, the mobile 
users maintain their location privacy based on their knowledge only, without 
involving any centralized trusted authority.  

In this client-based location anonymization model, the communications 
between the mobile client and the LBS service providers follow the model as: 
(1) the client obfuscates its location information, which is sent, in conjunction 
with the service request to the service provider. Meanwhile, the client gener-
ates the filtering condition according to the location perturbation performed; 
(2) Upon receiving the anonymized request, the service provider invokes the 
anonymous request processing module, which produces the set of candidate 
results, to be delivered to the mobile client; (3) After receiving the candidate 
results from the service provider, the client obtains the exact answer to the 
original request by filtering out the false positive information from the candi-
date results. 

The privacy threat model commonly addressed in the client-based non-
cooperative location anonymization model is as follows: (i) The true identities 
of the users are hidden from the service provider, and the LBS application is 
considered to accept pseudonyms; (ii) No third authority (e.g., LBS service 
provider, location anonymizer) are trusted, who are interested in intruding 
mobile users' location privacy; (iii) The location sensing infrastructure (e.g., 
GPS, WiFi, Cricket) and the location anonymizer resided on mobile clients are 
trusted. 

Under this model, all the communications are inherently distributed, lead-
ing to its strength of high throughput and fault-tolerance, and no centralized 
trusted authority is needed. Meanwhile, since the location perturbation is per-
formed at the mobile clients, without knowing the location information of 
other clients, and it is usually not affordable for the clients to directly access 
the databases of public location objects (one of the main LBS applications), 
this model does not support location k-anonymity or location l-anonymity, i.e., 
weak privacy protection. 
 
Peer-to-Peer Cooperative Architecture In a peer-to-peer location anonymi-
zation framework, a group of mobile users collaborate with each other to pro-
vide location privacy protection for each single user, without the interleaving 
of a centralized trusted entity. Specifically, within this architecture, the com-
munications between the mobile clients and the service providers follow the 
model as: (1) the request-issuing mobile client communicate with neighboring 
clients to collect the location information of peers, and performs informed lo-
cation perturbation to meet its privacy requirement. It (or a peer) then sends 
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the service request, plus the anonymized location information to the LBS ser-
vice provider, meanwhile generating the filtering condition; (2) upon receiving 
the anonymized request, the service provider invokes the anonymous request 
processing module, and produces the set of candidate results, to be delivered 
to the mobile client who sends the request; (3) The results are routed to the 
client who issues the request (if the issuer and the sender are different), which 
then obtains the exact results by filtering the false positive information from 
the candidate results. 

Commonly, the peer-to-peer cooperative location anonymization architec-
ture is applied to address the privacy threat model as follows: (i) the true iden-
tity of the mobile user is hidden from the service provider, and the LBS ser-
vice provider is considered to accept pseudonyms; (ii) all third parties (e.g., 
LBS service providers, location anonymizer) are considered as hostile observ-
ers, who are interested in intruding mobile users' privacy; (iii) the location 
sensing infrastructure, the location anonymizer resided on mobile clients, and 
the peers in the mobility group are trusted. 

This architecture requires no centralized trusted authority, therefore can 
scale to a large number of mobile clients. However, it is shown in [27] that it 
is naturally computationally expensive to support location anonymity under 
this architecture, since each client has to communicate with each other to con-
struct anonymous location. Also, to support this model, a mobile peer-to-peer 
communication infrastructure is needed. Clearly, this architecture offers sup-
port for location k-anonymity; nevertheless, it is inherently difficult to support 
location l-diversity since it is usually not feasible for mobile clients to directly 
access the databases of public location objects. In conclusion, this architecture 
provides protection stronger than the client-based non-cooperative architec-
ture, but weaker than the centralized architecture. 

9.3.2 Location Anonymization Techniques 

We have given an overview of location privacy research, with focus on 
privacy models and system architectures. In this section, we present a brief 
survey of the representative techniques developed for aforementioned system 
architectures, and analyze their advantages and drawbacks. 

9.3.2.1 Centralized Architecture 

As a pioneering work on location k-anonymization, Grusteser and Grun-
wald [28] introduced a quadtree-based spatial cloaking method, under the cen-
tralized location anonymization model. Intuitively, for a given set of service 
requests, it recursively divide entire geographical space of interest into quad-
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rants until a quadrant has less than k users, and then returns the previous quad-
rant, i.e., the minimum quadrant that meets k-anonymity, as the anonymous 
location for the mobile users within it. An example is shown in Fig.9.1, where 
the dashed box is the minimum quadrant that contains more than k = 4 users. 
 

 
Fig. 9.1 Quadtree based spatial cloaking 

Using a quadtree-based spatial partitioning technique, this method pro-
vides efficient support for universal location k-anonymity, where a system-
supplied uniform k is used and thus the same level of k-anonymity is applied 
to all the users. However, as a straight-forward use of the spatial partitioning 
techniques, it is inherently difficult to support personalized location privacy in 
this framework. 

As mentioned earlier, motivated by the need to support personalized loca-
tion privacy requirements, Gedik and Liu [24, 25] introduced the CliqueCloak 
framework. It allows each message to specify a different $k$ value based on 
its specific privacy requirement, and maximum spatial and temporal tolerance 
values based on its QoS requirements. The service requests are processed in an 
on-line stream manner: a constraint graph is constructed according to the 
maximum spatial and temporal tolerance settings of the requests, and a set of 
requests are perturbed if they form a clique in the constraint graph. An exam-
ple is shown in Fig.9.2, where three messages m1, m2 and m4 form a clique on 
the constraint graph, and are anonymized together. However, identifying 
cliques in a graph is an expensive operation, which severely limits the scal-
ability of this framework. It has been empirically shown that this approach can 
only support fairly small k. 
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Fig. 9.2 Constraint graph based spatial cloaking. 

Both frameworks above focus solely on devising efficient and effective 
solutions for the location anonymizer component. In [44, 45], Mokbel et al. 
proposed Casper, a complete location anonymization framework. It employs a 
hierarchical indexing structure: the universe of disclosure is represented as a 
complete pyramid structure, which is divided into grids at different resolution 
levels and each cell maintains the number of mobile users inside. It supports 
personalized location k-anonymization: on anonymizing a request, it traverses 
the pyramid structure bottom-up until a cell satisfying the user's privacy pro-
file is found. They further improved this basic paradigm by introducing adap-
tive searching strategy, at the cost of maintaining the adaptive pyramid struc-
ture. A unique contribution of the Casper framework is its support for 
anonymous query processing, which extends existing spatial query processing 
and optimization techniques to support k-anonymous nearest neighbor and 
range queries. 

It is observed in [5] that the CliqueCloak method models requests in a 
constraint graph and achieves anonymization by finding cliques, resulting in 
its low scalability. Meanwhile, the Casper method adopts a hierarchical pyra-
mid structure, and supports anonymization by using quadrant spatial expan-
sion. It is therefore inherently not optimal in the sense that the cloaked loca-
tion is usually much larger than the minimum area satisfying k-anonymity. 
The PrivacyGrid framework developed at the DiSL group of Georgia Tech [5] 
addresses the drawbacks of these two frameworks, by employing a dynamic 
grid-based spatial index, powered with fast bottom-up, top-down and hybrid 
cloaking algorithms. In addition to supporting personalized location privacy 
and QoS requirements as defined in [24], PrivacyGrid enhances the location 
anonymization semantics by introducing location l-diversity. By adopting a 
flat grid index structure, PrivacyGrid achieves better efficiency than the 
CliqueCloak approach in terms of supporting large k, meanwhile higher suc-
cess rate of request anonymization, and superior quality of anonymized loca-
tion than the Casper approach. 

9.3.2.2 Non-Cooperative Architecture 

Under the non-cooperative client-based architecture, the location privacy 
of mobile users is usually achieved by injecting uncertainty to their location 
information, called location obfuscation, based solely on their own knowl-
edge. 

In [29], Hong and Landay proposed to use the nearest public landmark, in-
stead of his/her current exact position, as a mobile user's locations in con-
structing a LBS request. Specifically, based on a set of public landmarks, a 
Voronoi diagram is constructed over the universe of disclosure, which is em-
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ployed by the mobile users to identify their closest landmarks. Clearly, within 
this framework, the evaluation of the request is also based on the selected 
landmark; hence the distance between the selected landmark and the user's ex-
act location controls the trade-off between privacy protection and service qual-
ity. 

Kido et al. [32] proposed to use a set of false dummies to protect user's 
exact location: the reported location information consists of m locations, 
among which only one is the true position while other (m-1) false dummies. 
Only the user who issues the request knows the true location, and the service 
provider replies with a service for each received location. It is clear that within 
this model, the privacy protection is achieved at the cost of the query evalua-
tion overhead at the server, and the communication bandwidth, since the 
server essentially has to evaluate m queries in order to answer one original re-
quest. 

In [18], Duckham and Kulik proposed a location obfuscation approach 
based on a graph abstraction of the universe of disclosure. Specifically, all lo-
cations are represented as vertices in a graph with edges corresponding to the 
distance between two locations. A user obfuscates her location as a set of ver-
tices, and the query is then evaluated at the server side based on the distance to 
each vertex in the imprecise location. Clearly, it suffers from the same prob-
lem as the false dummies approach. 

In a recent work [64], Yiu et al. proposed the SpaceTwist framework to 
support kNN queries based on the incremental NN query processing tech-
niques. Specifically, the mobile user reports a location different from (but near 
to) his/her actual position, and the nearest neighbor objects of the reported po-
sition are incrementally retrieved until the query is correctly answered by the 
service provider. Though simple to implement, the SpaceTwist framework in-
curs additional overhead on the communication bandwidth, for the protocol 
involves multiple exchanges of packets to ensure that all the actual results 
have been retrieved. Moreover, this approach offers no explicit modeling of 
the quality of privacy protection, which makes it difficult for users to quantita-
tively specify privacy requirements.  

Recently, transformation-based matching techniques have been proposed 
to enable location privacy, which however do not offer query accuracy guar-
antees. In [30], a theoretical study on a client-server protocol for deriving the 
nearest neighbor of a query is reported. In [34], Khoshgozaran et al. defined a 
specific Hilbert ordering based on a key, whose value is known only by the 
client and a trusted entity. It is shown that without the key value, it is impossi-
ble to decode a Hilbert value into a location correctly. However, a Hilbert 
curve does not completely preserve spatial proximity, so the reported result 
can be far from the actual result. To improve the accuracy, they proposed to 
use two keys with orthogonal Hilbert curve. 
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9.3.2.3 Peer-to-Peer Cooperative Architecture 

In [26, 27], Ghinita et al. proposed PRIVE, a representative framework of 
the peer-to-peer cooperative location anonymization model. The main idea of 
PRIVE is that whenever a mobile user desires to issue a LBS request, it broad-
casts a group formation request to its neighbors, and a member of the group is 
randomly selected to act as the query sender. PRIVE provides two modes of 
group formation: on-demand mode and proactive mode. In on-demand mode, 
a mobile user invokes the group formation only when necessary; In proactive 
mode, mobile users periodically execute the on-demand approach to maintain 
their anonymous groups. Clearly, the two modes represent the two ends of the 
spectrum of the trade-off between maintenance cost and response time of 
anonymous group formation. 

Specifically, in PRIVE, an anonymous location is obtained in three 
phases: (1) Peer searching. The user who intends for a LBS service broadcasts 
a multi-hop request until at least (k-1) peers are found; (2) Location adjust-
ment. The initial anonymized location is adjusted according to the velocities 
of group members; (3) Spatial cloaking. The anonymized location is cloaked 
into a region aligned to a grid covering the (k-1) nearest peers. 

9.3.3 Open Issues and Challenges 

While a plethora of work has been done on preserving the location privacy 
of mobile users in LBSs, the techniques developed to date are far from being 
adequate in providing comprehensive solutions to the location privacy prob-
lem in general. In this section, we discuss open issues and possible research 
directions towards constructing a complete end-to-end solution for location 
privacy protection. 
 
Enhancement of Location Anonymization Techniques. As a special form of 
data privacy, location privacy exhibits its unique characteristics and chal-
lenges. Thus it is inadequate to directly apply the extensive collection of data 
privacy techniques proposed to date for location privacy protection. To the 
best of our knowledge, the successful extensions of data privacy preserving 
techniques to location privacy are still limited to k-anonymity [49, 51], l-
diversity [41] and distance-preserving space transformation techniques [9, 10]. 
One possible direction is to further extend the available data privacy tech-
niques for enhancing existing location anonymization tools.  

For example, the m-invariance [62] principle has been proposed for se-
quential releases of microdata, which can be possibly adapted to protecting lo-
cation privacy for continuous location-based queries. For such continuous lo-
cation updates/queries, an alternative solution can possibly be the extension of 
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the output perturbation techniques [57], originally developed for countering 
inferences over the mining results of consecutive stream windows. 

The aforementioned three location anonymization architectures possess 
their own strengths and weaknesses. Though the centralized architecture pro-
vides the strongest privacy protection, and extensive research efforts so far 
have been focused on developing anonymization techniques under this archi-
tecture, with the explosive growth of the scale of mobile clients and LBS ser-
vices, the client-based and decentralized architectures are anticipated to be-
come the main trends. Therefore it is imperative to put forward the research 
effort on remedying their weaknesses by introducing stronger privacy guaran-
tees.   
 
Potential Attacks and Countermeasures. A variety of inference attack mod-
els have been studied in the area of ordinary data privacy, which show that by 
leveraging certain external knowledge and her understanding regarding the 
anonymization techniques, an adversary can potentially penetrate the protec-
tion mechanism and infer the sensitive information of individuals. For exam-
ple, in [62, 55], it is shown that in the scenario of multiple releases of micro-
data, the adversary may potentially exploit previous releases to infer sensitive 
information in the current one. In [60], it is shown that knowledge of the 
mechanism or algorithm of anonymization can also lead to extra information 
that assists the adversary and jeopardizes individual privacy. 

Most existing location anonymization tools have not taken full account of 
the possible attacks to the anonymized solutions, resulting in their weak resil-
ience to inference attacks.  

For example, analogous to the sequential releases of microdata, continu-
ous updates/queries in LBSs can be exploited to infer sensitive location or 
identity information of individuals. In [17], a mobility model based attack is 
considered: The adversary utilizes the knowledge about mobile users' motion 
parameters such as maximum velocity, known trajectory, frequent travel path 
to perform inference attacks. For instance, if the adversary knows the maxi-
mum velocity of the user, and obtains its consecutive cloaked location up-
dates, by computing the maximum movement boundary of the same identity 
(pseudonym), she can potentially locate the user at the intersection of two 
cloaked spatial regions. In [12], an overlapping window based inference attack 
model is considered. Intuitively, if the adversary knows some locations of the 
targeted victim, even different pseudonyms are used in different up-
dates/queries, by analyzing the overlapping spatial or temporal windows of 
two consecutive cloaked location updates/queries, she can infer the linkage of 
location with the targeted victim.  

As another example, analogous to the minimality attack in publishing mi-
crodata [60], it is shown in [58] that knowing the principles applied in the lo-
cation anonymization algorithms, e.g., optimality of service quality for given 
privacy requirement, and the underlying background of users' movement, e.g., 
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road network, the adversary can pinpoint a victim individual with high preci-
sion. 

Therefore, a promising future direction is to study such potential attack 
models, and to devise effective countermeasures to inject attack resilience into 
current location anonymization tools.  
 
General Framework for Anonymous Query Processing The anonymous lo-
cation query processing modules in literatures, e.g, [44], are designed to sup-
port only limited types of spatial queries, e.g., range queries, or kNN queries, 
and are constructed over the top of existing spatial query processing tech-
niques. As mobile users' location privacy becomes a paramount concern in 
numerous LBS services, general location query processing modules designed 
specially for anonymous spatial queries are expected to bring significant im-
pact over the industries. One future research direction is to extend the existing 
spatial query processing techniques, e.g.,[52, 48], to support more types of 
queries, e.g., continuous kNN queries. 

9.4 Summary 

We have presented an overview of the advances in the area of data privacy 
research. We discussed a variety of privacy principles and models, and ana-
lyzed their implicit relationships. We also summarized the representative algo-
rithms and methods for implementing the proposed principles, and discussed 
their fundamental limitations. In a perspective analogous to data privacy, we 
examined the state of the art of the location privacy research, and compared 
the strengths and weaknesses of the proposed models, architectures, and algo-
rithms. We concluded the chapter with a discussion of open issues and promis-
ing research directions towards providing comprehensive end-to-end location 
privacy solutions. 
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10 Privacy Preserving Nearest Neighbor Search 

Mark Shaneck, Yongdae Kim, Vipin Kumar1 

Abstract  Data mining is frequently obstructed by privacy concerns. In many 
cases data is distributed, and bringing the data together in one place for analysis is 
not possible due to privacy laws (e.g. HIPAA) or policies. Privacy preserving data 
mining techniques have been developed to address this issue by providing mecha-
nisms to mine the data while giving certain privacy guarantees. In this chapter we 
address the issue of privacy preserving nearest neighbor search, which forms the 
kernel of many data mining applications. To this end, we present a novel algo-
rithm based on secure multiparty computation primitives to compute the nearest 
neighbors of records in horizontally distributed data. We show how this algorithm 
can be used in three important data mining algorithms, namely LOF outlier detec-
tion, SNN clustering, and kNN classification. We prove the security of these algo-
rithms under the semi-honest adversarial model, and describe methods that can be 
used to optimize their performance. Keywords: Privacy Preserving Data Mining, 
Nearest Neighbor Search, Outlier Detection, Clustering, Classification, Secure 
Multiparty Computation 

10.1 Introduction 

Privacy advocates and data miners are frequently at odds with each other. 
In many cases data is distributed, and bringing the data together in one place 
for analysis is not possible due to privacy laws (e.g. HIPAA [18]) or policies. 
Privacy preserving data mining techniques have been developed to address 
this issue by providing mechanisms to mine the data while giving certain pri-
vacy guarantees. Research in this field typically falls into one of two catego-
ries: data transformation to mask the private data, and secure multiparty com-
putation to enable the parties to compute the data mining result without 
disclosing their respective inputs. 
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In this chapter we address the problem of privacy preserving Nearest 
Neighbor Search using the cryptographic approach. The problem of finding 
nearest neighbors is as follows: for a given data point x , and a parameter k , 
find the k  points which are closest to the point x . In a distributed setting, 
with data that is horizontally partitioned (i.e. each party has a collection of 
data for the same set of attributes, but for different entities), the main 
difference is that the points in the neighborhood may no longer be entirely 
located in the local data set, but instead may be distributed across multiple 
data sets. 

Many data mining algorithms use nearest neighbor search as a major 
computational component [47]. In this chapter, we show how to incorporate 
our search algorithm into three major data mining algorithms, namely Local 
Outlier Factor (LOF) outlier detection [6, 5], Shared Nearest Neighbor (SNN) 
clustering [12, 13, 26], and k Nearest Neighbor (kNN) classification [9]. These 
are an important set of data mining algorithms. For example, kNN 
classification is highly useful in medical research where the best diagnosis of a 
patient is likely the most common diagnosis of patients with the most similar 
symptoms [36]. SNN clustering provides good results in the presence of noise, 
works well for high-dimensional data, and can handle clusters of varying 
sizes, shapes, and densities [13, 47]. LOF outlier detection provides a 
quantitative measure of the degree to which a point is an outlier and also 
provides high quality results in the presence of regions of differing densities 
[5, 47]. 

To the best of our knowledge, this is the first work that directly deals with 
the issue of privacy preserving nearest neighbor search in a general way. 
Privacy preserving approaches for kNN classification [7, 29] also require 
finding nearest neighbors. However in these works, the query point is assumed 
to be publicly known, which prevents them from being applied to algorithms 
such as SNN clustering and LOF outlier detection. Previous work on privacy 
preserving outlier detection [51] required finding the number of neighbors 
closer than a threshold. Although this is related to the finding of nearest 
neighbors, it also cannot be directly adopted to compute SNN clusters or LOF 
outliers as it is limited in the amount of information it can compute about the 
points. Since our approach directly deals with the problem of finding nearest 
neighbors, it can be used by any data mining algorithm that requires the 
computation of nearest neighbors, and thus is more broadly applicable than the 
previous related works. For more detail on how our work differs from these 
previous works, we refer the reader to Section 10.6. 

This chapter makes the following contributions: we design a novel 
cryptographic algorithm based on secure multiparty computation techniques to 
compute the nearest neighbors of points in horizontally distributed data sets, a 
problem which, to the best of our knowledge, has never been dealt with 
previously. This algorithm is composed of two main parts. The first computes 
a superset of the nearest neighborhood (which is done using techniques similar 
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to [51]). The second part reduces this set to the exact nearest neighbor set. We 
show how to extend this algorithm to work in the case of more than two 
parties, and we prove the security of this algorithm. In addition, we show how 
this search algorithm can be used to compute the LOF outlier scores of all 
points in the data set, to find SNN clusters in the data, and to perform kNN 
classification with the given data sets taken as the training data, thus showing 
how the nearest neighbor search can be practically applied. We show how all 
of these can be done while giving guarantees on the privacy of the data. We 
also analyze the complexity of the algorithms and describe measures that can 
be taken to increase the performance. We stress that while this work makes 
use of existing primitives, these are extended and combined in novel ways to 
enable the computation of the k  nearest neighbors, as well as three major data 
mining algorithms that rely on nearest neighbor search. 

The rest of this chapter is organized as follows. Section 10.2 includes a 
formal description of the problem addressed, an overview of the secure 
multiparty primitives used in this work, as well as a brief discussion on 
provable security in the secure multiparty computation setting. The secure 
protocol for nearest neighbor search is described in Section 10.3. Section 10.4 
explains the application of this protocol for higher level data mining 
algorithms. Next we discuss the complexity of the scheme in Section 10.5, 
outline the areas of related work in Section 10.6, and we conclude and outline 
some areas of future work in Section 10.7. 

10.2 Overview 

10.2.1 Problem Description 

The objective of this work is to find the k nearest neighbors of points in 
horizontally partitioned data. The basic problem of k -nearest neighbor search 
is as follows. Given a set of data points S , and a particular point x S∈ , find 
the set of points ( )kN x S⊆  of size k , such that for every point ( )kn N x∈  
and for every point y S∈ , ( ) ( , ) ( , )xy N x d x n d x y∉ ⇒ ≤ , where ( , )d x y  
represents the distance between the points x  and y . In a distributed setting, 
the problem is essentially the same, but with the points located among a set of 
data sets, i.e. for m  horizontally distributed data sets (1 )iS i m≤ ≤ , and a 
particular point jx S∈  (for some j , 1 j m≤ ≤ ), the k -nearest neighborhood 
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of x  is the set 1( ) m
k i iN x S U S=⊆ =  of size k , such that for every ( )kn N x∈  

and y S∈ , ( ) ( , ) ( , )ky N x d x n d x y∉ ⇒ ≤ . If a distributed nearest neighbor 
search algorithm is privacy preserving, then it must compute the nearest 
neighbors without revealing any information about the other parties' inputs 
(aside from what can be computed with the respective input and output of the 
computation). In our case, we compute some extra information in addition to 
the actual nearest neighbor sets. While this is not the ideal solution, we argue 
that this work provides an important stepping stone for further work in this 
area. We also provide a description of what this information reveals in Section 
10.3.1.1. For the sake of simplicity, everything is described in the setting of 
two parties. For each algorithm that we describe, there is a description of what 
needs to be done to extend it to the more general multiparty case. 

10.2.2 Definitions 

Throughout the discussion in this work, the data is assumed to be 
horizontally partitioned, that is, each data set is a collection of records for the 
same set of attributes, but for different entities. This would be the case, for 
example, in medical data, where the same information is gathered for different 
patients, or for network data, where the same set of attributes are gathered for 
different IP addresses in different networks. We describe the algorithms in this 
work from the perspective of one of the participants, and use the term “local” 
to indicate data contained within the data set of the party from whose 
perspective we are discussing, and the term “remote” to indicate data that is 
not “local”. Also, all arithmetic is done using modular arithmetic in a 
sufficiently large field F  (e.g. mod p  for the field pZ ). We refer to this 
throughout the discussion as “mod F ”. Note that in order to preserve 
distances, this element should be larger than the largest pairwise distance of 
the points in the set. 

In addition to the normal notion of nearest neighbor sets, we introduce the 
notion of an Extended Nearest Neighbor Set, in the context of distributed 
nearest neighbor search. This term is used to represent a logical extension of 
the nearest neighbor set, and can be described as follows. Imagine a point x  in 
the local data set. We can find the k  nearest neighbors from the local data set 
easily. Select one such local neighbor n . Now we can define a Partial Nearest 
Neighbor Set to include the point n  and all local and remote points that are 
closer to x  than n . Thus the Extended Nearest Neighbor Set would be the 
smallest Partial Nearest Neighbor Set that has a size greater than or equal to 
k . This notion will be used in our algorithm for privately finding the k  
nearest neighbors. 
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10.2.3 Secure Multiparty Computation Primitives 

In this section, we give a brief overview of the secure multiparty 
computation primitives used in our algorithm, along with their requirements, 
and some examples of existing implementations. 

10.2.3.1 Distance 

An important part of computing the nearest neighbors of a point is to find 
the distance between the points securely. The requirements of the protocol are 
that the answer should be shared between the two parties involved, such that 
each share is uniformly distributed over a sufficiently large field F  when 
viewed independently of each other, and that the sum of the shares (mod F ) 
equals the distance between the two objects. One such distance measure has 
been suggested [51], in which the square of the Euclidean distance is 
computed, by making use of a secure dot product computation [19]. Note that 
this formula computes the square of the distance, however this does not affect 
the results of the nearest neighbor algorithm, since the square of the distance 
preserves order and we are interested in the nearest neighbors. Also, any 
distance computation can be used that computes the distance securely 
according to the above requirements, including any similarity or non-
Euclidean distance measures. 

10.2.3.2 Comparison 

Another cryptographic primitive needed in this algorithm is a protocol for 
secure comparison, i.e. if two parties have numbers a  and b  respectively, 
how can they determine which is larger without revealing the actual values to 
each other. This was originally formulated as Yao's Millionaire Problem [52] 
and can be accomplished by the general circuit evaluation protocol [20], or by 
other more efficient protocols [17, 23, 31]. At various points in our algorithms 
we make use of two variations of existing solutions for this problem. In the 
first variation the result is given to only one of the parties in question. In the 
second variation the result should be split between the two parties, such that 
the sum equals 1 (mod F ) if the answer is true, and the sum is 0 if the answer 
is false (this requirement is the same as is needed in [51]). We also make use 
of a secure equality computation. It should be clear from the context which 
different versions are used. 

10.2.3.3 Division 
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In Algorithm 4.1.1 in Section 10.4.1, we need to make use of the 
following primitive for secure division. In the two party case, one party has 1r  

and 3r , and the other party has 2r  and 4r  and together they compute shares 

1z  and 2z , such that  

1 2
1 2

3 4

r rz z
r r
++ =
+

 

This problem has existing solutions for both the two party [11] and 
multiparty [4, 34] case. 

10.2.4 Provable Security 

Each of the algorithms presented below are privacy preserving, which is a 
notion that can be proven. For an algorithm to be privacy preserving, it is 
enough to prove that the algorithm is secure in the Secure Multiparty 
Computation sense. This notion of security is defined in [20], and we will use 
the notion of semi-honest behavior for our proofs. A semi-honest party is one 
that follows the protocol as specified, but may use the results and any 
intermediate knowledge to try to extract additional information about the other 
party's data. This is a realistic model, since in the target application scenarios 
all parties would have a mutual interest in the correct data mining output, 
while at the same time would desire guarantees that the other parties cannot 
learn extra information about their data. This also allows us to focus on more 
efficient computations, since protocols that are secure under malicious 
adversaries require the use of expensive bit commitments and zero knowledge 
proofs. However, it is interesting to note that all protocols that are secure in 
the semi-honest model can be converted into protocols that are secure in the 
malicious model [20]. 

In addition, we make use of the composition theorem [20], which states 
that for functions f  and g , if g  is privately reducible to f  and there is a 
protocol for privately computing f , then there is a private protocol for 
computing g . In order to prove that an algorithm is secure, it is sufficient to 
show that given the final output and the respective initial input, a party is able 
to simulate a valid transcript for the protocol, and that the simulated transcript 
is computationally indistinguishable from a transcript of a normal 
computation. In other words, if a party can use its own input and the final 
output to simulate the messages that it views during the protocol, then it is 
proven that the party can not learn anything extra from these messages. 
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10.3 Nearest Neighbor Algorithm 

In our scenario, two parties each have a set of data points that are gathered 
for the same set of attributes, that is, the data is horizontally partitioned. They 
want to compute the nearest neighbors of their points using the union of their 
data sets. For a local point x , the steps to find the k  nearest neighbors are as 
follows.  
1. First, the local nearest neighbor set for x  is computed.  
2. The second step is to securely compute the distance from x  to each of the 

remote points. The individual shares from this calculation are stored for 
use in the following steps.  

3. Next, starting with the closest local neighbor of x  to the farthest, the dis-
tances to all remote points are compared with the distance to the current 
local neighbor. Using this information, party A  can count the number of 
total neighbors that are closer than the local neighbor. 

4. This is repeated until the number of neighbors exceeds the parameter k . 
5. The set of identifiers of the remote points which are closer than this local 

neighbor are then discovered. This set forms the Extended Nearest 
Neighbor Set (see definition is Section 10.2.2).  

6. Finally, the Find Furthest Points algorithm is used to remove the remote 
points within this set that should not be in the actual nearest neighbor set.  

 
The following section describes the algorithm that performs these steps. 

The Find Furthest Points algorithm, used in the final step, is described in 
Section 10.3.2. 

10.3.1 Nearest Neighbor Search 

In this description we will assume that we are calculating the 
neighborhood of a point x  which is owned by the party A , A  has a set of 
points 1{ , , }nX x x= L , and that the other party is B , who has a set of points 

1{ , , }nY y y= L . What we intend to find is the set of points _nn set X Y⊂ U  
of size k , such that all points in _nn set  are closer than all points within 
( ) \ _X Y nn setU . 
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Fig. 10.1 Example nearest neighbor scenario 

This is done by first computing the ordered list _local nn , the k  nearest 
neighbors in the local data set X . Next the distances to all remote points are 
computed and stored. Then, from the closest local neighbor to the farthest, the 
distance to the remote points are compared with the distance to the local 
neighbors, in order to count the number of remote and local points that are 
closer than this local neighbor. This is illustrated in Figure 10.1. In this figure 
the point x  and all in  are local points, and all iy  are remote points, and 

3k = . Thus the distance from x  to each point iy  would be computed and 
compared first to 1n . The number of points in this case would be 1. Thus, the 
next local neighbor 2n  would need to be checked. This would result in a count 
of 5. Since this is larger than k , then we have found that the Extended Nearest 
Neighbor Set consists of all points closer than the point 2n  (including the 
point 2n ), which is depicted by the points between the dashed braces in Figure 
10.1. Since we know the size of the Extended Nearest Neighbor Set, we know 
how many points need to be excluded to get a set of the correct size, that is k . 
Thus, we just need to find the correct number of the furthest points from x  
from within the Extended Nearest Neighbor Set and remove them. In our 
example, the number of remote points to remove is 2, and the set of furthest 
points would be the set 2{ , }Sy y . If these are removed (along with the furthest 
local neighbor 2n ), then the Nearest Neighbor Set will be found, which is 
depicted in Figure 10.1 by the points within the solid braces. 

In order to make this algorithm privacy preserving, we need to make use 
of secure distance computations and secure comparisons. When the distance 
between x  and a remote point y  is computed, as shown in step 3 of 
Algorithm 1, the result will be shared between the two parties, such that the 
sum of the shares is equal to the distance between them (modulo F ). When 
the distance from x  to y  is compared with the distance to a local neighbor in 
step 9 of Algorithm 1, the secure comparison algorithm must be used. The 
result of this comparison will be shared (as A

iyc  and B
iyc ) in the same manner as 

the distance shares, with the sum of the shares equal to 1 (mod F ) if the point 
y  is closer than the local neighbor, and 0 if it is not. Once all points have 
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been compared in this way, the sum of all these shares ( A A
i iyy

c c=∑ and 

B B
i iyy

c c=∑ ) become shares of the number of remote points which are closer 

than the local neighbor in . This number, plus the number of local neighbors 
i , can be securely compared to the value k , to see if this neighbor is the final 
neighbor in the Extended Nearest Neighbor Set by checking if 

A B
i ic c i k+ + ≥ . Next the identifiers of the remote points in the Extended 

Nearest Neighbor Set are gathered, and the entire Extended Nearest Neighbor 
Set is passed to the Find Furthest Points algorithm (described in Section 
10.3.2) with the appropriate number of remote points which need to be 
removed from the Extended Nearest Neighbor Set, which is the size of the 
Extended Nearest Neighbor Set minus 1 (for the final local neighbor) minus 
k . This is only necessary, of course, if the size is greater than 1k + , since if it 
equals 1k +  then the final local neighbor is the only point that needs to be 
removed. Also, if it equals k , then the Nearest Neighbor Set is already found. 
The rest of the details of the algorithm are shown in Algorithm 1. Note in the 
algorithm that when a comparison is made, it is understood that the secure 
comparison protocol is used in the underlying implementation. 

Require: A local point x   
Require: A local data set X  and a remote data set Y  
Require: A field F  and a global parameter k   
1: _local nn ←  sorted k  nearest neighbors locally (from X )  
2: for all y Y∈  do  

3: Compute (and store) distance( , )x y  s.t. A  gets A
xyd  and B   

gets B
xyd  where distance( , )modA B

xy xyd d x y F+ =   

4: end for 
5:for 1, ,i k= L  do 
6: _ [ ]in local nn i←   
7: distance( , )xni id x n←   
8:  for all y Y∈  do  

9:   Compute A B
xy xy xnid d d+ <  where A  gets A

iyc  and B   

  gets B
iyc  such that 1modA B

iy iyc c F+ =   

  if A B
xy xy xnid d d+ < , and 0 otherwise   

10:  end for 
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11:  A  computes A A
i iyy

c c=∑  and B  computes B B
i iyy

c c=∑  where 

 A B
i ic c+  is the number of remote points closer than in   

12:  A B
i ig c c i k← + + ≥  where only A  gets g   

13: if g  is TRUE then 
14:   I i←   
15:    Break out of loop 
16:  end if 
17: end for 
18: 1_ { , , }jnn set n n← L  for j I≤   

19: distance( , )
Ixn id x n←   

20: for all y Y∈  do  

21:  A B
xy xy xng d d d← + <  such that A  gets g   

22:  if g  is TRUE then  
23:    _ _ { }nn set nn set y← ∪    
24:  end if 
25: end for 
26: if _ 1nn set k= +  then  
27:  1_ _ \{ }nn set nn set n←   
28: else if _ 1nn set k> +   

29:  _ 1nn set kπ ← − −   
30:  _ FindFurthestPoints(x, ,nn_set)nn far π←   
31:  _ _ \ _nn set nn set nn far=   
32: end if  
33: Return _nn set   

Algorithm 1: Nearest Neighbor Search 

10.3.1.1 Security Analysis 

In this algorithm, A  learns the nearest neighbors and extended nearest 
neighbors of all its points, even if it includes points from the other party's set. 
Thus, for example, if A  computes the Extended Nearest Neighborhood of its 
point x , and the resulting neighborhood has in  as the furthest local neighbor, 
then A  learns that the remote points in the set are closer than the point in . 
Also, A  knows which points are not in the Nearest Neighbor Set, and thus 
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knows that those points are further from the next closest local neighbor 1in − . 
Thus, the points not in the Nearest Neighbor Set (but in the Extended Nearest 
Neighbor Set) lie in a particular hypershell constrained by the distances from 
x  to 1in −  and in . This hypershell is most constrained when the distances from 
x  to 1in −  and in  are close together, which allows A  to infer some 
information regarding the distribution of B 's points (i.e. A  could discover 
that B  has many points at a distance between the distances to these two local 
neighbors). This ability to estimate the distribution of B 's points decreases 
greatly in areas where A 's points are sparse, and also greatly decreases as the 
number of dimensions increases. Thus the information that is leaked (from the 
specified output) does not give an unreasonable amount of information to the 
other party. 

Given that the nearest neighborhood is the specified output, then this 
information leakage is expected. Note that the information in the Nearest 
Neighbor Set does not include any information about the points themselves, 
just an identifier (that is, an ID that can be used to reference a particular point 
in the set). However, since these identifiers can be used to infer some extra 
information about the distribution of the other party's data set (as described 
above), it would be better if this information could be securely shared. This 
would allow futher computation to be performed without releasing this 
intermediate information, and we intend to pursue this line of research in 
future work. 

If the Extended Nearest Neighbor Set is included as part of the output for 
party A , along with the Nearest Neighbor Set, then it can be proven that this 
algorithm is privacy preserving. 

  
Theorem 1. The Nearest Neighbor calculation (Algorithm 1) privately 

computes the Nearest Neighbor Set and the Extended Nearest Neighbor Set of 
a point x  in the semi-honest model.  

 
Proof. The private inputs of each party are their respective sets of points, 

with one point in one of the sets as the point whose neighborhood is being 
calculated, and the output is the Nearest Neighbor Set (with the Extended 
Nearest Neighbor Set). As can be seen from the algorithm, all communication 
takes place in steps 3, 9, 12, 21, and 30. In step 3 the distance is calculated, 
with each party receiving a random share of the distance, where each share is 
uniformly distributed over the field when viewed independently of each other. 
Thus these messages can be simulated with a value randomly selected from 
the field. In step 9, the distance from the point x  to a remote point is 
compared to the distance between x  and a local neighbor. This procedure is 
secure, and the results are again random shares, which can also be simulated 
as before. In step 12, the shared count is compared to the value k . Only A  
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gets the result of this comparison, and thus can be simulated, since A  knows 
from the Extended Nearest Neighbor Set which in  is the furthest local 
neighbor, and thus when to output true and stop the comparisons. In step 21, 
A  simply gets the identifiers of the remote points which are in the Extended 

Nearest Neighbor Set, which is part of its output. Finally the Extended Nearest 
Neighbor Set is passed to the Find Furthest Points algorithm in step 30, with 
the results being the points which are not in the Nearest Neighbor Set, which 
A  can compute since it knows both the Extended Nearest Neighbor Set and 

the Nearest Neighbor Set. Since the Find Furthest Points algorithm is secure, 
as will be shown in 3.2, then applying the composition theorem to this 
algorithm, the Find Furthest Points subroutine, the secure distance protocol, 
and the secure comparison protocol proves that the nearest neighbor 
computation is secure in the semi-honest model. 

10.3.2 Find Furthest Points 

In this portion of the algorithm, we start with a local point x , and a set of 
points Z  which contains n  remote points, and we need to find the set 

farZ Z⊂  of size π  such that all the points in farZ  are further than all the 

points which are in \close farZ Z Z= . In other words we need to find the π  
furthest remote points from x , but without revealing any extra information 
that cannot be derived from the output, such as the ordering of the points. Note 
that initially Z  would contain both remote and local points, but the local 
points can be easily filtered out by A  to match the description above, and thus 
we can assume without loss of generality that all points in Z  are remote. 

This can be done in the following way. First we test each point, to see if it 
should be placed in the set closeZ  or farZ . Since we have already computed the 
distances from x  to each point in Z , we can compare the distance to a given 
point in Z  with the distances to all other points in the set. If it turns out that 
the point is closer than enough other points, then it can be added to closeZ , 
otherwise is should be added to farZ . Since the size of the set Z  is n , and we 
are trying to determine which π  points are furthest, then a given point must 
be closer than at least π  other points. All points which pass this test will be 
added to closeZ , and those which do not pass are added to farZ . 

In order to make this algorithm privacy preserving, the following must be 
done. In this case, the distances are shared between the two parties, such that 
the distance to iz  from x  is shared as 

i

A
xzd  and 

i

B
xzd , where the sum of the two 
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shares equals the distance (modulo F ), and the distance between x  and jz  is 

shared as 
i

A
xzd  and 

i

B
xzd . Thus to see if the distance to iz  is less than the 

distance to jz , then we need to compute 
i i j j

A B A B
xz xz xz xzd d d d+ < + . Note that, 

without loss of generality, this algorithm assumes that there are no two points 
of equal distance away from x . The case of equal distance can be handled by 
breaking ties by means of the point identifiers. 

This distance comparison is done in such a way that the answer is 
randomly split between the two parties A  and B  as A

ijc  and B
ijc , such that 

1modA B
ij ijc c F+ =  if iz  is closer to x  than jz  and 0  otherwise. Once all the 

points have been compared, each party can sum all their shares 
( A A

i ijj
c c=∑ and B B

i ijj
c c=∑ ), such that the sum of these two shares is equal 

(mod F) to the number of points which are farther from x  than iz . If this 
number is greater than π  then it belongs in closeZ , which can be computed by 

comparing A B
i ic cπ < + . Otherwise the point is added to the set farZ . Then 

this process is repeated for all iz Z∈ . Once this loop completes, farZ  contains 

the π  points which are furthest from x , and closeZ  contains the rest. The 
pseudocode for this algorithm is found in Algorithm 2. 

Require: x  basis (local) point  
Require: π  is number of farthest points to return  
Require: 0{ , , }nZ z z= L , (remote points) with n π≥   

Require: A  and B  share 
i

A
xzd  and 

i

B
xzd , for 1 i n≤ ≤ , such that  

       distance( , )
i i

A B
xz xz id d x z+ =   

1: {},  {}close farZ Z← ←   
2: for 1i ←  to n  do 
3:  for j i←  to n , i j≠  do  

4:    Compute 
i i j j

A B B B
xz xz xz xzd d d d+ < + , where A  gets A

ijc   

  and B  gets B
ijc , such that 1modA B

ij ijc c F+ =   

  if 
i i j j

A B B B
xz xz xz xzd d d d+ < +  and 0  otherwise   

5:  end for 
6:  A  computes A A

i j ijc c= ∑   

7:  B  computes B B
i j ijc c= ∑   
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8:  A B
i ig c cπ← < + , where only A  gets g   

9:  if g  is TRUE then  
10:    add iz  to closeZ    
11:  else  
12:    add iz  to farZ    

13:  end if 
14: end for 
15: Return farZ   

Algorithm 2: Find Furthest Points 

10.3.2.1 Security Analysis 

Theorem 2. The Find Furthest Points calculation (Algorithm 2) privately 
computes the π  furthest points from x  in the set Z  in the semi-honest 
model.  

 
Proof. In this algorithm, the private inputs are the local point x  and the set 

of remote points Z , along with the distance shares from x  to each point in 
Z , and π , the number of furthest points to find. The output is the set farZ  of 
π  furthest points from the set Z . The only communication in this algorithm 
takes place in steps 4 and 8. In step 4, two distances are compared, using the 
secure comparison protocol. The answer is returned as two uniformly 
distributed shares in the field F , such that they sum to 1 if the answer is true, 
and 0 if the answer is false. Since these shares are uniformly distributed when 
viewed independently of each other, they can also be simulated with random 
values from the field F . The other communication takes place in step 8, 
which is another secure comparison. The results of this comparison can be 
simulated since farZ  is the output and the answer will be true if the point is in 

the set \close farZ Z Z=  and false if it is in the final set farZ . Thus applying the 
composition theorem to this algorithm and the two invocations of the secure 
comparison protocol, this algorithm is secure in the semi-honest model. 
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10.3.3 Extension to the Multiparty Case 

So far, we have concentrated on the case where two parties are involved in 
the protocol. In many applications, however, this algorithm would be more 
useful if it was extended to the case when more than two parties are involved. 
This is straightforward for all computations which involve at most two parties 
(e.g. distance computations) and thus can be performed serially, except for the 
cases where comparisons involve all parties. One such comparison occurs in 
step 12 in Algorithm 1 where the counts are shared across all parties. The 
other case where multiparty comparison occurs is in the Find Furthest Points 
algorithm (Algorithm 2), where party A  has the point x  and all the other 
parties have sets of points. In this case, the comparisons in steps 4 and 8 can 
involve multiple parties, and the result of the comparison (in step 4) needs to 
be shared. However the general solution, which is used to compute the 
comparisons, is applicable for the multiparty case, and thus could be used for 
the multi-party comparisons. 

10.4 Applications 

In this section we discuss ways in which the privacy preserving nearest 
neighbor search can be used, by showing three data mining algorithms that 
utilize nearest neighbor search. 

10.4.1 LOF Outlier Detection 

LOF outlier detection [6, 5] is a method of outlier detection that relies on 
relative densities of data points. This approach works well in cases where 
there are clusters of points with differing densities, and provides a measure of 
the degree to which a point can be considered an outlier. Note that in our 
algorithm we compute the simplified version of LOF described in [47], which 
computes as the LOF score the ratio of the density of a point to the average 
density of its neighbors. The original LOF is a more complicated function that 
takes the distance to all k  nearest neighbors as the distance to the k -th 
nearest neighbor (i.e. the reachability distance for each point in the k -distance 
neighborhood is simply the k -distance), and allows for variable sized nearest 
neighbor sets (when there are multiple points whose actual distance is equal to 
the k -distance). Extending our algorithm for simplified LOF to the original 
LOF calculation is relatively straightforward, but is omitted due to space 
constraints. 
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Before we discuss the privacy preserving algorithm for LOF outlier 
detection, we must first discuss what the requirements for a solution are, and 
how a distributed version of LOF outlier detection should work. To do this, let 
us first recall how the local LOF algorithm works. The LOF algorithm 
computes as the outlier score of a point x  the ratio of the density of x  times 
the parameter k , and the sum of the densities of the k  nearest neighbors (i.e. 
the ratio of the density of x  and the average densities of its nearest 
neighbors). In a distributed version of LOF, the computation of the outlier 
score, and thus also the computation of the densities of the points, must take 
into account the fact that the k  nearest neighbors may not be contained within 
the local data set. 

For an ideal secure computation (that is, one in which all inputs are sent to 
a trusted third party who performs the calculations locally, and returns each 
party's respective output), the only information that would be revealed would 
be the final outlier scores for each point. Also, since each party does not need 
to know the outlier scores of the other party's points, only the scores for the 
local points should be in the output for each party. Since each party can run 
the algorithm locally, and then compare the scores from the secure 
computation to the local computation, it is important to examine what 
information would be leaked from the secure computation. By comparing the 
two computed scores, a participant can infer some information about the 
locations of the other party's points. For example, if the other party has a dense 
cluster of points within the neighborhood of a local point, and the local 
neighborhood of that point has a relatively low density, then the outlier score 
could increase. If that dense cluster is very close to the local point, and it is 
denser than the local neighborhood, then the outlier score can decrease. 
However this leakage is unavoidable, since this information is leaked even in 
the case of the ideal computation. 

10.4.1.1 Protocol 

For the simplified version of LOF that were are using, the LOF score of a 
point x  is  

( )

( )
( )

( )
K

k
k

n N x K

density x k
LOF x

density n∈

⋅
=
∑

 (1) 

where ( )( ) distance( , )
Kk n N xdensity x x n∈= ∑ . Since the distance between x  

and each of its neighbors is shared between the parties A  and B , then shares 
of the density of the point x  can be computed by simply summing the shares 
of the distances. In other words, A  can compute its share of the density of the 
point x  as ( )k

A A
x n N x xndδ ∈= ∑ . Also, B  can compute its share of the density of 
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x  as ( )k

B B
x n N x xndδ ∈= ∑ . The shares of the sum of the densities of the 

neighbors (the numerator in Equation 1), 
x

A
NΔ  and 

x

B
NΔ , can be computed in 

the same way. In order to compute the LOF score for the point x , we just 
need to compute  

( )

( )
( )

( )
K x x

A B
k x x

k A B
n N x K N N

density x k k k
LOF x

density n
δ δ

∈

⋅ +
= =
∑ Δ + Δ

 

This can be computed securely by means of the secure division primitive 
discussed in Section 10.2.3.3. The full details of this algorithm are found in 
Algorithm 3. 

Require: Two sets of points X  and Y  owned by the two parties A  and B  
respectively  
1: for all x X∈  do  
2:  Compute the nearest neighbors for x , using Algorithm 1.  
3:  Using the distance shares from the last step, A  and B  compute shares  

of the density of : A
xx δ  and B

xδ  respectively.   
4: end for 
5: Repeat steps 1-4 for all y Y∈   
6: for all x X∈ do  
7:  xN k←  nearest neighbors for x  (for which density has already been  

computed)  
8:  A  computes 

x i

A A
N i nδΔ = ∑  for all i xn N∈   

9:  B  computes 
x i

B B
N i nδΔ = ∑  for all i xn N∈   

10:  ( , , , )
x x

A B A B
x x x N NLOF divide k kδ δ← Δ Δ    

11: end for 
12: Repeat steps 6-11 for all y Y∈   

Algorithm 3: Privacy Preserving LOF Outlier Detection 

10.4.1.2 Security Analysis 

As in the case of all the applications of the basic method, the entire 
algorithm is only provably secure if the Nearest Neighbor Set and the 
Extended Nearest Neighbor Set are included in the specified output. In this 
case, the Nearest Neighbor Set needs to be in the output of both parties. 
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Theorem 3. The Privacy Preserving LOF algorithm (Algorithm 3) privately 
computes the LOF scores of each party's points, as well as the Nearest 
Neighbor Sets and Extended Nearest Neighbor Sets, in the semi-honest model.  

 
Proof. The private inputs in this case are the respective sets of data points, 

and the output is the outlier score of each point in the respective sets of points. 
In addition, the output contains the Nearest Neighbor Set along with each 
point's Extended Nearest Neighbor Set. The communication that takes place in 
this algorithm occurs in steps 2, 5, 10, and 12. In step 2 and 5, the nearest 
neighbors are being computed for each point. This was shown to be a secure 
computation, and the output of this protocol is the Nearest Neighbor Set (and 
the Extended Nearest Neighbor Set) for each point, which is part of the 
specified output. In steps 10 and 12, the LOF score for a point is computed 
using the secure division algorithm. The output of these steps is the LOF score 
of the point, which is part of the output. Thus applying the composition 
theorem to this algorithm, the density calculation, and the secure division 
protocol, this algorithm is secure in the semi-honest model. 

10.4.1.3 Extension to Multiparty Case 

To extend this algorithm to the multiparty case, all that is needed is a 
multiparty version of the division algorithm. The nearest neighbor detection 
algorithm can be extended to the multiparty case, as was shown above. Once 
the neighbors are found using this method, the density will be shared among 
multiple parties, and thus in order to get the LOF score, all that is needed is a 
multiparty case of the division algorithm, where there are m  parties, the i -th 
party holds is  and it , and the LOF score is  

1

1

m

m

s s
t t
+ +
+ +
L

L
 

This can be computed in the three party case [34] and in the more general 
m -party case [4]. 

10.4.2 SNN Clustering 

SNN Clustering is a technique for clustering that defines similarity based 
on the number of nearest neighbors that two points share. The shared nearest 
neighbor similarity for two points x  and y  is defined to be the number of 
neighbors that appear in the nearest neighbor lists for both x  and y , if x  and 
y  are in each other's nearest neighbor lists. If they are not in each other's 
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nearest neighbor lists, then their similarity is 0. A graph that uses this notion 
of similarity is constructed and is called the SNN graph. This graph can be 
constructed based on information computed using our nearest neighbor search 
algorithm if the parties share their nearest neighbor lists (as was required for 
LOF outlier detection in Section 10.4.1). 

A description of SNN Clustering techniques can be found in [47]. There 
are two main methods of SNN Clustering, the Jarvis-Patrick method [26] and 
SNN density based clustering [12, 13]. The Jarvis-Patrick clustering method is 
to compute the nearest neighbors of each point, find the similarity between 
each point, extrapolate this into a sparse graph where points are connected if 
their similarity exceeds a certain threshold, and designate as clusters the 
connected components of this graph. For SNN density based clustering, a 
notion of density is computed for each point that is based on the nearest 
neighbor similarity of the point, and then a DBSCAN [14] like algorithm is 
run to identify connected components of high density points. In both of these 
algorithms, no additional private information is required beyond what is 
needed to construct the similarity graph. Also, both of these can be extended 
to the case of more than two parties since the nearest neighbor search 
algorithm was shown to be extensible to the multiparty case. 

10.4.3 kNN Classification 

The problem of kNN classification [9] is as follows. Given a set of labeled 
records, and a given query instance, find the k  nearest neighbors, and output 
as the predicted class label the majority class label of those neighbors. In a 
distributed setting, the nearest neighbors can be discovered among all the 
various sites. Previous approaches to solving this problem in a privacy 
preserving way [7, 29] assume that the query point is public knowledge for all 
the sites involved. However, it would be more desirable if the query point was 
only known to the party to which it was submitted. Using our basic nearest 
neighbor search algorithm, these goals can be achieved. 

10.4.3.1 Protocol 

Given the k  nearest neighbors of a point x , our task in this algorithm is 
to find which class is represented by the most neighbors. Once the k  nearest 
neighbors have been determined, each party knows which of its points are in 
the nearest neighbor set, and thus knows the class labels for these points. Thus 
party B , for example, knows how many of the neighbors it owns are members 
in each class ic  (where 1 i m≤ ≤ , and m  is the number of class labels). So 

10 Privacy Preserving Nearest Neighbor Search  



266   

each party has a list of class labels with the number of neighbors in each class. 
In order to find the majority class, the sum of the number of neighbors in each 
class needs to be compared to the sum of the number of neighbors in all the 
other classes. The class for which the sum is greater than all other sums is the 
majority class. 

In order to accomplish this, the only hurdle that needs to be overcome is 
the comparison. In the two party case this is fairly straightforward. Using the 
two party comparison protocol described in Section 10.2.3.2, a sum can be 
tested to see if it is the largest by comparing it to each other sum individually. 
If the result is true for each comparison, then it is the largest and thus 
represents the majority class. This can be repeated for each class label until the 
largest is found 2 . The answers to these comparisons are shared securely 
between the parties, and the sum is compared for equality after all 
comparisons are made (the sum of the shares should equal 1m − ). Also, the 
answers to the equality tests should be received only by the party who owns 
the point in question, so that the other parties do not learn the predicted class 
label of the point. This algorithm also assumes that no two classes have the 
same counts, and as mentioned in 3.2, ties can be broken using class 
identifiers. The pseudocode for this algorithm is found in Algorithm 4. 

Require: A query point x  given to party A   
Require: A  has a set of labeled data points X   
Require: B  has a set of labeled data points Y   
Require: m  is the number of total class labels  
1: Run Algorithm 1 to find the nearest neighbors for the point x   
2: For each class ic , sum locally the number of neighbors in each class as 

A
is  and B

is  for party A  and B  respectively  
3: for all class ic  do  
4:  for all class jc , where j i≠  do  

5:   Compute A A B B
i j j is s s s− ≥ − , where A  gets A

ijr  and B  gets B
ijr  such 

     that 1modA B
ij ijr r F+ =  if A B A B

i i j js s s s+ ≥ + , and 0  otherwise.  

6: end for 
7: A  computes A A

i j ijr r= ∑   

8:  B  computes B B
i j ijr r= ∑   

9:  Compute 11A B
ir m r− + =  such that only A  gets the answer   

10: end for 
                                                           
2If the answer of true is obtained before the last class is checked, the party A  
should not terminate this loop, as it will reveal the identity of the majority class to 
the other party. 
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11: For one of the classes, A  will have received an answer of true for  
the equality test, and this can be output as the majority class  

Algorithm 4: Privacy Preserving kNN Classification 

10.4.3.2 Security Analysis 

As in the case of all the applications of the basic method, the entire 
algorithm is provably secure if the Nearest Neighbor Set and the Extended 
Nearest Neighbor Set are included in the specified output. 

 
Theorem 4. The Privacy Preserving kNN Classifier (Algorithm 4) privately 

computes the majority class of the query point, as well as the Nearest 
Neighbor Set and Extended Nearest Neighbor Set, in the semi-honest model.  

 
Proof. The private inputs in this case are the respective sets of data points, 

and the query point (which is known only to the local party A ). The output of 
the algorithm is the majority class of the query point, along with the Nearest 
Neighbor Set and the Extended Nearest Neighbor Set of the query point. The 
nearest neighbors are found securely (as was shown in Section 10.3) in step 1. 
The output of this step can be simulated with the nearest neighbor set, which is 
part of the output. The next communication takes place when the classes are 
compared to each other in step 5. The result of these comparisons are shares 
that are uniformly distributed when viewed independently, and thus can be 
simulated with a uniform random number from the field F . Finally, the sums 
of the shares are compared for equality. The output of this (from A 's 
perspective) will be true for the majority class (which is part of A 's output) 
and false for all the others. A  can simulate the answers from these 
comparisons with the output. B  on the other hand, gets no information about 
the comparisons, including which class causes the loop to terminate, since the 
loop will not be terminated early. Thus, by applying the composition theorem 
to this algorithm, the nearest neighbor algorithm, and the secure comparison 
primitives, this algorithm is secure in the semi-honest model. 

10.4.3.3 Extension to Multiparty Case 

In the case of two parties, the total sum of neighbors for a given class is 
shared between two parties. Thus the two sums can be compared using each 
party's local shares as shown in step 5 of Algorithm 4. However, in the case of 
three or more parties, the sums are spread across all parties, and thus the two-
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party comparison cannot be used. In this case a multi-party comparison 
algorithm could be used to compute the comparison. Alternatively, this 
comparison can be accomplished in the following manner, using a two-party 
comparison protocol. Let us take the case of 3 parties, A , B , and C . We will 
also consider 2 classes, 1C  and 2C . The total counts for these two classes will 
be 1c  and 2c , respectively. Now the count 1c  is shared among the three 

parties as 1
Ac , 1

Bc , and 1
Cc , so that 1 1 1 1

A B Cc c c c+ + = . Similarly, the count 2c  

is shared among the three parties as 2
Ac , 2

Bc , and 2
Cc , so 

that 2 2 2 2
A B Cc c c c+ + = . To perform the comparison, C  simply chooses at 

random two values 1r  and 2r  from the field F , and sends 1r  and 2r  to A , 

and sends 1 1 modCc r F−  and 2 2 modCc r F−  to B . At this point A  and B  can 
compare the counts to see if 1 2c c>  by computing if 

1 1 1 1 1 2 2 2 2 2( ) mod ( ) modA B C A B Cc c c r r F c c c r r F+ + − + > + + − + . This can also 
be extended to an arbitrary number of parties by picking one of the parties to 
play the role of B  ( A would be the party with the query instance), and having 
each other party in turn play the role of C . Thus the parties playing the role of 
A  and B  would accumulate random shares of each other parties counts and at 

the end would be able to compute the comparison. In this case the comparison 
results would be shared between A  and B , and thus step 9 of the algorithm 
would remain unchanged. 

This extension maintains the security of the kNN Classification protocol. 
Since the parties playing the role of C  select the r  value uniformly at random 
from the field, the shares that A  and B  get of C 's values are uniformly 
distributed when viewed independently. Thus the shares give no information 
as to C 's individual counts. Also, since all parties have a share of the total 
(even if a party has 0 neighbors for that class), no information is leaked as to 
how many neighbors each party has within each class. Thus the multiparty 
extension is as secure as the two party version. 

10.5 Complexity Analysis 

The overall complexity of the algorithm is dominated by the secure 
multiparty computation protocols (this algorithm involves 2( )O n  secure 
computations). There are two major components to the complexity of these 
protocols: communication and computation. If we assume that we use 
homomorphic encryption [19] as the underlying primitive for the distance 
computations, we can concretely analyze the computational and 
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communication complexity of this part of the protocol. For this analysis we 
will assume that only two parties are involved, and that each party has n  data 
records, for a total of 2n  records. Let us also assume that each data point is of 
dimension d , that each record contains 32  bit integers, and thus the field in 
which we perform the arithmetic is the integers modulo a 64 d+  bit integer 
(in order to contain the largest possible dot product, where each of the d  
components in the two vectors are 322 ). Also, the homomorphic encryption 
scheme that we use is Paillier's encryption scheme [43], with a 1024  bit RSA 
modulus, and thus the encryption involves 2048  bit exponentiation and 
multiplication. Finally, we assume that Paillier's encryption scheme has the 
appropriate values precomputed (the amount of time required for the 
precomputation will be discussed later in the section). 

Now a total of 2n  pairwise distances need to be computed as the first step 
in the algorithm. This involves the computation of 2n  dot products. As per the 
dot product algorithm in [19], each component must be encrypted by the first 
party and sent to the second party. The second party computes the 2n  dot 
products and sends back encrypted random shares, which the first party must 
decrypt. Thus, the first party must compute dn  encryptions, and send these 
dn  values to the second party. For each dot product, the second party must 
compute d  exponentiations and d  multiplications, followed by an encryption 
and a multiplication. Finally, these 2n  encrypted values must be sent back to 
the first party, who must decrypt them all. Thus, the total computation 
required by the first party is dn  encryptions and 2n  decryptions. If we ignore 
all multiplications and divisions in the encryption and decryption routines, we 
have the first party computing 2 2048dn n+  bit exponentiations. The first 
party then must send 2048dn  bits to the second party. The second party must 
then compute 2( 1)d n+  exponentiations. These 2 2048n  bit values must be 

sent back to the first party, who must compute 2n  exponentiations. Thus, the 
total bandwidth required is 22048( )n dn+  bits, and the total number of 2048  

bit exponeniations is 2 2 2 2( 1) ( 3)dn n d n n dn d n+ + + + = + + . However, it is 
interesting to note that these encryptions can be highly parallelized, and thus 
can be greatly sped up through the use of high powered computers with 
multiple processors. 

In addition to this, there are 2( )O n  comparisons that need to be computed. 
It is not entirely straightforward what the most efficient mechanism is to 
perform this computation, and thus providing a concrete implementation for 
this protocol is left for future work. It is important that the end solution is not 
only as efficient as possible, but also easy to implement. 
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10.5.1 Optimizations 

We can see from the previous section that the algorithm is somewhat 
heavyweight, in that it is quadratic in terms of secure multiparty computation 
primitives, and may be difficult to execute in the case when the number of 
points is very large. Unfortunately, this is the case of many Privacy Preserving 
Data Mining solutions based on secure multiparty computation. Thus, in this 
section, we propose a few mechanisms that can be used to speed up the 
execution of the protocol, as a tradeoff in terms of the accuracy of the results. 

The first is the use of sampling, which is a common mechanism used in 
data mining. The parties involved could select a subset of their data that will 
be used to find the neighbors. Thus, the neighbors can be found for each point, 
but the neighbors will only be located in the sample3. Thus, if the sample is of 
size m , with m n<< , then the protocols would run in time ( )O mn  for outlier 
detection and clustering and time ( )O m  for classification. 

The next possibility to increase performance of the algorithm is to only 
run it for a restricted portion of the dataset. This would not be applicable for 
the classification protocol, since there is only one query point for which 
neighbors are found. However, the outlier detection could be run only on the 
local points that are anomalous locally. Since points that are in dense clusters 
would be both locally and jointly non-anomalous, finding the joint anomaly 
score for these points would give no extra information. Similarly, the 
clustering could be run on points that are not a part of dense clusters, since 
those points would likely remain in those clusters even with the joint data. It is 
difficult to quantify how much accuracy would be lost in this way, however it 
would enable the parties involved to be able to run the algorithm and receive 
some results, hopefully resulting in better results than if the algorithm was 
only run locally. Related to this idea would be the use of preclustering in order 
to prearrange the data, so that neighbors are only searched for in the closest 
cluster. This would affect the accuracy of the results in a somewhat 
unpredictable way, but would greatly reduce the complexity of the algorithm. 

A final possibility to increase performance, which is left as an area of 
future work, is to investigate the field of approximate nearest neighbor search. 
Much work has been done in this field [3, 21, 33], and applying those 
principles to the field of privacy preserving nearest neighbor detection could 
result in faster algorithms that privately find the approximate nearest neighbor 
sets. Some initial work has been done in this area [22] for approximate private 
distance computation over points in {0,1}d , with promising results. 

                                                           
3This technique has been used quite effectively to identify anomalous net-flows in 
large collections of network data using the LOF scheme [10]. 
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10.6 Related Work 

Much work has been done in the field of Privacy Preserving Data Mining. 
There are two main approaches to this field: the data modification approach, 
and the cryptographic approach. The data modification approach consists of 
two major angles as well, one being the randomization method and the other 
being k -anonymization. The randomization method was initially proposed by 
Agrawal and Srikant [2], with their work on reconstructing approximations of 
distribution of the original dataset from randomly perturbed values. The 
randomization approach has also been applied to association rule mining [15, 
44] and clustering [41, 40, 42], in addition to further work on decision trees 
[1]. This randomization approach was shown to have some limitations [30], 
where under certain circumstances, the original data points were able to be 
recovered with fairly high accuracy, thus greatly reducing the privacy 
guarantees of some randomization methods. Algorithms have also been 
developed to compute clusters by exchanging higher level information, such 
as generative models [37], without exchanging the actual data and without 
relying on randomization. 

The k -anonymization approach was largely established by the works of 
Sweeney and Samarati [45, 46]. The idea of k -anonymization is simply to 
modify the records of the data such that for every record, there are 1k −  other 
records that are indistinguishable from it. This is effective at preventing re-
identification, which is the process of using fields that do not obviously 
identify an individual (e.g. zip code or data of birth), and combining them with 
some external information (e.g. a phone book), to link the identity to the 
record, thus breaking the privacy of that individual. The main technique to 
obtain a k -anonymous data set is generalization and suppression. Various 
techniques have been proposed in [45, 46, 24], and they essentially work by 
reducing the granularity of the data, making the attributes less specific. This is 
typically done on a selected subset of the attributes that are deemed potentially 
identifying, as achieving optimal k -anonymization was found to be NP-hard 
[38]. Anonymization has also been used for IP Addresses [16, 39]. 

The cryptographic approach primarily makes use of Secure Multiparty 
Computation ideas from the field of Cryptography [20, 52]. In this setting, two 
or more parties want to jointly compute the function from the combination of 
their inputs, such that they learn the output, yet receive no more information 
about the other's input than they can discern from the output alone. Much 
work has been done in this area, starting with [35], where a private 
computation was shown for computing information gain, allowing a secure 
computation of ID3 decision trees. Following this, much work was done for 
general tools for privacy preserving data mining (including secure set 
operations [8, 32] and secure sum and scalar product [8]), kNN classification 
for horizontally partitioned data [7, 29] and vertically partitioned data [53], 
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association rule mining [28, 48], k -means clustering [25, 27, 50], outlier 
detection [51], and further work on decision trees [49]. 

The previous work on kNN classification for horizontally partitioned data 
[7, 29] deserves some extra discussion, as the key step in kNN classification is 
to compute the k  nearest neighbors of the given point to be classified. In both 
of these works [7, 29], the authors assumed that the query point was public 
knowledge (including the values for all attributes). For both works the first 
step for each party is to compute the k  closest points from the local data sets. 
From this point, Chitti et al. [7] make use of a distributed randomized 
algorithm PP-TopK to compute the  smallest distances to the query point. 
This is followed by a secure sum algorithm to compute the totals for each 
class, from which the majority class can be found. In Kantarcioglu and Clifton 
[29], once each party computes the k  closest points in their respective data 
sets, the distance from all mk  points to the query point are compared securely 
to each other (where m  is the number of parties involved), and the results are 
sent to a semi-trusted third party (after scrambling to prevent the third party 
from learning which party contributed which points) along with the class 
values for each point (encrypted using the querier's public key). The third 
party can then compute the k  nearest points from the mk  points, and engages 
in a secure computation with the querier to compute the majority class label. 

Since in both of these works the query point is given to each party 
involved, neither of these schemes can be used for LOF outlier detection and 
SNN clustering. The reason is that each of the data points themselves are the 
“query” points, and releasing them would release the entire data set. For kNN 
classification, both of these schemes, as well as our scheme, are potentially 
applicable. In our work however, the query point is assumed to be private in 
addition to the data sets, which is a requirement in certain applications. For 
example, if the query point is a patient record, that patient's information 
should be kept private, in addition to the records of the patients in the other 
data sets. Note also that in Chitti et al., once the neighbors are found the 
secure sum algorithm is used to sum up the total counts for each class label. 
This effectively releases the counts for each class label, and discloses the class 
distribution among the nearest neighbors. In our extension for kNN 
classification however, only the majority class is found, and the additional 
class information is not leaked. Finally, for Kantarcioglu and Clifton a semi-
trusted third party is required to find the nearest neighbors and the majority 
class label. This assumption is not required in our construction. 

To the best of our knowledge, the only other work that has addressed 
outlier detection was by Vaidya and Clifton [51]. In that work they describe an 
algorithm to compute distance-based global outliers, where a point is declared 
an outlier if the distance to all other points (or a certain percentage p  of the 
other points) is greater than some given threshold. As this requires finding all 
neighbors closer than a threshold, their kernel and our kernel are very similar. 
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Both run in quadratic time and are capable of detecting the nearest neighbors 
within a certain distance from the point in question. In their algorithm, that 
distance is dt , a predefined static distance. In our scheme however, the 
distance is the distance to the k -th nearest neighbor, which varies for each 
point. This difference is key, as it enables the computation of much more 
information about the points. Vaidya and Clifton's kernel allows for the 
computation of a binary classification for outliers - either a point is an outlier 
or it is not. Our kernel, however, allows for the computation of the LOF score 
of each point, ranking each point in its degree of outlier-ness. It also allows for 
outliers and clusters to be computed based on local density. Thus our 
algorithm is more suitable to be used as a subroutine to provide private 
computations of algorithms that require the computation of nearest neighbors 
sets, which we show in our applications to LOF outlier detection, SNN 
clustering, and kNN classification. 

10.7 Conclusion 

In conclusion, we have shown a protocol for privately computing the k  
nearest neighbors of points in a horizontally partitioned data set. We described 
this algorithm in the two party case and proved security for each of the parts of 
the algorithm. In addition, we showed how to extend the nearest neighbor 
computation to the multiparty case. We also showed how this algorithm could 
be used to compute LOF outlier scores, SNN Clustering, and kNN 
Classification, including security proofs and extensions of each to the 
multiparty case. Finally, we analyzed the complexity of the scheme and 
suggested some mechanisms to improve the performance of the protocol at the 
expense of accuracy. 

Since this algorithm is most likely to be used as a step in a more 
complicated process, it would be desirable to hide the identities of the 
neighbors (or share this information securely to enable further computation), 
so that the end result is obtained without leaking this information. This would 
require a solution more tightly coupled with the information that is needed 
from the neighborhood (i.e. it would be highly application-dependent), and is 
left for future work. Also, this work is focused on horizontally partitioned 
data, and another area of future work would be extending it to vertically 
partitioned data. Finally, one last area of work would be to investigate the area 
of approximate nearest neighbor search, in order to develop faster private 
computations of the neighbors. 

Acknowledgments  We would like to thank Nicholas Hopper for his comments on the security 
proofs, and Karthikeyan Mahadevan, Vishal Kher, Peng Wang, Shyam Boriah, and Varun 
Chandola for their helpful discussions. Portions of this work were supported by NSF Grant IIS-

10 Privacy Preserving Nearest Neighbor Search  



274   

0308264 and NSF ITR Grant ACI-0325949, and the Army High Performance Computing 
Research Center under the auspices of the Department of the Army, ARL cooperative agreement 
number DAAD19-01-2-0014. The content of this work does not necessarily reflect the position 
or policy of the government and no official endorsement should be inferred. Access to 
computing facilities was provided by the AHPCRC and the Minnesota Supercomputing Institute. 

References  

[1]. Dakshi Agrawal and Charu C. Aggarwal. On the Design and Quantification of Privacy 
Preserving Data Mining Algorithms. In Proceedings of the ACM SIGMOD-SIGACT- 
SIGART Symposium on Principles of Database Systems, 2001.  

[2]. Rakesh Agrawal and Ramakrishnan Srikant. Privacy-Preserving Data Mining. In 
Proceedings of the ACM International Conference on Management of Data, 2000.  

[3]. Sunil Arya and David M. Mount and Nathan S. Netanyahu and Ruth Silverman and 
Angela Y. Wu. An Optimal Algorithm for Approximate Nearest Neighbor Searching 
Fixed Dimensions. Journal of the ACM, 45(6):891--923, 1998.  

[4]. Mikhail Atallah and Marina Bykova and Jiangtao Li and Keith Frikken and Mercan 
Topkara. Private Collaborative Forecasting and Benchmarking. In Proceedings of the 
Workshop on Privacy in the Electronic Society, 2004.  

[5]. M. M. Breunig and H.-P. Kriegel and R. T. Ng and J. Sander. LOF: Identifying Density-
Based Local Outliers. In Proceedings of the ACM International Conference on 
Management of Data, 2000.  

[6]. M. M. Breunig and H.-P. Kriegel and R. T. Ng and J. Sander. OPTICS-OF: Identifying 
Local Outliers. In Proceedings of the Third European Conference on Principles of Data 
Mining and Knowledge Discovery, 1999.  

[7]. Subramanyam Chitti and Li Xiong and Ling Liu. Mining Multiple Private Databases using 
a Privacy Preserving kNN Classifier. Technical report, Georgia Tech, 2004.  

[8]. Chris Clifton and Murat Kantarcioglou and Jaideep Vaidya and Xiaodong Lin and 
Michael Zhu. Tools for Privacy Preserving Data Mining. SIGKDD Explorations, 2002.  

[9]. T.M. Cover and P.E. Hart. Nearest Neighbor Pattern Classification. IEEE Transactions on 
Information Theory, 13(1):21-27, 1967.  

[10]. Paul Dokas and Levent Ertöz and Vipin Kumar and Aleks Lazarevic and Jaideep 
Srivastava and Pang-Ning Tan. Data Mining for Network Intrusion Detection. In 
Proceedings of the NSF Workshop on Next Generation Data Mining, 2002.  

[11]. Wenliang Du and Mikhail Atallah. Privacy-Preserving Cooperative Statistical Analysis. In 
Proceedings of the 17th Annual Computer Security Applications Conference, 2001.  

[12]. Levent Ertöz and Michael Steinbach and Vipin Kumar. A New Shared Nearest Neighbor 
Clustering Algorithm and its Applications. Workshop on Clustering High Dimensional 
Data and its Applications, In Proceedings of Text Mine '01, First SIAM International 
Conference on Data Mining, 2001.  

[13]. Levent Ertöz and Michael Steinbach and Vipin Kumar. Finding Clusters of Different 
Sizes, Shapes, and Densities in Noisy, High Dimensional Data. In Proceedings of the 
SIAM International Conference on Data Mining, 2003.  

[14]. M. Ester and H.-P. Kriegel and J. Sander and X. Xu. A Density-Based Algorithm for 
Discovering Clusters in Large Spatial Databases with Noise. In Proceedings of the 
International Conference on Knowledge Discovery and Data Mining, 1996.  

[15]. Alexandre Evfimievski and Ramakrishnan Srikant and Rakesh Agrawal and Johannes 
Gehrke. Privacy Preserving Mining of Association Rules. In Proceedings of the ACM 
International Conference on Knowledge Discovery and Data Mining, 2002.  

Mark Shaneck et al.



 275 

[16]. Jinliang Fan and Jun Xu and Mostafa H. Ammar and Sue B. Moon. Prefix-Preserving IP 
Address Anonymization: Measurement-Based Security Evaluation and a New 
Cryptography-Based Scheme. The International Journal of Computer and 
Telecommunications Networking, 46(2):253-272, 2004.  

[17]. Marc Fischlin.  A Cost-Effective Pay-Per-Multiplication Comparison Method for 
Millionaires. RSA Security 2001 Cryptographer's Track and Lecture Notes in Computer 
Science, pages 457-471, 2001.  

[18]. 1996 Health Insurance Portability and Accountability Act. http://www.hhs.gov/ocr/hipaa/, 
1996.  

[19]. Bart Goethals and Sven Laur and Helger Lipmaa and Taneli Mielikëinen. On Private 
Scalar Product Computation for Privacy-Preserving Data Mining. In Proceedings of the 
7th Annual International Conference in Information Security and Cryptology, 2004.  

[20]. Oded Goldreich. Secure Multiparty Computation, manuscript. 
http://www.wisdom.weizmann.ac.il/ oded/PSBookFrag/prot.ps, 2003.  

[21]. Piotr Indyk and Rajeev Motwani. Approximate Nearest Neighbors: Towards Removing 
the Curse of Dimensionality. In Proceedings of the Symposium on Theory of Computing, 
1998.  

[22]. Piotr Indyk and David Woodruff. Polylogarithmic Private Approximations and Efficient 
Matching. Proceedings of the Theory of Cryptography Conference, 2006.  

[23]. Ioannis Ioannidis and Ananth Grama. An Efficient Protocol for Yao's Millionaire's 
Problem. In Proceedings of the Hawaii International Conference on System Sciences, 
2003.  

[24]. Vijay Iyengar. Transforming Data to Satisfy Privacy Constraints. In Proceedings of the 
ACM International Conference on Knowledge Discovery and Data Mining, 2002.  

[25]. Geetha Jagannathan and Rebecca N. Wright. Privacy-Preserving Distributed k-Means 
Clustering over Arbitrarily Partitioned Data. In Proceedings of the ACM International 
Conference on Knowledge Discovery and Data Mining, 2005.  

[26]. R. A. Jarvis and E. A. Patrick. Clustering Using a Similarity Measure Based on Shared 
Nearest Neighbors. IEEE Transactions on Computers, C22(11):1025-1034, 1973.  

[27]. Somesh Jha and Louis Kruger and Patrick McDaniel. Privacy Preserving Clustering. In 
Proceedings of the 10th European Symposium On Research In Computer Security, 2005.  

[28]. Murat Kantarcioglu and Chris Clifton. Privacy-preserving Distributed Mining of 
Association Rules on Horizontally Partitioned Data. In Proceedings of the ACM SIGMOD 
Workshop on Research Issues in Data Mining and Knowledge Discovery, 2002.  

[29]. Murat Kantarcioglu and Chris Clifton. Privately Computing a Distributed k-nn Classifier. 
In Proceedings of the 8th European Conference on Principles and Practice of Knowledge 
Discovery in Databases, 2004.  

[30]. Hillol Kargupta and Souptik Datta and Qi Wang and Krishnamoorthy Sivakumar. Random 
Data Perturbation Techniques and Privacy Preserving Data Mining. Knowledge and 
Information Systems Journal, 7(4), 2005.  

[31]. Eike Kiltz and Ivan Damgaard and Matthias Fitzi and Jesper Buus Nielsen and Tomas 
Toft. Unconditionally Secure Constant Round Multi-Party Computation for Equality, 
Comparison, Bits and Exponentiation. In Proceedings of the third Theory of Cryptography 
Conference, 2006.  

[32]. Lea Kissner and Dawn Song. Privacy Preserving Set Operations. In Proceedings of 
Advances in Cryptology - CRYPTO, 2005.  

[33]. Eyal Kushilevitz and Rafail Ostrovsky and Yuval Rabani. Efficient Search for 
Approximate Nearest Neighbor in High Dimensional Spaces. In Proceedings of the 30th 
Annual ACM Symposium on the Theory of Computing, 1998.  

[34]. Sven Laur and Helger Lipmaa. On Private Similarity Search Protocols. Proceedings of the 
9th Nordic Workshop on Secure IT Systems, 2004.  

[35]. Yehuda Lindell and Benny Pinkas. Privacy Preserving Data Mining. In Proceedings of 
Advances in Cryptology - CRYPTO, 2000.  

10 Privacy Preserving Nearest Neighbor Search  



276   

[36]. Benjamin Mayer and Huzefa Rangwala and Rohit Gupta and Jaideep Srivastava and 
George Karypis and Vipin Kumar and Piet de Groen. Feature Mining for Prediction of 
Degree of Liver Fibrosis. Poster Presentation in the Annual Symposium of American 
Medical Informatics Association, 2005.  

[37]. Srujana Merugu and Joydeep Ghosh. Privacy-preserving Distributed Clustering using 
Generative Models. In Proceedings of The Third IEEE International Conference on Data 
Mining, 2003.  

[38]. A. Meyerson and R. Williams. On the Complexity of Optimal KAnonymity. In 
Proceedings of the Twenty-third ACM Symposium on Principles of Database Systems, 
2004.  

[39]. Greg Minshall. TCPdpriv Command Manual. 1996.  
[40]. Stanley Oliveira and Osmar Zaïane. Achieving Privacy Preservation When Sharing Data 

For Clustering. In Proceedings of the International Workshop on Secure Data 
Management in a Connected World, 2004.  

[41]. Stanley Oliveira and Osmar Zaïane. Privacy Preserving Clustering By Data 
Transformation. In Proceedings of the 18th Brazilian Symposium on Databases, 2003.  

[42]. Stanley Oliveira and Osmar Zaïane. Privacy-Preserving Clustering by Object Similarity-
Based Representation and Dimensionality Reduction Transformation. In Proceedings of 
the Workshop on Privacy and Security Aspects of Data Mining, 2004.  

[43]. Pascal Paillier. Public-Key Cryptosystems Based on Composite Degree Residuosity 
Classes. In Proceedings of Eurocrypt, 1999.  

[44]. Shariq Rizvi and Jayant Haritsa. Maintaining Data Privacy in Association Rule Mining. In 
Proceedings of 28th International Conference on Very Large Data Bases, 2002.  

[45]. Pierangela Samarati and Latanya Sweeney. Protecting Privacy when Disclosing 
Information: k-Anonymity and Its Enforcement through Generalization and Suppression. 
Technical report, SRI International, 1998.  

[46]. Latanya Sweeney. k-Anonymity: A Model for Protecting Privacy. International Journal 
on Uncertainty, Fuzziness, and Knowledge-based Systems, 2002.  

[47]. Pang-Ning Tan and Michael Steinbach and Vipin Kumar.  Introduction to Data Mining. 
Pearson Education, Inc., 2006.  

[48]. Jaideep Vaidya and Chris Clifton. Privacy-Preserving Association Rule Mining in 
Vertically Partitioned Data. In Proceedings of the ACM International Conference on 
Knowledge Discovery and Data Mining, 2002.  

[49]. Jaideep Vaidya and Chris Clifton. Privacy-Preserving Decision Trees over Vertically 
Partitioned Data. In Proceedings of the IFIP WG 11.3 International Conference on Data 
and Applications Security, 2005.  

[50]. Jaideep Vaidya and Chris Clifton. Privacy-Preserving K-Means Clustering over Vertically 
Partitioned Data. In Proceedings of the ACM International Conference on Knowledge 
Discovery and Data Mining, 2003.  

[51]. Jaideep Vaidya and Chris Clifton. Privacy-Preserving Outlier Detection. In Proceedings of 
the Fourth IEEE International Conference on Data Mining, 2004.  

[52]. A. C. Yao. How to Generate and Exchange Secrets. In Proceedings of the 27th IEEE 
Symposium on Foundations of Computer Science, 1986.  

[53]. Justin Zhan and LiWu Chang and Stan Matwin. Privacy Preserving K-nearest Neighbor 
Classification. International Journal of Network Security, 1(1):46-51, 2005.  

Mark Shaneck et al.



11 High-Confidence Compositional Reliability 
Assessment of SOA-Based Systems Using 
Machine Learning Techniques 

Venkata U. B. Challagulla, Farokh B. Bastani, and I-Ling Yen1 

Abstract   Service-oriented architecture (SOA) techniques are being increasingly 
used for developing critical applications, especially network-centric systems. 
While the SOA paradigm provides flexibility and agility to better respond to 
changing business requirements, the task of assessing the reliability of SOA-based 
systems is quite challenging. Deriving high confidence reliability estimates for 
mission-critical systems can require huge costs and time. SOA-
systems/applications are built by using either atomic or composite services as 
building blocks. These services are generally assumed to be realized with reuse 
and logical composition of components. One approach for assessing the reliability 
of SOA-based systems is to use AI reasoning techniques on dynamically collected 
failure data of each service and its components as one of the evidences together 
with results from random testing. Memory-Based Reasoning technique and Bayes-
ian Belief Net-works are verified as the reasoning tools best suited to guide the 
prediction analysis. A framework constructed from the above approach identifies 
the least tested and “high usage” input subdomains of the service(s) and performs 
necessary remedial actions depending on the predicted results. 

11.1 Introduction 

Service SOA-based methods are being used increasingly for developing 
complex dependable systems as evident from DoD’s recent projects, such as 
network-centric enterprise services (NCES), global information grid enterprise 
services (GES), and joint battle management command and control (JBMC2) 
(Paul 2005a). Apart from the well-defined and high levels of abstraction pro-
vided by the service interfaces, the main advantage of service oriented archi-
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changes in business requirements (Gao et al. 2005). However, there exist chal-
lenges for assessing the reliability of SOA-based mission-critical software sys-
tems (Paul 2005b, Schneidewind 1998). Generally, these systems are large and 
complex and, hence, need more cost-effective methods of assessing their reli-
ability. 

In this chapter, we provide a framework for assessing the reliability of 
mission-critical SOA-based systems. The individual SOA services, that satisfy 
specific business requirements, are assumed to be built by logical composition 
of components provided by the underlying component layer. The components 
could be commercial off-the-shelf (COTS) / government-off-the-shelf (GOTS) 
software components. The business layer requests the services layer, which in-
turn invokes one (its own implementation component) or more components 
for realizing the desired functionality. In other words, each service is exposed 
as an interface to which a business layer client can bind and invoke its capa-
bilities without knowledge of its underlying implementation. A service bro-
ker/registry lists the available services. Behind services are the implementa-
tion black boxes, i.e., components. The SOA infrastructure/framework 
provides the mechanism for reliable, standard, and managed communication 
between the applications business layer and service layer. A typical SOA-
based system that consists of services, applications, and the intermediate con-
necting infrastructure (Arsanjani 2004) is shown in Fig. 11.1. 

However, there are many issues surrounding the reliability estimation of 
SOA-based systems. These include the following: 

– How to estimate the reliability of the individual components that con-
stitute the service? 

– How to estimate the reliability of a service, both from the client and 
service provider view-points, from the reliability of its constituent 
components? 

– How to estimate the overall SOA-based system reliability when the 
system is orchestrated using several individual services? 

– How to analyze the effects of usage profile changes on the service reli-
ability and track sensitivity factors when replacing ser-
vices/components with similar ones? 

tecture is the loose coupling between different services that are pro-vided by 
the system, maximizing the system flexibility and easier reconfiguration with 
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Fig. 11.1 A Typical SOA-based System 

The generally used procedure for determining the reliability estimates for 
mission-critical SOA-based systems is to use a wide variety of testing tech-
niques. However, achieving a sufficiently high level of confidence in the reli-
ability estimate for these mission-critical SOA-based systems based solely on 
testing is impossible due to the high cost of testing resources involved. In par-
ticular, there is a possibility that some input subdomains of a service are likely 
to be executed much more in the actual usage than other subdomains and, 
hence, any latent defects in these "high usage" subdomains will impact the 
system reliability much more than latent defects in "low usage" subdomains. 
Testing methods that do not follow the operation profile cannot account for 
this factor, even though it is likely that good testing strategies will uncover 
more defects in the system than purely operational profile testing. The chal-
lenge is to combine these two methods. 

One of the approaches for combining multiple evidences is to combine re-
liability measures from test profile based analysis and operational profile 
based analysis to dynamically predict the reliability of service-oriented sys-
tems. The system is first subjected to operational profile based testing and then 

11 High-Confidence Compositional Reliability Assessment of SOA-Based Systems 



282  

dynamic monitoring methods are used to enable the reliability of the system to 
be accurately determined as it executes. This is possible since now the usage 
profile can be determined as the system operates. Memory-Based reasoning 
(MBR) and Bayesian Belief Network (BBN) techniques are used to combine 
the test data and monitored data in dynamically predicting the reliability of 
service. This process of proactive monitoring ensures that the system will not 
fail because of some minor fault that happens to be in a high usage subdomain 
under the current operational profile. The choice of MBR as a prediction 
model is based on the results of the empirical assessment studies performed on 
various prediction algorithms in the context of real-world data that showed In-
stance-based learning algorithms as being relatively better techniques than 
other methods (Challagulla et al. 2008). MBR belongs to the class of Instance-
based learning (IBL) algorithms which, thus, validates the use of MBR tech-
nique for our assessment framework. The framework also combines multiple 
types of evidence and the use of BBN is an appropriate solution given its suc-
cess in predicting software defects (Fenton and Neil 1999). A high level over-
view of our approach is shown in Fig. 11.2. The testing and monitored data 
from the software system are fed to the common repository and dynamic reli-
ability assessment is performed using MBR and BBN reasoning techniques. 
An offline process periodically publishes the reliability information of the ser-
vice to the service registry. This will be useful during the service discovery 
phase for the consumer and the service provider to negotiate the service level 
agreements (SLA) and the terms of service delivery. 

11.2 Related Work 

Though service oriented computing evolved from traditional object-
oriented computing, there are fundamental differences between both of them 
(Paul 2005a). Dynamic discovery of services, reconfiguration and composition 
of services at run-time, dynamic verification, validation and monitoring are 
some of the most distinguishable features of service oriented systems. Be-
cause of these dynamic features combined with the abstraction provided by the 
services, reliability assessment of SOA-based systems is very complex. Test-
ing a service is a combined process of testing the service by subjecting it to 
appropriate usage-profiles and testing the respective components with their 
operational profiles. However, most of the assessment techniques used for 
component-based systems are equally applicable for SOA-based systems with 
few or no modifications. To be more specific and cover the related work in a 
systematic way, we divide the literature survey into the following sections. 
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Fig. 11.2 Dynamic Reliability Assessment Framework for SOA-based Sys-
tems 

11.2.1 Reliability assessment of Service from Service Layer 
Perspective 

The factors (Tsai 2005) that need to be taken into consideration for reli-
ability assessment of a service include a) dynamic reliability calculation based 
on the run-time monitoring of failure data, b) determining the validity period 
of failure data collected, and c) use of already existing models and data for 
dynamic model construction during new service composition and re-
composition. The Data-driven data evaluation process (DREP) (Tsai 2005) 
uses a just-in-time collaborative approach where the reliability of the service is 
calculated from data collected from usage profile testing of different service 
providers. It is assumed that the source code is not available. In our analysis, 
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we also employ dynamic run-time collection of data, but the focus is more 
from the view of the service provider.  Service-Oriented Reliability Model 
(SORM) proposed by (Tsai et al. 2004) uses group testing to evaluate and rank 
the reliability of atomic services. When new services of similar functionality 
are added, then the input to the original service is broadcast to the new ser-
vices and tested at runtime. A disagreement in the behavior of the service 
compared to others indicates a fault. (Zhang 2004) proposes the use of Mobile 
Agents to cost effectively select appropriate web service components. Fault-
Injection and assertion-oriented approach that sets assertions based on the op-
erational profile and functional requirements of the service are used for select-
ing the web service. (Canfora and Penta 2006) used mutation, functional, non-
functional, integration, and regression testing for SOA systems and identified 
different stakeholders and their responsibilities and needs in the perspective of 
each of the testing methods. (Gao et al. 2006) proposed the use of Event-based 
Functional Transition Model for defining a set of system-level performance 
evaluation metrics (processing time, availability, reliability, and throughput) 
used for systematic evaluation of performance of SOA-based systems. 

11.2.2 Reliability assessment of Composite Service from Service 
Layer Perspective 

In (Tsai et al. 2004), the composite service is assessed from individual 
services using a scenario model. In this model, the system behavior is a sce-
nario, while the system is represented by actors, conditions, data, actions, tim-
ing attributes, and events. For predicting the reliability of composite services, 
(Grassi and Patella 2006) identifies three policies according to the information 
released by the service provider regarding the reliability of the service: a) No 
transparency: Reveals only overall services reliability information; b) Partial 
transparency: Provider provides both services internal reliability and usage 
profile, but does not reveal how the composite service is built; and c) Total 
transparency: Composite-user selects the services to be assembled. Flow 
graphs are used to calculate the composite service reliability. (Tsai et al. 2005) 
proposes the use of a) Specification-based Verification and Validation (V&V): 
Use of Completeness and Consistency (C&C) analysis, model checking tech-
niques and specification only based test cases for V&V, b) Collaborative 
V&V (CV&V): All the parties involved, clients, providers, and brokers con-
tribute toward test case generation, and c) Group testing for effectively testing 
the SOA-based Web services system. 
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11.2.3 Reliability assessment of Services from Component Layer 
Perspective 

For an SOA-based system built using components, the component reliabil-
ity approaches described below are all relevant and usable with little or no 
modifications for determining the service reliabilities. However, we need to 
note that dynamic composition, re-configuration, and collaboration features 
that are specific to services are not addressed by these methods. The service is 
assumed to be composed of one or more components and realized by compo-
nent interactions. The group of interacting components is referred to as “com-
ponent system” for clarity and brevity.  

Over the past three decades, several different methods have been explored 
for measuring the reliability of component systems. However, no single 
method has proved to be completely effective. (Frankl et al. 1997) compared 
“debug testing” and “operational testing” schemes for reliability analysis and 
concluded that both have advantages and the appropriate testing scheme has to 
be chosen depending on the specific situation. (Cukic and Bastani 1996) pre-
sented a class of techniques based on a combination of partial program proofs 
and program slicing to reduce the size of input domains, thereby simplifying 
the task of determining operational profiles. One more benefit of these tech-
niques is the insensitivity of the component system reliability estimate to 
variations in the operational profile due to reduced dimensionality of the input 
space. In addition to the drawbacks of random testing, the complexity of soft-
ware is increased with the use of component-based development, in case of 
mission-critical component systems. While developing software using compo-
nent-based approach has its advantages in terms of reduced cost and mainte-
nance by re-using of components, there are several drawbacks from the reli-
ability viewpoint. (May 2002) pointed out some of the deficiencies of 
applying black box statistical software testing (BBSST) to component-based 
development. (May 2002) also pointed out that BBSST models need to ex-
plain the dependence of the reliability of software on its components, be able 
to estimate the overall software component system reliability from the known 
reliability of its re-usable software components, and be able to provide new 
complexity metrics based on testability that help in designing a component-
based software system that is inherently reliable. (May 2002) suggested com-
bining formal methods and statistical testing for software V&V and the use of 
statistical testability as a new system complexity metric. (Wohlin and Runeson 
1998) uses usage based testing for reliability certification of components and 
lists the following steps for the certification process. First, the anticipated us-
age of the components should be investigated followed by the creation of us-
age specification of the component. Then, test cases are generated followed by 
the evaluation of the outcome of the test and certification of the component 
based on the failure data collected. One of the important issues is to take into 
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consideration the sensitivity of the reliability estimate based on changing pro-
files. A similar approach for estimating the component system reliability is to 
average the path reliability estimates over the input test profile (Krishna-
murthy and Mathur 1997). For an input test, the path reliability is computed 
based on the sequence of components executed. However, they also men-
tioned that inter- and intra-component dependence, sensitivity, associating risk 
parameter with operational profile, and obtaining reasonable estimates of 
component and interface reliabilities are some of the issues that need to be re-
solved for successful component system reliability estimation. 

The inability to have a widely accepted technique to determine the com-
posite component system reliability from its component reliabilities is ex-
plained by (Voas 2001). Taking an example of a sequential two component 
system, where the output of component A is fed to component B, some of the 
issues he described are a) assuming that the individual components are reli-
able, we cannot assume that the composite system is reliable by recognizing 
the fact that components can behave unreliably when connected to each other; 
b) there can be “non functional” component behaviors that manifest them-
selves only in the composite system and undermine its reliability; and c) se-
lecting a highly reliable but incorrect component can render the component 
system useless.  

Markov models are also used to estimate the component system reliability 
from constituent software components (Laprie and Kanoun 1996). (Woit and 
Mason 1998) suggested applying Continuation Passing Style (CPS) transfor-
mation to components to form static-independent fragments appropriate for 
Markov analysis. They also showed that predecessor-independent components 
limit the component system reliability changes with component 
changes/replacements. (Gokhale et al. 1998) used results from extensive test-
ing to parameterize the discrete time Markov chain based analytical model 
used for architecture-based software reliability prediction. (Zhu and Gao 
2003) points out that it is difficult to apply Markov models if the structure of 
the component based systems are very complex. (Kappes et al. 2000) modeled 
the component software system as a network of communicating finite state 
machines, with each individual component as a finite state machine with out-
put and interactions between components captured as message queues. Using 
formal proofs, they show that there is no single algorithm to calculate the reli-
ability of an arbitrary software component system using the reliability of com-
ponents or the reliability of the operations in the components. (Kuball et al. 
1999) used hierarchical model based on Bayesian Reasoning to estimate the 
probability of failure of a software system built using components. They pro-
posed the use of a probabilistic error term to account for the changes in the 
component prior probability when it is shifted from an assumed operational 
environment to an actual deployment. Research has also been done on sensi-
tivity analysis of reliability estimates to determine which component affects 
the reliability of the component system the most based on a Markov process 
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modeling approach for reliability analysis for component based systems (Lo et 
al. 2003). Metrics are defined in (Lo et al. 2003) to assess the most sensitive 
parameter in a system and validate their analysis with different system archi-
tectural styles. Directed graphs, called component dependency graphs, have 
been used to represent components, component reliabilities, and link, inter-
face, and transition reliabilities (Yacoub et al. 1999). The component transi-
tion probabilities are calculated by using component system execution scenar-
ios. This approach is called scenario-based analysis (Yacoub et al. 1999) and 
the reliability of the component system is based on the usage of components in 
a particular scenario.  

One of the approaches for obtaining better estimates of reliability is to 
combine all possible evidences. (Littlewood and Strigini 2000) gives a list of 
evidences that can be combined. Evidence from quality of the software proc-
ess employed, evidence from static analysis, such as formal verification of the 
software product, and evidence from software components and their structure 
are some of the additional evidences that can be combined with results from 
random testing of software. (Fenton et al. 1998) provide a framework for 
combining diverse evidences from process and product information using 
Bayesian Belief Networks (BBN). (Yu and Johnson 2003) used Usability, 
Quality and Impact as the main nodes in a BBN framework to quantitatively 
calculate the component system reliability. Some researchers (Challagulla et 
al. 2008) have also investigated the application of machine learning techniques 
to software reliability prediction. (Zhang 2000, Mitchell 1997) provide a lot of 
references related to the use of machine learning techniques for software de-
fect prediction. 

11.3 Service Reliability Assessment Framework 

The reliability assessment framework described below predicts the reli-
ability of a component-based mission-critical service by monitoring the run-
time behavior of the service. The reliability estimation for a service and its re-
lated components is initially done using the subdomain approach during the 
testing phase, which is then augmented by estimation using prediction tech-
niques during the monitoring phase. The testing and monitored data collected 
from execution of different service components are combined to guide the re-
liability prediction process. The framework determines whether past data re-
trieved from the behavior of other "similar" service components can help to 
more accurately predict the reliability of the service component being moni-
tored. Once the component reliabilities are predicted, Markov Chain Model 
approach is used to determine the overall service reliability from the knowl-
edge of the reliability of its components. The monitoring and diagnosis 
framework thus checks whether the reliability of a particular service starts to 
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fall below a particular threshold as predicted by the reliability model. If so, 
then an alarm is raised to alert the system of the problem and enable proactive 
recovery methods, such as switching to a different implementation of the ser-
vice. 

11.3.1 Component Reliability Assessment Framework 

We start by describing a basic model of the subdomain approach used and 
the process of storing the test data during both the testing and monitoring 
phases.  We then describe the prediction methodologies appropriate for accu-
rately predicting the service component faults during the monitoring phase, 
which is termed as “dynamic component reliability” 

11.3.1.1 Defining the Component Model 

A service is composed of independent components that are composed to-
gether. Any input to the service invokes different components with corre-
sponding inputs to their subdomains. It is important to note that, although gen-
erally a service is implemented by a unique corresponding component 
implementation, the same component could also implement different service 
interfaces. Hence, the input domain of a service may be considered as being 
different from its underlying components. The inputs that have been tested for 
the service and the components are represented by reliability maps that show 
the regions of inputs that have been successfully tested. 

We briefly describe the formal definitions of the input domain model 
based on components. The input domain refers to the set of all possible inputs 
to a component. These are inputs that the component should respond to. The 
input could occur either during the testing or the execution phase. The input 
domain is further divided into a finite number of disjoint functional subdo-
mains (Musa 1993, Hamlet et al. 2001). The operational profile of a compo-
nent is the quantitative representation of component usage in terms of the in-
puts it is subjected to. More formally, the operational profile is defined as the 
likelihood that an input to the component is selected from a particular input 
subdomain. Hence, it is the probability distribution over the input subdomains 
that specifies the occurrence probabilities of each subdomain. The occurrence 
probabilities are also called the weights of each subdomain. It is important to 
note that each of the subdomains can have its own internal profile. 

Let the service under investigation be represented by Sa and let a compo-
nent invoked by Sa be represented as C1. Let the component input domain be 
defined as R and let it be divided into t subdomains, with each subdomain i 
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containing Ri inputs, as shown in Fig. 11.3. Let the overall profile for the 
component be P. 

 
Fig. 11.3 Component Input domain. 

Within each subdomain, the inputs are chosen according to some distribu-
tion, say,  

p(i), i = 1, 2, … , t. 
Then, R = R1 U R2 U ….. U Rt 

and the expected probability of failure for subdomain i, Θi is, 
Θi = Σ p(i)(j) Xij 

where Xij = 1(0) if the jth input from the ith sub-domain will result in the 
failure (success) of the component. If we assume that all the inputs in a sub-
domain have equal probabilities, then  

p(i) = 1/ |Ri|. 
Hence, Θi = (Σ Xij)/ |Ri|. 

Thus, the failure rate in this case is just the proportion of inputs that lead 
to incorrect outputs. With the absence of actual internal profiles of the subdo-
main, the general process of estimating the subdomain failure rate is to use 
uniform random testing. The overall profile P for the component is the prob-
ability that each subdomain is invoked and let it be represented as, 

 P = <h1, h2, …, ht> 

where hi is the probability of invocation of subdomain i. 
For mission-critical services, however, we must have very low levels of 

failure probabilities. We calculate the number of tests required for each com-
ponent sub-domain to achieve the required confidence in reliability. If Θoi de-
notes our hypothesized probability of failure for a given input domain, the 
number of test cases U to observe at least one failure with probability C (con-
fidence level) is given by (Miller et al. 1992, Amman et al. 1994):  

 U = ln(1 - C)/ln(1 - Θoi). 
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This equation assumes testing with replacement of inputs. The distribution 
of the random variable that denotes the number of test cases is geometric. We 
choose this model as it depicts a more real-time scenario for components. This 
proves that to achieve a failure rate smaller than 10-4 for safety-critical ser-
vices with confidence 0.99, we require at least 46,048 tests. Any service and 
its associated components must undergo rigorous testing before they are sent 
to production. We are only concerned with acceptance testing, which is the fi-
nal phase before deployment into the actual environment. In this phase, we as-
sume that most of the design and development errors have been fixed and the 
service component is capable of delivering the required functionality. The first 
step in the monitoring framework is to store the testing data for use in our rea-
soning to be done later. 

11.3.1.2 Storing of the Testing Data 

The component is first subjected to Test profile based testing and then to 
Operational profile based testing. The general process of estimating the opera-
tional profile for a component includes usage analysis of similar components 
and through surveys. The usage specification also helps to determine the prob-
ability density function associated with the sub-domains resulting in the opera-
tional profile for the component. Once the operational profile is determined 
for a component, random testing is conducted using inputs from the input do-
main. We assume that a test oracle exists for the component that determines 
whether or not the result of a particular test execution is correct. The results 
are aggregated together to yield the failure rate for the component. The failure 
rate and the operational profile of the component sub-domain are used to cal-
culate the reliability for that component. The collected test data are stored in a 
database. The details of the stored test data are described in Sect. 11.3.1.4. 

If To is the number of test cases without encountering a failure, then the 
question is how many more test cases are required to achieve our required re-
liability and confidence estimates. The prior belief of “successfully running To 
test cases” results in simply reducing the remaining testing effort required and, 
thus, the remaining number of test cases to achieve the confidence level is: 

 U = [ln(1 - C)/ln(1 - Θoi)] - To. 

For example, if 10000 test cases have been run without encountering a 
failure, then for achieving failure rate lower than 10-4 with confidence 0.99, 
we require at least 46048-10000 = 36048 tests However, the above equation is 
derived assuming failure free statistical testing only. If the component has en-
countered a failure during acceptance testing then the current version of the 
service component is not deployed. Instead, the error is fixed and the test cases 
are repeated again. However, the results of the entire testing process are stored 

Venkata U. B. Challagulla et al.



 291 

in the database. Due to insufficient testing effort, it becomes imperative to 
monitor the real time execution of the service components and use other evi-
dences to increase our confidence in the reliability of service. The results of 
testing along with the results collected from the monitoring process are used to 
dynamically determine the reliability of the components and, thus, the reliabil-
ity of the service. 

11.3.1.3 Defining the Monitoring Process 

The monitoring process involves identifying the services and associated 
components to be monitored, and defining the monitored parameters, dura-
tion/frequency of monitoring, and format/storage of the monitored data. In the 
context of the current framework, the executions of all the service components 
provided by the service provider are monitored. The monitoring points are 
placed at the service component interfaces to record the input sub-domains in-
voked. The service components are dynamically monitored for faults. We do 
not cover the details of the monitoring process here. A detailed taxonomy of 
run-time software-fault monitoring tools can be found in (Delgado et al. 
2004). The framework also ensures that the monitoring process does not alter 
the state of the component. The details of the stored monitored data are de-
scribed in Sect. 11.3.1.4. 

11.3.1.4 Combining the Testing and Monitored Data 

The testing and the monitored data are combined into a central database. 
We developed a method of aggregating data from multiple services and their 
components. The following data from the testing and monitoring phase are 
stored: The characteristic metric information of the component, the number of 
times each component sub-domains are invoked along with the failure per-
centage (% of faults encountered) of the component. The failure date in terms 
of percentages is the preferred input to some of the external tools used in the 
framework and hence the failure data is chosen to be stored in failure percent-
ages rather than in actual probabilities  

The data that need to be stored in the database are determined based on the 
following key issues: 

a) Use of metrics as additional evidence 
Both the deterministic and probabilistic metric data from the compo-
nents are collected and stored. The deterministic data involve size and 
complexity metrics that can be extracted from the source code. Since 
we are assessing the reliability from the provider’s perspective, we as-
sume that the source code for the components is available. The prob-
abilistic data include the quality aspects of the data such as the experi-
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ence of the staff, CMM level of the organization, amount of time spent 
on component review, number of changes since last release, and num-
ber of requirements/use-cases satisfied by this component. 

b) Storing the number of inputs rather than the input itself. 
There are two ways of storing the combined data for reliability estima-
tion: 

• Type I – Input specific data  
This involves storing data about each component along with its 
input. The execution data from the monitoring phase are just 
added to the existing test data. The database contains the com-
ponent identifier, the input to the component, the determinis-
tic/probabilistic metrics, and the result of the execution using 
that input during the testing phase and the actual usage. We 
use all the data for reliability estimation, except the component 
identifier. 

• Type 2 – Input independent data 
In this case, we store the component identifier, determinis-
tic/probabilistic metrics of the component, number of inputs to 
each of the sub-domains of the components, and the failure 
percentage of that sub-domain.  

The main difference between Type 1 and Type 2 data is that we use exact 
input information for Type 1 data, while we just keep track of the number of 
input invocations for Type 2 data. We use Type 2 data for storing information 
about the component.  

There are advantages and disadvantages for both the approaches. For Type 
1 data, the new data being added into the repository of the component is 
equivalent to increasing the input domain for that component and, thus, the 
failure rate is dynamically updated for that component. This also helps in exe-
cuting similar tests for a replaced component with similar interfaces. How-
ever, a disadvantage for the Type-1 approach is that memory constraints can 
limit us from storing all the input data. This could be very large if the service 
provider has a large number of components. Also, the repository is too com-
ponent and input specific. The prediction analysis uses the combined data 
from all the components and storing input specific data hampers efficient reli-
ability prediction. In case 2, we can easily aggregate the data from all the 
components, giving more data for prediction. The reason for using a combined 
repository is because we assume that similar components with the same set of 
characteristics generally also have similar defect occurrences. Sharing data 
from similar components is then equivalent to performing additional testing on 
that component. This increases our confidence in the reliability estimate. The 
component repository layout is shown in Fig. 11.4. The input profile to the in-
dividual component C1 represented by, say, <h1, h2, …, hx> can easily be ob-
tained from the repository data. 
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11.3.1.5 Combining Evidences – Use of evidences other than testing alone 

When a component is invoked, the near real-time monitoring system 
checks if the component input domain is sufficiently tested. If it encounters a 
scenario where the input sub-domain is not sufficiently tested, then it tries to 
make a decision about its reliability using other evidences. We assume the 
simplest case where each service has independent components that are solely 
invoked by the service and are not used by any other service. While this as-
sumption is more realistic, it also helps to be more pessimistic about the num-
ber of test cases required for assuring each component’s reliability. If another 
service has used the same component and invoked the same sub-domain, it 
serves as an added bonus to the confidence in the reliability estimates. If the 
subdomain invocation of the service is not enough to assure reliability, then it 
generally translates to insufficient testing of the related components in opera-
tion. In such cases, for each component, the dynamic monitoring system tries 
to subjectively determine the component reliability by combining the follow-
ing evidences: 

  
a) Evidence from the corresponding input sub-domain: The frequency of 

executions of the sub-domain invoked by that input is used as the pri-
mary evidence.  

b) Evidence from the composite repository from Sect. 11.3.1.4: The com-
ponents that are given by the nearest neighbor are used to predict the 
reliability of components that have similar deterministic attributes. The 
frequency of their execution and the probability of failure are used to 
determine the predicted probability of the failure of the current compo-
nent.  

c) Combine the evidences from both steps a) and b) and determine with 
confidence if the reliability of the component falls within the pre-
scribed limits. If not, necessary actions are taken 
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Fig. 11.4 Component Repository Layout 

11.3.1.5.1 Evidence from Composite Repository 

Let us first investigate the procedure of using the evidence from the com-
posite repository. Given a component, the number of nearest neighbors to be 
used for intelligent analysis is determined using data from Fig. 11.4. We use 
Memory-based reasoning technique to determine the nearest neighbors. The 
memory-based reasoning technique uses Euclidean distance as the nearest 
neighbor distance. Standardization/normalization of metric data and assigning 
weights to the metrics improve the results returned by the reasoning technique. 
Both deterministic and probabilistic metrics are used. However, we might not 
always have knowledge of program quality metrics for 3rd party components. 
Given no prior knowledge of the quality process, we assume that the predicted 
reliability is solely determined by the deterministic characteristics. As the 
quality process of a particular component becomes available, the proportion of 
the predicted operational reliability affected is updated accordingly. We will 
not count the records pertaining to that component, as that evidence is taken 
care of in Step 3.1.5 (a). The optimum choice of the number of nearest 
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neighbors chosen is continuously updated based on the effect of increas-
ing/decreasing the numbers of nearest neighbors on the accuracy of prediction. 
A value equal to half the size of the repository count is generally a good initial 
value as an upper bound for the nearest neighbor count. Let the number of 
nearest neighbors chosen be represented by “N”. The nearest neighbors closer 
to the target record are sorted according to the dissimilarity values. Once the 
nearest neighbor data is identified, we rank them into three categories (high, 
medium, low). The ranking of the component and the associated failure per-
centage are used to calculate the net failure percentage of a nearest neighbor 
component as shown by the BBN network diagram in the shaded area of Fig. 
11.5. The ranking reflects the nearness of the neighbor to the actual compo-
nent. 

In an ideal case, instead of using ranking categorization, we could have 
used the distance measures as categories and assigned them a probability dis-
tribution. Given that the number of such distance categories can be very huge 
and with the two state (success/failure) nature of the “Failure percentage” 
node, we decided to go with three states for ranking each node. The sorted 
nearest neighbors are split into three equal groups and the top cut neighbors 
are placed in the “high” ranking, while the middle cut neighbors are placed in 
“medium” ranking and the lowest cut neighbors are assigned the “low” rank-
ing. For example, assume that the MBR process retrieved 6 nearest neighbors 
for C1 and sorted them in the ascending order of distance, then the ranking as-
signments are as shown in Fig. 11.6. 
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Fig. 11.5 BBN Network for calculating component operational reliability 

Fig. 11.6 Calculating component rankings 

Calculation of the Predicted Failure Percentage of a Nearest Neighbor 

Consider the BBN network diagram of a neighbor component C2 as 
shown in the shaded area of Fig. 11.5. The neighbor falls under the high rank-
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ing category and the node probabilities for the different nodes of the BBN 
network for that component are shown in Fig. 11.7. 

For any BBN network, the important issues to be considered are as fol-
lows: 
• Method of determining the prior probabilities of each of the states of 

the nodes of the Bayesian Belief network.  
For each component in the system, we have a “Nearest neighbor rank 
(N)” node and a “Failure Percentage (FP)” node that is dynamically 
updated as the component executes and participates in the nearest 
neighbor calculations. During the run-time calculations, update the 
nodes with the appropriate ranking and fault percentage. There is so 
much implication by adding ranking to the net operational reliability 
calculations. The trend derived from monitoring a component’s ranking 
percentages tells a lot about the invocations of similar components. A 
very “high” percentage indicates that a set of similar components being 
executed is abnormally high. We can use this information to determine 
the sensitive components in the system. 

• Method of coming up with the node probability tables.  
An example assignment of probabilities to the Node Probability Table 
(NPT) table for the “Net Failure Percentage” Node of component C2 is 
shown in Fig. 11.7. We assume that the NPT for this node is the same 
for all the nearest neighbors. Initially, the NPT weights are assigned 
based on subjective confidence and on prior successes in assigning this 
type of weights. However, these are updated based on the results ob-
tained from dynamic operation as discussed in Sect. 11.3.1.5.2. 

Combining the results from all the nearest neighbor components 

We need to combine the results from all the nearest neighbors to predict 
the operational reliability of the component. We show a unique way of com-
bining the results, a more conservative approach that does not lead to exces-
sive overestimation of the predicted reliability results. We assume that the 
component nodes are updated taking into consideration the current component 
rank and failure percentages. We present the combination algorithm in Fig. 
11.8. 
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Fig. 11.7 Probabilities of BBN nodes of a component 

Calculating the confidence for the combined reliability estimates 

Let the failure probability calculated from Fig. 11.8 be Θip and the num-
ber of executions associated with Θip be Tp (Tp = combination of executions 
of all the components used in the prediction). Let the desired failure probabil-
ity of the component be Θi. We have two cases: 

a) Θip is less than the desired Θi, which is generally not usual given the 
conservative nature of our prediction. Then using the formula, 

   Tp = ln(1 - Cip)/ln(1 - Θip), 
we calculate the confidence Cip. If Cip is within our desired confidence 
limit, C, then we add Tp additional execution cases to the original com-
ponent and calculate the reliability estimate, Θi, using the formula, 

   U = [ln(1 - C)/ln(1 - Θi)] – Tp. 
   Thus, Θi = 1 – e[ln(1 - C)/(U + Tp)]. 

If Cip is not within our limits, then we do not have enough confidence 
for assuring Θi. We calculate the remaining number of execution cases 
required to achieve the desired confidence and let it be Tq. We use this 
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information in Sect. 11.3.1.5.2, where we combine this evidence with 
the actual operational failure evidence of the component in question.  

b) Θip is greater than the desired Θi, which is generally the case. We cal-
culate a new failure rate Θir that is derived by using the desired C and 
possible with running Tp executions using the formula specified in a). 
We use this information in Sect. 11.3.1.5.2. 

 
Fig. 11.8 Calculating the Combined Predicted Success Percentage 
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11.3.1.5.2 Dynamic Reliability Assessment from combining all the evidences 

The next step is to combine the reliability measure obtained from the pre-
diction stage with the actual reliability measures obtained from opera-
tional/testing usage of the component. We use Bayesian Hypothesis (Cukic et 
al. 2003) for estimating the number of remaining executions required for suc-
cessfully certifying the component’s reliability.  

Let Θi be the desired failure probability. Consider two hypotheses: null 
hypothesis H0 : Θo ≤  Θi and alternate hypothesis H1 : Θo > Θi. The null hy-
pothesis states that the reliability of the component is equal to or more than the 
required reliability, while the alternate hypothesis states that the system did 
not meet the desired reliability levels. The goal is to find the overall number of 
executions required to achieve a certain reliability confidence, given that the 
component has already executed a certain number of executions with a known 
failure percentage. The number of executions of the component along with the 
number of failures observed comprises the “Execution Data” of that compo-
nent. So, we are interested in determining the overall number of executions 
required to certify with confidence C that the component is indeed reliable 
with failure rates less than or equal to Θi and thus satisfying, 

P(H0 | Execution Data) = C, 
where, C is the required confidence level. P(H0 | Execution Data) is called 

the posterior probability of the null hypothesis H0. 
Let P(H0) and P(H1) be the prior probabilities of the null hypothesis and 

the alternate hypothesis, respectively. Then, 
P(H0 | Execution Data) =  

P(H1 | Execution Data) * O(H0 | Execution Data), 
where, O(H0 | Execution Data) is called the posterior odds ratio of H0 to 

H1. 
Similarly, O(H0) = P(H0) / P(H1) is called the prior odds ratio of H0 to H1. 
Then, P(H0 | Execution Data)  

= P(H0) F(H0, H1) / [P(H0) F(H0, H1) + (1 - P(H0))], 
where, F(H0, H1) = O(H0 | Execution Data) / O(H0) is called the Bayes fac-

tor and is defined as the ratio of posterior odds to prior odds of the null hy-
pothesis. A Bayes factor of greater than 1 means that the Execution Data 
helped in prediction in favor of the null hypothesis H0. The Bayes factor de-
pends on knowing the distribution of Θo under both the hypotheses. Given that 
our reliability assessments are geared toward mission critical SOA systems 
that generally exhibit very few faults and because the desired Θi is very small, 
we assume uniform distribution of Θo under both the hypothesis H0 and H1. 
However, for smaller Θi values, assuming Uniform(0, Θi) for Θo under H0 is a 
more valid assumption than assuming Uniform (Θi, 1) for Θo under H1. The 
detailed conceptual foundations, assumptions, and using other distributions 
with the Bayesian Hypothesis framework can be found in (Cukic et al. 2003). 
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Calculation of P(H0) 

In Sect. 11.3.1.5.1, while calculating the confidence for the combined reli-
ability estimates, we have considered two cases: Θip (calculated from Fig. 
11.8) less than the desired Θi and Θip greater than the desired Θi. We revisit 
those scenarios to calculate P(H0) for each of the above cases  

 
a) Θip is less than the desired Θi 

In this case, we calculated the remaining number of execution cases re-
quired to achieve the desired confidence to be Tq. Since, we have a 
very low failure rate, we assume a high probability of zero failures for 
Tq. Then, P(H0) translates to a simple ratio of (U - Tq) / U. 

b) Θip is greater than the desired Θi 
In this case calculating P(H0) requires a more complex procedure. We 
calculate a new failure rate Θir that can be achieved with confidence C 
using Tp executions. Consequently, Θir will be less than Θip and we cal-
culate the value of P(H0) as the ratio of Θir / Θip. 

Determining the Require Number of Component Executions 

Let (r, n) represent the execution data, where “r” represents the number of 
failures and “n” the number of previous executions. This is easily obtained 
from the component repository. Then,  

P(H0 | Execution Data) = P(H0 | n, r) = 
 P(H0) F(H0, H1) / [P(H0) F(H0, H1) + (1 - P(H0))] = C, 
So,  

F(H0, H1) = [C/(1-C)] P(H1) / P(H0)  
We consider the simplest case, when the previous executions of the com-

ponent did not encounter any errors (r = 0). Assuming, uniform distribution of 
Θo under H0 and H1, then Bayes Factor is  

F(H0, H1) = (1 – Θi) [1 – (1 - Θi)n + 1] / [Θi (1 - Θi)n + 1] 
Hence, [C/(1-C)] P(H1) / P(H0) = (1 – Θi) [1 – (1 - Θi)n + 1] / [Θi (1 - Θi)n + 1] 

The total number of executions required to achieve the required confi-
dence levels is then derived as, 

n = - ( ln[((C Θi P(H1) ) / ((1- C) (1 - Θi) P(H0) )) + 1] / ln (1 - Θi) ) - 1 
Thus, if we have “n” executions of the component with no failures, then 

we are C% confident that Θo < Θi. The confidence level should guide us to re-
visit the beliefs in the NPT table shown in Fig. 11.7. We increase the beliefs to 
be more positively oriented to predict success. However, if we encounter any 
failure within the n executions, we have a lower confidence in the reliability 
estimate. If the number of executions is less than “n”, then also, we have a 
lower confidence in the reliability estimate. Assuming failure free operation, 
we calculate C at the moment of execution using Θi, P(H0), and n using the 
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formula above. Depending on the C, we can make a decision of whether to 
continue with the component or not. 

Alternatively, using the above formula, we can calculate the new predicted 
failure rate Θi of the current component that can be achieved with confidence 
C using its current “n” executions. As we add other evidences, the predicted 
failure rate will be less than the actual failure rate.  

As services are executed, identifying the most sensitive service that affects 
the system reliability the most is critical. It helps to replace such services with 
new ones with similar interfaces, but having higher reliabilities. The definition 
of sensitivity of a component is context dependent. In our case, we define the 
sensitivity of a component to be dependent on the frequency of the invocations 
of associated services. As the component gets used by many services and is 
invoked many times more than other components, it is more sensitive and 
critical. The more sensitive the component, the more sensitive is the service 
that it is a part of. 

11.3.2 System Reliability 

The most important aspect of developing any reliability model is to define 
the service architecture on which the model is developed. An atomic service in 
an SOA-based system is a single service, which performs the task by itself 
without the help of other services. It is realized by composing one or more un-
derlying components. The reliability of an atomic service depends on the reli-
ability of those interacting components. A composite service is a higher-level 
service which performs its task by composing multiple atomic services. It 
represents a new single service that is more complete in terms of business 
value-addition and is often called a value-added service. The calculation of 
composite service reliability depends on the type of SOA-based model chosen. 
Some models ignore the internal services information by treating the compos-
ite service as a whole while other models calculate the composite service reli-
ability from individual service reliabilities and the interactions between them. 
We concentrate on the second type of models. SOA-based sys-
tems/applications are built by using either these atomic or composite services 
as building blocks. Composite applications, which support specific business 
requirements and business processes, are created by choreograph-
ing/combining many services into a single application. While atomic services 
and composite services belong to the Service Layer in the SOA architecture, 
composite applications belong to the Business Layer. 

11.3.2.1 Reliability Assessment for Atomic Services 
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We begin by describing the basic model of an atomic service. An atomic 
service is composed of independent components (for example, individual bi-
nary files) that are composed together as shown in Fig. 11.9. 

Any input to the service invokes different components with corresponding 
inputs to their sub-domains. It is important to note that although a service is 
generally implemented by a unique corresponding component implementation, 
the same component could also implement different service interfaces. Hence, 
the input domain of a service may be considered different from those of its 
underlying components. The inputs that have been tested for the service and 
the components are represented by reliability maps that show the regions of 
inputs that have been successfully tested. For dynamic monitoring, however, 
the input profile constantly changes based on the mode in which the inputs are 
invoked in the sub-domain. The incorrect output of a service is the conse-
quence of an incorrect output generated by one of the components used by the 
service. The component input sub-domains invoked by the service ultimately 
determine the reliability of the service.  

Let the service under consideration be Sa and assume that it invokes two 
components, X and Y, with input sub-domains [X1, X2, X3] and [Y1, Y2, Y3]. 
For simplicity, assume that component X is the main implementation for the 
service and caters fully for service Sa and that X invokes Y. This simplicity 
enables one to assume that the input domains of Sa and X are the same. If not, 
one needs to probabilistically determine the inputs of X invoked by Sa for reli-
ability calculations. The most critical part of the reliability estimation of any 
SOA-based system is the determination of the overall service reliability from 
the knowledge of the reliability of its components. We use the Markov chain 
model (Zhu and Gao, 2003, Hamlet et al. 2001) to model the service’s reliabil-
ity. A Markov chain model is constructed from service to components that 
show the probability of the inputs of the service to its components and then the 
probability of outputs from a predecessor component falling into a succeeding 
component. One can use this probability distribution to calculate the input pro-
file for succeeding components and, thus, their effective reliability. We begin 
by formally describing the Markov model and then the overall service reliabil-
ity calculation. 
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Fig. 11.9 Service Model 

11.3.2.1.1 Markov Chain Description 

Markov chain model is a process that is characterized by a finite set of 
states and transition probabilities that specify the probability of moving from 
one state to the next state. In general, a Markov chain has a unique initial state, 
where the process starts, and a unique final state, where the process termi-
nates. The other states are called intermediate states and each transition be-
tween these states is called a step. A Markov chain is normally represented by 
a directed graph, consisting of a set of nodes and directed edges that link two 
consecutive nodes.  

The directed graph representing an atomic service can be described by the 
following terms and their definitions:  
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• Directed Graph G: A directed graph, G = (V, E, s, t) where:  
V = {n}, is the finite set of nodes in the graph,  
E = {e}, is the set of edges representing transitions among two con-
secutive nodes,  
s = initial node or the invocation node, and  
t = final node.  

• Node “n”: A node represents a state of an atomic service. In our study, 
a state corresponds to a sub-domain of a component. As discussed in 
Sect. 11.3.1.1, each sub-domain is also characterized by a correspond-
ing failure rate. If Xi is a sub-domain of component X with failure per-
centage Θx,xi, then node “Xi” is defined by tuple <X, Xi, Θx,xi>.  

• Edge “e”: A directed edge models the execution flow from one com-
ponent to another, specifically, from one sub-domain of a component to 
the sub-domain of another component. The edges could still exist be-
tween the states of a single component that represent intra-component 
interactions. However, from the service’s reliability viewpoint, the un-
derstanding of inter-component interactions is more important than un-
derstanding intra-component interactions. The reason is that intra-
component interactions are generally implemented in an ad-hoc way as 
compared with intra-component interactions that interact with pre-
defined specific interfaces. In our study, we only consider inter-
component interactions.  

An edge from node “Xi” to node “Yj” is represented by a tuple <X, Xi, Y, 
Yj, px,xi,y,yj> where px,xi,y,yj is the transition probability on a link from state Xi 
of component X to state Yj of component Y. There can exist a maximum 
number of N*N directed edges in the directed graph.  
• Transition probability “px,xi,y,yj”: The transition probability, px,xi,y,yj, is 

the probability that the system moves from the current state Xi to state 
Yj at the next transition of the system. If there is no interaction between 
the two states, say, there is no transition from state Xi of component X 
to state Yj of component Y, then px,xi,y,yj = 0 indicating the non-
existence of an edge between Xi and Yj in the directed graph. The defi-
nition of transition probabilities implies that, 

x,xi,y,yj0 p  1≤ ≤  and 
card(y)

x,xi,y,yj

j  1

p 1.
=

=∑  

We call this directed graph a “service control flow graph (SCFG)”, since it 
represents the control flow among components in an atomic service. Thus, a 
service control flow graph is defined as, 

SCFG = (V, E, s, t), V = {n}, E = {e}, s = initial node, t = final node, 
n = <X, Xi, Θx,xi>, e = <X, Xi, Y, Yj, px,xi,y,yj> 
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x,xi,y,yj0 p  1≤ ≤  and 
card(y)

x,xi,y,yj

j  1

p 1.
=

=∑  

Given the formal description of the Markov chain model, we proceed to 
determine the reliability of the simple two component model described in 
Sect. 11.3.2.1. 

11.3.2.1.2 SCFG Construction and Atomic Service Reliability Analysis 

The component architecture and SCFG of service Sa consisting of two 
components X and Y are shown in Fig. 11.10 and Fig. 11.11, respectively 

The steps involved in construction of the SCFG graph are:  
1. Estimation of the operational profiles for each of the main service 

components;  
2. Estimation of the transition probabilities between two consecutive 

components;  
3. Estimation of the operational profiles of the current component from 

the knowledge of the operational profiles of the immediate preceding 
component and the transition probabilities;  

4. Estimation of the reliability of the service from the composition of the 
components and their reliabilities. 

 
Fig. 11.10 Two Component Sequential Structure 
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Fig. 11.11 Two Component SCFG graph 

11.3.2.1.3 Operational Profiles Estimation for a Service Component 

Sect. 11.3.1.2 describes some of the approaches for estimating the opera-
tional profile of a component. The most general estimation process includes 
usage analysis of similar components and through surveys. If the main invoca-
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tion component of a service is uniquely tied with that service, then the usage 
profile for that component can be estimated from the usage profiles of similar 
services. Collaborative verification and validation (Tsai et al. 2005) is one of 
the proposed techniques to dynamically test SOA-based systems. During the 
service registration phase, the service provider also submits sample test cases 
for testing the service. All the parties, the service consumers, service providers 
and the neutral 3rd party brokers can collaborate to perform dynamic group 
testing. In a similar approach, operational profiles usage can be obtained by 
collaboration among different service providers. It is assumed that different 
service providers may have widely varying customer bases that use similar 
services very differently, thereby, generating multiple operational profiles. 
The service providers dynamically publish their current usage profiles and re-
liability information in the service description. A neutral 3rd party broker can 
statistically combine these multiple profiles to generate a common profile that 
can be used by different parties to assess the reliability of their services. If the 
generation of a common profile is not feasible, clustering techniques can be 
used to identify clusters of profiles. The service providers can then test their 
services using representative sample operational profiles from each of these 
clusters. This also facilitates a common ground for comparing the reliability of 
similar services provided by different service providers. 

In Fig. 11.11, the probability that each sub-domain is invoked for compo-
nent X during service invocation is represented by hx,xj, j = 1, 2, 3. 

11.3.2.1.4 Transition Probabilities Estimation 

The components used for building the atomic services are stored in a 
common component repository. Depending on the business requirements, 
these components are composed together to realize a particular atomic service. 
This is usually called the structural phase of the service. As such, the actual 
operational profile of these components will generally be unknown during the 
testing phase. Given an estimated service operational profile, we can deter-
mine the operational profile of the subsequent components by knowing the 
transitional probabilities. The transition probability estimation, called the sta-
tistical phase of the service, follows the following steps:  
• A random sample of inputs from each of the component’s sub-domain 

is selected.  
• The fraction of inputs falling into the succeeding component’s sub-

domain from each of the current component’s sub-domain is the esti-
mated transition probability between the two interacting sub-domains. 
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11.3.2.1.5 Operational Profile Estimation for Intermediate Components 

For components X and Y, the sub-domains, input profiles, and their failure 
rates are shown in Table 11.1. The input profiles of component Y are un-
known. Using the input profiles of component X and the transition probabili-
ties px,xi,y,yj, we calculate the profile of Y as 

y,yj  x,xi x,xi,y,yj.

xi  X

h h  p=

∈

∗∑  

The input profile of this component can then be used to calculate the pro-
files of the succeeding components. 

 

Table 11.1 The Sub-domains, Input Profile and Failure rates of Components 

11.3.2.1.6 Service Reliability Calculation 

Using the SCFG graph, we analyze the reliability of the atomic service 
from the reliability of the components. The calculation of service reliability 
involves the following steps:  
• Calculation of individual component reliability: As discussed in Sect. 

11.3.1.1, each component’s sub-domain is subjected to uniform random 
testing and the failure rates are estimated. These failures rates are com-
bined with the operational profiles calculated in Sect. 11.3.2.1.5 to cal-
culate the component reliability under that profile. Then, the reliability 
of component X is calculated as, 

 x,xi x,xiX

xi  X

R h  (1 θ ).=

∈

∗ −∑  

• Calculation of atomic service reliability: The service reliability is com-
puted from the structure of the components in the atomic service as 
shown by the SCFG graph. For an atomic service composed using a 
sequential structure of components, the operational profile for the first 
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component is successively transformed to an operational profile of the 
second component. Then the atomic service reliability is just the prod-
uct of the individual component reliabilities. If C1, C2, C3 are the com-
ponents in the sequential structure as shown in Fig. 11.12, then the reli-
ability of the atomic service is, 

c2c1 c3.R R R R= ∗ ∗  
 

 

Fig. 11.12 Sequential Navigation 

11.3.2.2 Reliability Assessment for Composite Services 

A composite service is represented by a chart diagram, generally, called 
the service chart. The service chart describes, as a flow graph, the different 
services involved and their execution workflow process. We are only con-
cerned with the service layer invocations from the provider’s view point and 
do not cover the business process of the client that does these invocations. 
When we consider from the provider’s view point, the atomic services compo-
sition to realize a composite service is not much different from the component 
composition that forms an atomic service. Both service and component have 
defined interfaces and are amenable to be reused in different contexts. How-
ever, there are very specific architectural considerations for SOA services. 
Generally the interaction between services is of request-response mode (simi-
lar to call-and-return style of components) and not nested like component ar-
chitectures. The primary communication between services is through message 
exchanges/routing. This lack of continuity in the architecture of the composite 
service makes its overall reliability calculation very simple. The interaction 
can be modeled as a sequential structure of atomic services.  

Thus, the composite service reliability calculation is similar to the multi 
component interaction described in Sect. 11.3.2.1. The reliability of composite 
service depends on the atomic services involved. For an input from a sub-
domain of the starting service in a composite service, we determine the other 
services involved and their sequences of invocations. Depending on the spe-
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cific sequence and the input profiles of the different services involved, the re-
liability of the composite service is determined. 

11.4 Experimental Studies 

The SOA-system used in our real-world is an Enterprise Content Man-
agement (ECM) application. An ECM application generally provides basic 
services on the content, such as, content storage and retrieval, versioning, se-
curity, classification, search, audit trails and other administrative functional-
ities such as user management, reporting and export/import of bulk content. 
Some of the providers group a set of low level services to provide a higher 
level composite service. Each of these services is realized by coordination of a 
number of components. 

11.4.1 Features of the ECM Application 

Some of the features of the ECM application used in our case study are: 
• Programming Language: The SOA-based services are written in Java 

using object-oriented methodologies. In general, components are 
grouped together in single package structures that represent a particular 
service implementation 

• Services: The application predominantly consist of the following ser-
vices, Content Service (that provides functionalities such as create, 
read, update, or download content), Authentication Service (that veri-
fies a particular user’s credentials), Authorization Service (that deals 
with specific user access permissions), Search Service (that provides 
capability to search on the stored content using different criteria), Au-
thoring Service (that provides check-in/check-out and versioning of 
content), Audit Trail Service (that logs the usage of the application by 
different users), and Administration Service (that performs user man-
agement and bulk import/export functionalities). We have used many 
third party bundled libraries in our application and we do not perform 
monitoring of those components. Each of the services varied in the 
number of related components used to compose that service. The Con-
tent Service, which provided a greater functionality of the application, 
had nearly 3 times more components than the Authentication Service. 
Overall, the application has more than 200 components. 

• Metrics Monitored: Table 11.2 shows the different metrics used in our 
analysis. These complexity and size metrics include well known met-
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rics, such as Halstead, McCabe, Line count, Operator/operand count, 
and Branch count metrics. 

Table 11.2 Metric groups used in this experiment 

11.4.2 Dynamic Reliability Monitoring 

The application is initially subjected to testing and the defect data from the 
services and components are stored in a common repository. The system is 
then subjected to dynamic reliability monitoring. The ECM application that 
we used lacked the logging format that is required to store the defect data in 
the repository. Hence, we injected our logging functionality into each of the 
service component classes. The application has to be run in the debug mode 
for it to log the required defect data into the repository. This is provided as an 
option for the application user to disable dynamic monitoring at any time 
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For each invocation of the service in the dynamically monitored environ-
ment, we do the following:  

a) Determine the sequence of components invoked by the service. 
b) Determine the input sub-domain for each service component. For this 

experiment, we assume that each component in the application has only 
one sub-domain.  

c) For each component, determine if the input sub-domain is sufficiently 
tested.  

d) If not, determine the net reliability using the assessment framework. In 
the process, update the rank of the nearest neighbors.  

e) Determine the service reliabilities from component reliabilities.  
f) Store the component’s execution data into the repository.  
g) Assess the performance of the framework. 

11.4.3 Storing the Testing and Dynamically Monitored Data 

After the testing data is stored in the repository, the service and compo-
nents are subjected to dynamic monitoring. The number of times that each 
component is invoked along with its nearest neighbor rank is updated continu-
ously. The error logs are monitored to determine if a particular component is 
defective or not. During the user acceptance testing phase, the percentage of 
faulty components noticed is 5.58%. For demonstrating our framework, we 
consider a specific instance of dynamic execution when, for example, the 
“Search Service" is invoked. 

11.4.4 Dynamic Monitoring for a Specific Service Invocation 

In this section, we consider the dynamic reliability of “Search Service” 
that performs simple text search on the stored content in the ECM application. 
The ECM application stores documents on which simple text search can be 
performed to retrieve those specific documents that either contains the search 
string in their text or in their file name.  

During this specific invocation, we observed the following:  
– The number of executions of all the components is 278454.  
– The executions of the top 10 components are as follows: 119177, 

24250, 14619, 11501, 10336, 9398, 8784, 8014, 7294, and 6149.  
– One of the important tasks in our framework is to update the compo-

nents with their ranking state (high/medium/low). We found that all the 
components at one point or another are involved in nearest neighbor 
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calculations. Of all the components, 36.8% components are ranked 
“high”, 27.88% are ranked “medium”, and 35.32% components are 
ranked “low”. 

Now, consider the invocation of the “Search Service” for performing a 
simple search. There are primarily four components that are being invoked:  

a) Component 1 (SC1): The Service Registry component searches the reg-
istry for the appropriate search service and returns the description of 
that service. This enables the clients to communicate with the service 
provider and acquire references to that search service.  

b) Component 2 (SC2): This component is the main implementation of the 
search service interface. This class queries the ECM application for 
getting the search results.  

c) Component 3 (SC3): This component provides the search context that 
enables the user to specify different search criteria such as the mini-
mum length of the search string, the number of search results, the rank-
ing of the results, and so on.  

d) Component 4 (SC4): A search service helper class that helps in con-
structing the search query according to the criteria specified by the user. 

11.4.4.1 Reliability Assessment of Component SC2 

In this section, we consider the reliability of the main implementation 
component SC2. The component is invoked 25 times. This is clearly insuffi-
cient for one to have a high confidence in the reliability of the component. 
Hence, the reliability assessment procedure presented in Sect. 11.3.1.5 is used. 
By using MBR, the nearest components that match the characteristics of this 
component are computed. The percentage of nearest neighbors that were 
ranked high for component SC2 is 43.28%. The BBN’s and the Euclidean dis-
tances for the first four nearest neighbors are shown in Fig. 11.13 and Table 
11.3, respectively 
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Fig. 11.13 BBN’s of the four nearest neighbors of Component SC2 

Table 11.3 Euclidean distance and Number of Executions for the four nearest 
neighbors of Component SC2 

 
The total number of executions performed by all the nearest neighbor 

components is Tp = 42076. Using the algorithm described in Fig. 11.8, the 
combined predicted success percentage using all the nearest neighbors is de-
termined to be 95.97%. Hence, the combined failure probability = Θip = 1 – 
0.9597 = 0.0403. All probabilities values are rounded off to 5 decimal places 
and used in further calculations. 

Let the desired failure probability of the component be Θi = 10-3. We no-
tice that Θip > Θi. Hence, using the formula from Sect. 11.3.1.5.2, we calculate 
a new failure rate Θir that is derived by using the desired C = 0.99 and possible 
with running Tp executions as,  
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Tp = ln(1 - C)/ln(1 - Θir), 
Θir = 0.00011. 

Then, P(H0) = Θir / Θip = 0.00273. 
The number of executions required for achieving confidence of C = 0.99 

and failure probability of Θi = 10-3 is calculated by using the formula, 
n = - ( ln[((C Θi P(H1) ) / ((1- C) (1 - Θi) P(H0) )) + 1] / ln (1 - Θi) ) - 1 
This yields n = 3614 executions. However, since the component has exe-

cuted only 25 times, one does not have enough confidence yet. We need more 
executions on the component to achieve the required confidence in the reli-
ability levels.  

To check the performance of the framework for component reliability cer-
tification, we considered C = 0.9 and Θi = 10-1 as the desired values for com-
ponent SC2. These values enable us to test the working of the framework on a 
relatively smaller number of additional execution cases, which is not possible 
for larger C and lower Θi. Using C = 0.9 and Θi = 10-1 yielded the number of 
execution cases to be performed for SC2 to be 64. This means that, an addi-
tional 64 – 25 = 39 executions need to be performed on SC2 to certify its reli-
ability to be 10-1 with confidence C = 0.9. Hence, we ran additional executions 
on the “Search Service” for an additional 39 times, and we noticed that the 
system did not produce any errors. Thus, using additional execution cases, we 
could certify that the component obtained the necessary reliability. If the com-
ponent experienced a failure during these additional executions, then more 
executions are required to be run to certify the component for the same reli-
ability at the same confidence levels. 

11.4.4.2 Reliability Assessment of the Search Service 

Similar to SC2, the reliability assessment calculations are performed for 
components, SC1, SC3, and SC4. The experimental data, that shows the num-
ber of additional executions that each component requires as a function of dif-
ferent failure rates and confidence levels for of these four components, is 
shown in Table 11.4. For the search service to have a failure probability of Θi 
≤ 10-3 with confidence C=0.99, we need to have at least 3850 more executions 
of the service using random inputs.  
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Table 11.4 Number of additional executions required for all the four “search 
service” components to achieve the required reliability and confidence levels 

The most important part of the entire service certification process is the 
estimation of P(H0) using the MBR and BBN techniques. As is the obvious 
case, a system containing components with very few failures will lead to a 
higher estimated value of P(H0) from the nearest neighbors. This will in turn 
reduce the number of additional executions required to certify the service reli-
ability. On the other hand, a system with more component failures will lead to 
a lower estimated value of P(H0) and, thus, will require additional executions 
for reliability certification. We used a very conservative approach in the esti-
mation of P(H0) by using only highly ranked neighbors in its calculations. The 
number of executions calculated by the framework and the input-domain reli-
ability formula are shown in Table 11.5 and their comparison using logarith-
mic-scale is shown in Fig. 11.14. 

Table 11.5 Executions required for Component SC2 as a function of Θi for C 
= 0.99 
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Fig. 11.14 Number of framework-based and theoretical (formula-based) exe-
cutions for Component SC2 as a function of Θi for C = 0.99 

For mission-critical systems, in most cases, a minimum failure rate Θi < 
10-2 is required. At Θi =10-2, we notice from Fig. 11.14 that the framework es-
timates more execution cases than the formula. This is again due to the con-
servative nature of using highly ranked neighbors and node probabilities as-
signed in BBN calculations. The shaded rectangle in the graph shows the 
region between the minimum desired lower limit of failure rate and the inter-
section of the two execution curves. From the graph, we note that the follow-
ing key points should be considered while dynamically assigning the node 
probabilities:  

a) Overestimating P(H0): The node conditional probabilities in Fig. 11.7 
could be adjusted such that the derived conditional net failure percent-
age given the failure percentage of the node and its nearest neighbor 
rank, now yields a higher percentage of success than the original value. 
For example, currently, we use the following conditional probability to 
calculate ‘Net Failure Percentage of Failure’, for case where nearest 
neighbor rank is “High” and the failure percentage is “F”, as P(NFP = 
‘F’ | N = ‘H’ and FP = ‘F’) = 1 and conversely P(NFP = ‘S’ | N = ‘H’ 
and FP = ‘F’) = 0. We could modify these probabilities to P(NFP = ‘F’ 
| N = ‘H’ and FP = ‘F) = 0.75 and conversely P(NFP = ‘S’ | N = ‘H’ 
and FP = ‘F) = 0.25 giving higher weightage to predicting success. This 
will reduce the number of execution cases required, thus moving the 
graph’s region towards the lower limit. While this can be done, we 
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need to be careful that the intersection point of the curves should never 
cross the lower limit. This will lead to dangerously under-estimating 
the node probabilities and, thus, overestimating the prior beliefs P(H0).  

b) Underestimating P(H0): We could conversely underestimate P(H0) by 
adjusting node probabilities such that the derived conditional net fail-
ure percentage, given the failure percentage of the node and its nearest 
neighbor rank, now yields a higher percentage of failure than the origi-
nal value. While this is not so detrimental compared to the overestima-
tion case, this could lead to an increased number of execution cases for 
failure probability requirements bordering Θi = 10-2. At this point, 
however, we can use the minimum of executions cases predicted by the 
framework and the formula to be the ideal number of remaining execu-
tion cases required. Since our framework is more geared towards reli-
ability assessment for mission critical systems, the assessment cost re-
duced by decreasing the number of execution cases always outweighs 
the cost of slightly underestimating P(H0). 

c) Boundary of the Framework and Formula calculations: The framework 
calculates the number of executions required for achieving a confi-
dence of C, and failure probability of Θi by using the formula, n = - 
( ln[((C Θi P(H1) ) / ((1- C) (1 - Θi) P(H0) ))+1] / ln (1-Θi) ) – 1 
However, if P(H0) = Θi, then the above formula reduces to, n = ( ln(1- 
C) / ln (1 - Θi) ) – 1, which is the input-domain reliability formula. 

Due to the enormous number of execution cases required for testing the 
performance of framework for very lower values of Θi and higher C, we per-
form the framework validation for C=0.9; Θi = 10-1. Table 11.4 lists the num-
ber of additional executions required for various components to achieve the 
failure rate of Θi = 10-1, with confidence C=0.9. We subjected the components 
for the additional executions and noticed that no errors have been recorded. If 
an error has been recorded, then that means we underestimated the number of 
execution cases required and, thus, more executions need to be performed. 
With no failures from the service after additional executions, we certify with 
90% confidence that the service is indeed reliable with failure rates less than 
Θi = 10-1.  

11.5 Conclusions 

We presented a methodology to combine additional evidences in the form 
of operational data of the services/components with testing data for better reli-
ability estimates of a system. The number of times the input subdomains of 
each service/component are invoked is stored and not the actual inputs. This 
greatly reduces the memory needed to store the data. Software metrics are 
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used as additional sets of information to help with the reliability diagnosis 
process. A technique was presented to combine data from “similar” compo-
nents. The reliabilities of the components are monitored by performing dy-
namic reliability assessment using MBR and BBN techniques. Any decrease 
in the reliability estimate below a certain threshold raises an alarm. This type 
of proactive monitoring is very helpful for enhancing the overall dependability 
of mission-critical systems. 

There are several interesting future research directions. Some areas of re-
search include defining the entire monitoring process including the parameters 
to monitor, the frequency of monitoring the components, and developing effi-
cient and fast retrieval techniques to determine whether an execution of a 
component is successful or not. Other research aspects include developing 
mathematical theories that can better explain the assignment of BBN node 
probabilities and procedures to include results of other evidences, such as veri-
fication and validation. Effective and efficient storage mechanisms for the col-
lected dynamic data and providing mechanisms for real-time alerts in case of 
system failure during dynamic monitoring are some other research issues that 
need further investigation. 
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12 Model, Properties, and Applications of 
Context-Aware Web Services 

Stephen J.H. Yang1, Jia Zhang2, Angus F.M. Huang1 

Abstract Context-aware Web services is a seamless interaction between service 
requestors and services considering both contextual requirements of services and 
contextual conditions of the service requestors. We envision that providing con-
text-aware Web services is the first step toward the ultimate goal of e-services by 
delivering right services from right partners at right time. This chapter aims for the 
models, properties, and applications of context-aware Web services by developing 
an ontology-based context model, and identifying context-aware applications as 
well as their properties. We have developed an ontology-based context model to 
enable formal description and acquisition of contextual information pertaining to 
service requestors and services. The context model is supported by context query 
and phrased acquisition techniques. We will also report three context-aware appli-
cations built on top of our context model as a proof-of-concept to demonstrate 
how our context model can be used to enable and facilitate in finding right ser-
vices, right partners (collaborators), and right information (content presentation). 

12.1. Introduction 

One of the essential goals of the Web services technology is to help ser-
vice requestors dynamically discover and locate desired services. However, 
the lack of taking contextual information into account usually leads to low-
recall, low-precision and irrelevant results using current services discovery 
techniques. For example, if a service requestor is using a wireless phone as a 
receiver, delivering a desktop-based application may not be appropriate; if a 
service requestor is in a meeting, delivering an audio-based application may 
also be undesirable. 
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The objective of context-aware Web services provision is to enhance Web 
services provision a step further from providing services at anytime anywhere 
toward at the right time and right place with right services. As people are con-
stantly on the move in nowadays heterogeneous working environment, re-
sources (e.g., computational devices and communication network coverage) 
are more frequently prone to change due to physical location changes. There-
fore, in the process of a service consumption, a service requestor may need to 
smoothly switch to different levels of services or even different services to 
adapt to the ever-changing environment (i.e., context), especially when a gross 
mismatch between resource requirements and supplies occurs. Meanwhile, 
people tend to continue to work on the move. Thus, more and more handheld 
devices (e.g., Personal Digital Assistants (PDAs) and mobile phones) have 
been used to access Web services via mobile communication. Nevertheless, 
most of the existing Web services are not originally designed for handheld de-
vices. As a result, tools and mechanism are needed to provide users opportuni-
ties to experience transparent and seamless services provision. 

Context-aware services provision is a mechanism enhancing Web service 
accesses based on users’ varying characteristics and situated environments. In 
a mobile environment, users usually work with handheld devices, which are 
featured with good mobility but limited computational capabilities and display 
sizes. In addition, users’ access conditions change more frequently in a mobile 
environment than in a traditional Web-based environment [1]. For example, 
users may need to access Web services while they are driving or in a meeting. 
Therefore, to achieve the goal of context-aware Web services, it is essential to 
provide personalized and adaptive services according to users’ situated envi-
ronments. In this chapter, the two terms “users’ situated environment” and 
“context” are used interchangeably, both referring to surrounding information, 
from either service requestors or services, which may impact service execution 
including computational devices, communication network, lighting, noise 
level, location, activity, and time [2][3]. We summarize the characteristics of 
context-aware Web services and their requirements in the following eight as-
pects: mobility, location awareness, interoperability, seamlessness, situation 
awareness, social awareness, adaptability, and pervasiveness. 

 
(1) Mobility: The continuousness of computing capability while moving 

from one position to another. Requirements include mobile comput-
ing on portable devices with embedded software. 

(2) Location awareness: The capability of detecting and identifying the 
locations of persons and devices. Requirements include outdoor po-
sitioning and indoor positioning. 

(3) Interoperability: The capability of interoperable operation between 
various standards of resource exchange and services composition 
and integration. Requirements include standards of content, ser-
vices, and communication protocols. 
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(4) Seamlessness: The capability of providing an everlasting service 
session under any connection with any device. Requirements in-
clude state transition of network roaming and service migration. 

(5) Situation awareness: The capability of detecting and identifying 
person-situated scenarios. Requirements include knowing what a 
person is doing with whom at what time and where. 

(6) Social awareness: The capability of knowing who are socially re-
lated? What do they know? And what are they doing at one moment? 
Requirements include knowing social partners’ knowledge compe-
tence and social familiarity. 

(7) Adaptability: The capability of dynamically adjusting 
services/contents depending on users’ needs. Requirements include 
knowing people’s accessibility and preferences. 

(8) Pervasiveness: The capability of providing intuitive and transparent 
way of service/content access. Requirements include predicting 
what users want before their explicit expressions. 

 
The characteristics of context-aware Web services pose significant chal-

lenges. Among others, such characteristics and constraints should be formal-
ized with requirements specification, so that they can be precisely defined and 
captured in order to better satisfy the demands of a mobile environment. 

For better explaining why contextual information is necessary for proper 
services provision and better explaining our solution, let us consider an exam-
ple scenario that will be used throughout this chapter. Steve is a manager, who 
just finished a product presentation in a trade fair and finds a “Web business 
meeting” service to remotely discuss some timely issues (find socially related 
partners). The “availability” of the service must be 99% or above (meet loca-
tion-aware QoS requirement). During the Web meeting, Steve communicates 
with his colleagues using various devices for exchanging multimedia-based in-
formation (provide device-independent content adaptation). After thirty min-
utes of “Web business meeting,” Steve needs to drive back to his office for a 
pre-scheduled face-to-face meeting with another customer. He wants to con-
tinue the “Web business meeting” seamlessly with his colleagues while he is 
driving (provide situation-aware seamless interoperability). Hence, Steve 
needs to automatically switch to “PDA-based Web business meeting.” 

Based on Steve’s requirements, a published Web service entitled “Web 
business meeting” may be a qualified candidate, which can support both PCs 
and PDAs via wireless LAN and General Packet Radio Service (GPRS), re-
spectively, with a guarantee of 99% even when users are physically moving. 
However, it should be noted that many other contextual information could also 
affect how well Steve is served. For example, who else attend the conference? 
Who are Steve’s colleagues and what are they doing during the meeting? 
What if Steve’s colleagues are not available at the time? Could Steve find 
some other information or people with proper expertise? What kind of net-
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work channels and devices will Steve use to connect to the Web? How will 
various situations (e.g., driving) affect Steve’s device usage, network access 
and services delivery? As everyone knows, it is dangerous to pay attention to 
the video screen in video meeting while driving. Therefore, the context-aware 
Web service will adapt Steve’s video meeting service to audio meeting service 
according to his contextual information such as movement or driving. The 
service adaptation will make the original activity continuously and will con-
cern about the feasibility of the active user. All of these kinds of contextual in-
formation need to be considered in order to provide better services provision 
according to Steve’s requirements and conditions at the moment. 

The main theme of this chapter is the development of a context model and 
three context-aware applications built as proof-of-concepts. We have devel-
oped a context model to formally describe and acquire contextual information 
pertaining to service requestors and services. Based on the model, we have 
built three context-aware applications for demonstrating how to find right ser-
vices, right partners (collaborators), and right information (content presenta-
tion). In this chapter, we refer the so-called “right” as “context-aware.” The 
terms “partners” and “collaborators” are used interchangeably, and the same 
are the terms “information” and “content.” 

12.2 Related research 

12.2.1 Web services and semantic Web 

The emerged Web services technology provides a flexible and efficient 
approach to reuse existing Web-based applications and services. Web services 
technology concentrates not only on interoperability but also on how to de-
scribe, publish, locate, and invoke Web services. A number of standards and 
specifications have contributed to the development of Web services, such as 
WSDL (http://www.w3.org/TR/WSDL), SOAP (http://www.w3.org/TR/soap), 
and UDDI (http://www.uddi.org/). A service provider can thus describe a ser-
vice in a standard language (e.g., WSDL) to specify what the service can do 
and how to invoke it. A service registry (e.g., UDDI) creates a standard inter-
operable platform that enables businesses and applications to quickly, easily, 
and dynamically locate Web services over the Internet. SOAP serves as a 
communication standard language. However, the above Web service infra-
structure can only behave well in syntactical level and lacks semantic support 
for inferential capability. This motivates Web services a step further to seman-
tic Web [4]. 
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Semantic Web description languages, such as DAML+OIL (http:// 
www.daml.org/) and Web Ontology Language (OWL, 
http://www.w3.org/TR/owl-features/), provide predicate-like and description 
logic-based annotation of Web services to encourage inferential procedures on 
annotated Web services. The combination of semantic Web’s expressive 
power and Web service infrastructure results in the concept of semantic Web 
services. As the first step toward semantic Web services, OWL-S 
(http://www.daml.org/services/owl-s/1.1/overview/) is a specific application 
for Web services by applying OWL on a service’s capability representation. It 
supports Web service providers with a core set of markup language constructs 
for describing properties and capabilities of their Web services in an unambi-
guous, machine-interpretable way. We choose OWL-S as the implementation 
language for our context-aware Web services. 

Service oriented architecture (SOA) is a conceptual model that inter-
relates services through well-defined interfaces and contracts between them. 
The interfaces are defined in a neutral manner independent of hardware plat-
forms, operating systems, and programming languages in which the services 
are implemented. This allows services built on a variety of such systems to in-
teract with each other in a uniform and universal manner. Three fundamental 
roles exist in SOA - service provider, service requestor, and service match-
maker. A service provider publishes services to matchmakers. A service re-
questor sends requests to the matchmakers when services are needed. A 
matchmaker performs service matching to find available services on behalf of 
service requestors. While Web services are moving toward semantic Web, 
matchmakers in SOA also favor semantic-based service matchmaking. 

LARKS is a semantic matchmaker that performs both syntactic and se-
mantic matching [5]. It can identify different degrees of partial matching 
based on five filters: context matching, profile matching, similarity matching, 
signature matching, and constraint matching. Requestors can select any de-
sired combination of these filters based upon different concerns, such as effi-
ciency and computation cost. DAML-S/UDDI is another semantic match-
maker that expands UDDI to provide semantic matching [6]. It can perform 
inferences based on assumption hierarchy leading to the recognition of seman-
tic matches regardless of their syntactical differences. DAML-S/UDDI adopts 
a flexible matching strategy based on inputs and outputs to identify similarities 
between requests and services’ advertisements. However, although DAML-
S/UDDI matchmaker expands the functionality of UDDI registry to enable ca-
pability matching, it does not take requestors’ contextual information into ac-
count. Requestors may receive some invalid services, and they need to manu-
ally verify all retrieved services. In contrast, our context-aware SOA can 
provide automatic and better contextually matched services to meet request-
ors’ contextual requirements. 
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12.2.2 Context and context-aware applications 

Context can be interpreted differently from various perspectives. In this 
research, we will address context from the aspect of mobile and pervasive 
computing. Schilit, Adams, and Want [3] point out that one of the major chal-
lenges of mobile computing is how to exploit the changing environment with a 
new class of applications that are aware of context. They believe context en-
compasses more than just people’s locations; instead, context should also in-
clude environment’s lighting, noise level, network communication, and even 
people’s social situation. They also believe that context-aware applications 
should be able to adapt to changing environment according to the location of 
use, a collection of nearby people, hosts, and accessible devices, as well as 
changes to such things over time. 

Dey & Abowd [2] define context as “any information that can be used to 
characterize the situation of an entity. An entity is a person, place, or object 
that is considered relevant to the interaction between a user and an applica-
tion, including the user and application themselves.” They point out that cer-
tain types of context that are, in practice, more important than others, such as 
identity, location, activity, and time. Given a person’s identity, one can ac-
quire many pieces of related information, such as the person’s contact infor-
mation and preferences. Given a person’s location information, one can de-
termine what other resources or people are nearby and what activity is 
occurring close to the person. Given a timestamp or a time frame, one can find 
out what events are taking place or what activities have occurred at the same 
time. Based on the four primary context types, Dey and Abowd [2] further de-
fine a context-aware system one that “uses context to provide relevant infor-
mation and/or services to the user, where relevance depends on the user’s 
task.” They also refer context-aware applications as applications that auto-
matically provide information and take actions according to the user’s present 
context as detected by sensors. In addition, context-aware applications look at 
who’s, where’s, when’s and what’s (that is, what a person is doing), and use 
this information to determine why the situation is occurring. 

Besides the aforementioned definitions, many comprehensive survey arti-
cles and special issues on journals cover context and context-aware applica-
tions. Readers can refer to articles such as Dey and Abowd’s [2] “Toward a 
Better Understanding of Context and Context-awareness,” Korkea-aho’s [7] 
“Context-Aware Applications Survey,” and Chen and Kotz’s [8] “A Survey of 
Context-Aware Mobile Computing Research”. 

There are also many research efforts on the development of toolkits sup-
porting context-aware services provision, including HP’s Cooltown project [9], 
Dey’s Context Toolkit [10], CB-SeC framework [11], and Gaia middleware 
[12]. These toolkits either provide functionalities to help service requestors 
find services based on their contexts or enable content adaptations according 
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to requestor’s contextual information. 
Mostefaoui and Hirsbrunner propose a formal definition of service context 

to model a service’s contextual information [13]. Lemlouma and Layaida pro-
pose a framework to assert metadata information of Web contents [14]. They 
both use Composite Capabilities/Preferences Profiles (CC/PP) as interoperable 
context representation to enable communication and negotiation of device ca-
pabilities and user preferences in terms of a service invocation. Zhang et al. 
further propose extensions to CC/PP to enable transformation descriptions be-
tween various receiving devices [15]. Besides, several OWL-based context 
models are presented [16][17][18] to provide high-quality results of services 
discovery beyond the expressive limitations of CC/PP. These researchers all 
utilize ontology to describe contextual information including location, time, 
device, preference, and network. 

However, existing context definitions focus on either service requestors or 
services alone. We argue that effective and efficient context-aware services 
provision needs to consider from both sides. In contrast to aforementioned re-
lated work, our approach stands out from three aspects: (1) we formalize an 
ontology-based context model serving both services and service requestors; (2) 
we provide comprehensive real-time context acquisition methods; (3) we em-
ploy a semantic matchmaking algorithm to enhance the recall and precision of 
context-aware applications from services discovery. 

12.3 Context model 

We develop a context model to support formal definition and acquisition 
of context descriptions. Conceiving context-awareness as an interactive model 
between service requestors and services, we define the term “context” from 
the perspectives of both parties. From a service requestor’s perspective, con-
text is defined as the surrounding environment affecting her services discovery 
and access, including a requestor’s profiles and preferences, or network chan-
nels and devices used to connect to the Web. From a service’s perspective, 
context is defined as the desired surrounding environment affecting services 
delivery and execution, such as service profiles, networks and protocols for 
service binding, devices and platforms necessary for service execution, and so 
on. In order for a service to function appropriately, its target service re-
questor’s context must meet its required service context. Our context model 
comprises context description and context acquisition, as will be addressed as 
follows. 
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12.3.1 Context description 

Based on the four primary context types (identity, location, activity, and 
time) defined by Dey & Abowd [2], we have developed an ontology-based 
context model, which is illustrated in Figure 12.1. Two types of context on-
tologies, requestor ontology and service ontology, are developed for describ-
ing requestors and services, respectively. The major differences between the 
two ontologies are their definition profiles. The requestor ontology contains 
profiles describing four primary context types: personal profile, identify pro-
file, calendar profile, and social profile. A personal profile is used to describe 
a requestor’s identity and preferences. A location profile is used to describe 
location. A calendar profile is used to describe what, when, and where an ac-
tivity occurs as well as whom are with the requestor. A social profile is one of 
the important supporting mechanisms in social awareness by knowing re-
questors’ social relations such as who are their partners? What do they know? 
And what are they doing at a certain time point? The service ontology is 
OWL-S-based and contains service profiles describing the input, output, pre-
condition, and effect of service execution. Please be noted that the attributes 
listed in Figure 12.1 is selected for ease of illustration; the actual contextual 
information could be much more complicated in the real world. 

Other than the profiles, both requestor ontology and service ontology de-
fine Quality of Service (QoS) and environment profiles. A QoS profile con-
tains functional and non-functional constraints. Functional QoS constraints 
can be described by response time and throughput; non-functional QoS con-
straints can be described by reliability, availability, and cost. An environment 
profile is used to describe computing and communication environment that 
contains network constraints, situated conditions, and device constraints. Net-
work constraints can be used to describe the types of communication proto-
cols, such as GPRS, 3G, VoIP, and WiFi. Situated conditions can be used to 
describe requestors’ situations, for example, whether they are in a meeting or 
in a driving condition. Device constraints are used to describe a device’s 
hardware and software configurations, which can be defined by Composite 
Capabilities/Preferences Profile (CC/PP) and User Agent Profile (UAProf) as 
enabling techniques. 

On the other hand, context information is often kaleidoscopic in different 
environment, situation even specific goal. In fact, one context model is not 
easy to cover overall contextual information for specific situation due to the 
essence of context. Therefore, it is the reason that we use ontology-based rep-
resentation to define the context model. The ontology-based OWL-S proposes 
a powerful description capability with scalability and flexibility. We can ex-
tend concepts into the original ontology with given relationship. From the 
view of scalability, this context model allows users adding/deleting concepts 
in the Service Ontology and Requester Ontology for expanding/narrowing the 
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description scope of this model. From the view of flexibility, this context 
model allows users flexibly modifying original concepts within the Service 
Ontology and Requester Ontology for changing the intention or meaning to 
achieve different expressing. After these modifications, the new OWL-S de-
scription needs to be verified by some reasoner for keeping the ontology rea-
sonable and no conflict. We embedded the Protégé Ontology Editor and 
RACER Reasoner in the context-aware Web services system to let users reedit 
the Service Ontology and Requester Ontology for their particular requirements 
and to reason the new ontology with some logic checking such as consistency, 
subsumption, classification and unintended relationships. Correspondingly, the 
inference rules operating with the modified OWL-S model are needed to be 
changed for logical consistency. We also combine the JESS inference engine 
within the context-aware Web services system to verify the new rules modi-
fied. 
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Fig.12.1 Context ontology including requestor ontology and service ontology 
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12.3.2 Context acquisition 

With our ontology model, both service requestors and services can define 
their contextual information individually. We then define context acquisition 
as a process of obtaining the values of the defined properties from both sides 
using the requestor ontology and service ontology. By decoupling the context 
acquisition functions from the context-aware services, we enable the reuse of 
existing context acquisition functions for various services. As shown in Figure 
12.2, we design a three-phase context acquisition mechanism: 

 
(1) form-filling, 
(2) context detection, and 
(3) context extraction. 

 
In the form-filling phase, contextual information is acquired directly from 

requestors’ inputs. In the context detection phase, we utilize various sensing, 
recording and positioning systems (e.g., GPS, RFID, and sensor networks) for 
location detection. In the context extraction phase, contextual information is 
automatically derived from both requestor ontology and service ontology. In 
order to facilitate and automate the context acquisition process, we also devel-
oped a Context Acquisition Engine as an execution environment, as shown in 
Figure 12.2. It is worth noting that we designed and implemented every com-
ponent of the engine as a self-contained Web service, while the entire engine 
is also implemented as a Web service. 

  
Fig.12.2 Context acquisition mechanism 
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The first phase form-filling is used to construct service requestor ontolo-
gies based upon user-submitted inputs, e.g., personal profile, preferences, cal-
endar profile, and social profile. We implemented a GUI editor to prompt, re-
ceive, and organize input information. As shown in Figure 12.2, a portal Web 
service is designed to serve all three phases. It also keeps historical contextual 
information that can be used to predict requestors’ requesting behaviours and 
patterns. In other words, the portal helps to construct requestors’ preferences 
automatically. In the form-filling phase, obtained requestor-inputted contex-
tual information is stored in the portal. 

The goal of the context detection phase is to complement and refine con-
textual information during the run time. We have designed and implemented 
two Web services to facilitate the process: a requestor detection service and a 
service detection service. Their architectural design and implementation de-
tails can be found in our previous report [19]. On the service requestor side, 
smart devices and sensor networks are utilized to detect and react to the re-
questors’ surrounding environments. For example, when a requestor logs in, 
our engine detects and analyzes the kind of devices and network channels the 
requestor is using so as to build device profile and environment profile for the 
requestor, respectively. The information retrieved is then stored in the portal. 
On the service side, our portal creates queries and connects to UDDI registries 
to retrieve contextual information of candidate services. 

It should be noted that our environment is equipped with a set of location 
detection Web services, which can be automatically invoked based on re-
questors’ actual contexts. For example, if a requestor is outside of a building, a 
GPS location detection service will be invoked to return her location in terms 
of building name or number; if the requestor is inside of a building, an indoor 
tracking service provided by RFID or sensor network will be invoked to return 
her location in terms of room numbers. Once the location is positioned, our lo-
cation detection services can further decide whether to disclose the location 
based on requestor’s privacy preferences. One thing worth noting is that in our 
environment, we consider privacy preferences in a dynamic manner and they 
can be adjusted based on location and temporal constraints. For example, if a 
requestor is in her office during office hours, she is willing to disclose her of-
fice number to her students. If she is out of town in a trip, however, she may 
only disclose her position to her colleagues and family members. 

The formal definition of a location profile is as follows. It is defined as a 
four-element tuple: identifier, privacy setting, location type, and location de-
tails. Privacy setting can be either public or private, indicating whether the lo-
cation information can be published or should be kept private. Location type 
can be either indoor or outdoor, which can be used to activate proper location 
detection devices. 

 
Location_profile = {id, privacy, type, location} 
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privacy = {public | private} 
type = {indoor | outdoor} 

 
Under some circumstances, requestors’ contexts may not be detected ex-

plicitly. Using our scenario earlier, assume at some point of time (e.g., 
10:15am) when Steve is driving to his client, the connection is lost and the de-
vices cannot directly detect his activity. By checking his calendar profile and 
social profile, it can be deducted that he is in a meeting with his colleagues. 
The formal definition of a calendar profile is as follows. It is defined as a six-
element tuple: identifier, privacy setting, activity, time, attendee list, and loca-
tion. Privacy setting can be either public or private, indicating whether the ac-
tivity can be published or should be kept private. Activity is a (title, descrip-
tion) pair describing the brief and detailed information of the event. Time 
specifies the starting and ending timestamps of the activity. 

 
Calendar_profile = {id, privacy, activity, time, attendee+, location} 

privacy = {public | private} 
activity = {title, description} 
time = {begin(yyyy:mm:dd;hh:mm), end(yyyy:mm:dd;hh:mm)} 

In the third phase, context extraction is defined as a process to derive con-
textual information from requestors’ preferences and profiles. Comprehensive 
contextual information can be extracted combining static and dynamic ap-
proaches. As shown in Figure 12.2, the static context extraction elicits a re-
questor’s default context from her predefined preferences and personal pro-
files; the dynamic context extraction deduces a requestor’s actual context from 
her calendar profiles and social profiles. 

A social profile can be used to find the most related partners when a re-
questor’s personal profiles do not reveal her contextual information. The strat-
egy is to query every partner’s calendar profiles to deduce the events associ-
ated with the target requestor. Note that a requestor can have various types of 
partners such as friends, team members, organization members, or simply 
community members. Partners are in turn classified by their expertise of 
knowledge domains with different degrees of proficiency and trust. The for-
mal definition of a social profile is as follows. It is defined as a three-element 
tuple: identifier, privacy setting, and a list of partners. Privacy setting can be 
either public or private, indicating whether the social relationship information 
can be published or should be kept private. Each partner is in turn defined as a 
three-element tuple: partner’s identifier, knowledge expertise, and social rela-
tionship with the requestor. 

 
Social_profile = {id, privacy, partners*} 

privacy = {public | private} 
partners = {id, knowledge_association, social_association} 
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It is wroth noting that we consider privacy issue not only for location pro-

files, but also for calendar and social profiles. The profile owner can decide to 
make her profile public or private. In addition, the profile owner can explicitly 
assign who has the right to review her social interaction and trace her location 
and calendar. We have implemented a content acquisition system using JESS 
[20], a rule engine for the Java platform. 

13.3.3 System implementation 

Corresponding to the motivation example illustrated in the Introduction 
Section, by checking Steve’s calendar profiles and social profiles, it can be in-
ferred that at a given time, he is in a Web meeting with his colleagues re-
motely. Location detection services can locate Steve’s position and read his 
calendar and social profiles and may find out where he is at a time point, what 
he is doing, and the person with whom he is currently working. Therefore, 
context-aware Web services can provide appropriate services to better match 
Steve’s contextual changes. 

Besides deriving contextual information, additional queries can be raised 
to derive more comprehensive contextual information. Let a given time be 
“2006:09:06:10:00”, which denotes 10:00 o’clock in the morning of Sept. the 
6th, 2006. We can construct JESS rules to query contextual information, as 
shown in the examples below. 

 
;; Facts for describing calendar profile  
 (deftemplate Calendar "define calendar profile"  
                (slot Person-ID) 
                (slot Location) 
                (slot Activity) 
                (slot Time) 
                (slot Privacy) 
                (slot Attendee)) 
;; Facts for describing social profile 
(deftemplate Social " define social profile " 
                (slot Person-ID) 
                (slot Privacy) 
                (slot Partner)) 
;; Facts for describing environment profile 
(deftemplate Environment " define environment profile " 
                (slot Person-ID) 
                (slot Network) 
                (slot Situation) 
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                (slot Device)) 
(deftemplate QoS " define quality of service profile " 
                (slot Person-ID) 
                (slot FuncReq) 
                (slot NonFuncReq)) 
 
;;  context-aware inference rules 
(defrule   Q1  ((Calendar ((Person-ID ?personID&Steve) (Time ?time& 

“2006:09:06:10:00”))) 
                  =>   
                  (assert (Calendar (Person-ID ?personID) (Activity ?activ-

ity)))) 
(defrule   Q2  ((Calendar ((Person-ID ?personID&Steve) (Time ?time& 

“2006:09:06:10:00”))) 
                  =>   
                  (assert (Calendar (Person-ID ?personID) (Location ?loca-

tion)))) 
(defrule   Q3  ((Calendar ((Person-ID ?personID&Steve) (Time ?time& 

“2006:09:06:10:00”))) 
                  =>   
                  (assert (Calendar (Person-ID ?personID) (Attendee ?atten-

dee)))) 
(defrule   Q4  ((Calendar ((Person-ID ?personID&Steve) (Time ?time& 

“2006:09:06:10:00”))  
(Social ((Person-ID ?personID&Steve) 

(Partner ?partnerID))) 
                  =>   
                  (assert (Calendar (Person-ID ?partnerID) (Activity ?activ-

ity)))) 
(defrule   Q5  ((Calendar ((Person-ID ?personID&Steve) (Time ?time& 

“2006:09:06:10:00”)  
(Location ?location))  
(Environment ((Person-ID ?personID) 

(Location ?location))) 
                  =>   
                  (assert (Environment ((Person-ID ?personID) (Net-

work ?network) (Device ?device)))) 
(defrule   Q6  ((Calendar ((Person-ID ?personID&Steve) (Time ?time& 

“2006:09:06:10:00”)  
(Location ?location))  
(Environment ((Person-ID ?personID) 

(Location ?location))) 
                  =>   
                  (assert (Environment ((Person-ID ?personID) (Situation ?si-
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tuation)))) 
 
(defrule   Q7  ((Calendar ((Person-ID ?personID&Steve) (Time ?time& 

“2006:09:06:10:00”)  
(Location ?location))  
(QoS ((Person-ID ?personID))) 

                  =>   
                  (assert (QoS ((Person-ID ?personID) (FuncReq ?funcReq) 

(NonFuncReq ?non-funcReq)))) 
 
The constructed JESS rules can be used to answer the following questions, 

given the personID as “Steve” and the time as “2006:09:06:10:00”. Who else 
is attending the conference? Who are Steve’s colleagues and what are they do-
ing during the meeting? What if Steve’s colleagues are not available at the 
time? Can Steve find some other information or people with proper expertise? 
What kind of network channels and devices is Steve using to connect to the 
Web? What will the different situations, (e.g., driving,) affect Steve’s device 
usage, network access and services delivery? The purposes of the defined 
JESS rules are summarized in the following Table 12.1, with the query num-
bers matched to those specified in the rules above. 

Table 12.1 JESS rules for service inference 

Query# Query 

Q1 What is the conference Steve attends? 

Q2 Where is the conference held? 

Q3 Who else attend this conference? 

Q4 Who are Steve’s colleagues and what are they doing during 
the conference? 

Q5 What kind of network and device is Steve using to connect 
to the Web? 

Q6 What is Steve’s current situation? 

Q7 What are Steve’s default and required quality require-
ments? 
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12.4 Context-aware applications 

Based on the definitions of context model and the contextual information 
entailed from the context acquisition, we built three context-aware applica-
tions for demonstrating how to find right services, right partners (collabora-
tors), and right information (content presentation) using our proposed ap-
proach. 

12.4.1 Context-aware services discovery for finding right services 

Based on the requestor ontology and the service ontology defined in the 
context model, we have developed context-aware service oriented architecture 
(CA-SOA) for providing context-aware services discovery. As shown in Fig-
ure 12.3, CA-SOA consists of three components for context-aware services 
discovery and integration: 

 
(1) an agent platform (comprising service agents, broker agents, and request 

agents), 
(2) a service repository (including service profiles and service ontology), and 
(3) a semantic matchmaker (including a context reasoner and a service plan-

ner). 
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Fig. 12.3 Context-aware SOA 

Three types of agents are identified in this CA-SOA: service agents, bro-
ker agents, and request agents. By extending the three roles from the current 
SOA model with context-enabled features, these agents enhance context-
aware service description, publication, registration, discovery, and access. As 
shown in Figure 12.3, a service agent helps service providers formally de-
scribe their services and wrap the services with contextual descriptions, and 
then sends the services with contextual descriptions to a broker agent. A re-
quest agent helps service requestors formally define their service requests and 
wrap the requests with requestors’ surrounding contexts, and then sends the 
requests with requestor’s contextual descriptions to the broker agent. A broker 
agent takes the service publishing requests from the service agent and saves 
the service descriptions and service contextual descriptions into the service 
profiles and the service ontology, respectively. Then the broker agent can take 
the requests from the request agent and initiates a context-aware semantic 
matchmaking process. 

Context-aware semantic matchmaking consists of two consecutive phases, 
capability matching and context matching, handled by a service planner and a 
context reasoner, respectively. As shown in Figure 12.3, our service repository 
is designed to encompass a general UDDI Registry associated with service 
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profiles and service ontologies. If the required services cannot be found by the 
capability matching in the UDDI Registry, the semantic matchmaker will pro-
ceed context matching. The context reasoner decomposes a service request 
into a set of sub-requests, based on requestors’ ontology sent along with the 
service request by the request agent. The service planner performs a capability 
matching process to schedule an integrated composite service based on the de-
composed request. We have implemented broker agents to conduct context-
aware services discovery based on the two context ontologies. 

In capability matching phase, we utilized the DAML-S/UDDI methodol-
ogy [6] that uses IN and OUT to find a set of Web services with capabilities 
matching the requests. In more detail, our capability matching strategy is 
based on inputs and outputs to identify the similarities between requests and 
service’s advertisements. Three matching degrees are defined in capability 
matching - exact match, plug-in match, and subsumed match. (INReq and 
OUTReq denote the inputs and outputs of a request, while INPub and OUTPub 
denote the inputs and outputs of a published service.) 

 
1. Exact match: A published service exactly fulfills a request’s require-

ments. Both the inputs and outputs of the published service match the 
request’s requirements, i.e., INPub= INReq and OUTPub = OUTReq. 

2. Plug-in match: A published service sufficiently fulfills a request’s re-
quirements. The outputs of the published service provides more de-
tailed information than the request’s requirements, or the inputs of the 
published service require less specific information than the request’s 
requirements, i.e., OUTReq⊂OUTPub or INPub⊂ INReq. 

3. Subsumed match: A published service only partially fulfills a request’s 
requirements. The outputs of the published service provide less infor-
mation than the request’s requirements, or the inputs of the published 
service require more detailed information than the request’s require-
ments, i.e., OUTPub⊂OUTReq or INReq⊂ INPub. 

 
In context matching phase, we refine our queries. In more detail, we have 

utilized broker agents, as show in Figure 12.3, to handle the context-aware 
services discovery. Broker agents help service repositories to maintain refer-
ences of service profiles published by service agents. Note that they only keep 
references while the service agents keep the original service ontology. Service 
agents thus need to inform broker agents whenever service profiles are up-
dated. Broker agents also provide caching mechanisms to improve search per-
formance when the same service is requested by multiple requestors. As 
shown in Figure 12.3, the algorithm of broker agents-enabled context-aware 
semantic matchmaking can be summarized as follows. 

 
(1) A request agent sends a request wrapped with requestor’s contex-

tual information to a broker agent. 
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(2) The broker agent forwards the request to the semantic matchmaker 
to perform capability matching. 

(3) If no matched service can be found, the semantic matchmaker will 
decompose the request into sub-requests based on requestor’s con-
textual information, and repeat capability matchmaking in Step 2 
for each sub-request. 

(4) The semantic matchmaker returns matched services to the broker 
agent. 

(5) The broker agent replies the matched services to the request agent. 
 
Using our motivation example again, Steve’s request for a context-aware 

“Web meeting” is formally defined as follows in Resource Description 
Framework (RDF). His context could be changed due to social interaction, lo-
cation, calendar events, switching devices and networks. The request agent 
will perform context wrapping to transform Steve’s request to be context-
aware. Due to the page limitation, we only show part of the transformed 
OWL-S code with contextual description of the request. The meeting caller is 
Steve who is using either NB or PDA to access Web meeting service via 
10Mbps bandwidth. Steve’s service request requires the “availability” of the 
meeting service is 99% or above. Such a meeting requires both audio and 
video devices. In addition, the service is required to support both the meeting 
mode (with Audio Off) and the driving mode (with Video off). 

 
<?xml version="1.0"?> 
<rdf:RDF> 
<owl:DatatypeProperty rdf:ID="Social_Owner_Name"> 
    <rdfs:domain rdf:resource="#Social_Owner"/> 
    Steve 
    <rdfs:range 

rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
</owl:DatatypeProperty> 
<owl:DatatypeProperty rdf:ID="Default_Value_of_Device"> 
  <rdfs:range 

rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
    NB, PDA 
    <rdfs:domain rdf:resource="#Preferences"/> 
  </owl:DatatypeProperty> 
  <owl:DatatypeProperty rdf:ID="Bandwidth"> 
    <rdfs:range 

rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
    10Mbps 
    <rdfs:domain rdf:resource="#Functional_Constraints"/> 
</owl:DatatypeProperty> 
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<owl:DatatypeProperty rdf:ID="Availability"> 
    <rdfs:domain rdf:resource="#Non-functional_Constraints"/> 
    99% 
   <rdfs:range 

rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
</owl:DatatypeProperty> 
<Situation rdf:ID="Meeting"/> Audio Off 
<Situation rdf:ID="Driving"/> Video Off 
</rdf:RDF> 

 
The following segment of OWL-S code represents one candidate service 

that satisfies the above requests. It is entitled “Web business meeting,” which 
can be used by either NB or PDA devices via wireless WLAN or GPRS with 
99% availability for any requestors who are out of office. 

 
<owl:DatatypeProperty rdf:ID="Service_Name"> 

<rdfs:range 
rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 

Web business meeting 
</owl:DatatypeProperty> 
<owl:DatatypeProperty rdf:ID="Availability"> 
    <rdfs:domain rdf:resource="#Non-functional_Constraints"/> 
    99% 
    <rdfs:range 

rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
</owl:DatatypeProperty> 
<owl:DatatypeProperty rdf:ID="Network"> 

<rdfs:range 
rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 

Wireless_LAN, GPRS 
</owl:DatatypeProperty> 
<owl:DatatypeProperty rdf:ID="Platform"> 
    <rdfs:domain rdf:resource="#Software"/> 
    NB, PDA 
    <rdfs:range 

rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
</owl:DatatypeProperty> 
<owl:DatatypeProperty rdf:ID="OS"> 
  <rdfs:range 

rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
  Windows NT, Windows XP 
  <rdfs:domain rdf:resource="#Software"/> 
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</owl:DatatypeProperty> 
<owl:DatatypeProperty rdf:ID="Browsers"> 
  <rdfs:range 

rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
  Microsoft IE, Mozilla Firefox, Netscape 
  <rdfs:domain rdf:resource="#Software"/> 
</owl:DatatypeProperty> 

 

12.4.2 Context-aware social collaborators discovery for finding 
right partners 

As indicated by Cross, Rice, and Parker [21], social networks significantly 
effect how people seeking information to do their work. They pointed out that 
people often receive some combination of five benefits when seeking informa-
tion from other people (collaborators), solutions, meta-knowledge, problem 
reformulation, validation of plans or solutions, and legitimation from contact 
with a respected person [21].  

Based on the requestor’s social profiles defined in the context model, we 
can derive a personalized social network regarding the requestors’ social rela-
tions such as who are the requestors’ partners? What do they know? And what 
are their relationships? As the social profiles defined in the context model, we 
are interested to find a requestor’s partners (or collaborators) based on their 
knowledge association and social association. A person’s knowledge associa-
tion can be described by the person’s knowledge domain along with her profi-
ciency pertaining to this domain. A person’s social association indicates the 
person’s degree of social familiarity to her partners appeared in the social pro-
file. 

We use ACM Computing Classification System to classify domain of 
knowledge, and use Bloom taxonomy matrix [22] to classify requestors’ profi-
ciency in that domain. As shown in Figure 12.4(a) and 12.4(b), Bloom taxon-
omy is a matrix consisting of two dimensions: Knowledge dimension and 
Cognitive Process dimension. Knowledge dimension indicates the types of 
knowledge; Cognitive Process dimension indicates cognitive processing of 
knowledge. Each cell in the matrix is associated with a value ranging from 0 
to 1, representing the level of proficiency. For example, let Figure 12.4(a) and 
Figure 12.4(b) indicate two of Steve’s partners Albert and Christ’s knowledge 
proficiency regarding the knowledge domain of “Software Engineering,” re-
spectively. In Figure 12.4(a), the cell (Factual knowledge, Remember) has a 
value of (0.9), which indicates Albert is good at memorizing factual knowl-
edge about “Software Engineering.” In Figure 12.4(b), the cell (Conceptual 
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knowledge, Apply) has a value of (1.0), which indicates Chris is excellent at 
applying conceptual knowledge of “Software Engineering.” 

 
Fig. 12.4(a) Example of Albert’s Bloom taxonomy matrix 

 
Fig.12. 4(b) Example of Chris’s Bloom taxonomy matrix 

 
We will first discuss how to calculate requestor’s knowledge association. 

Consider a requestor i who requests for a partner possessing specific piece of 
knowledge k with proficiency denoted by ( )kBT . The computation to decide 
whether a partner j conforms to the request is as follows: 

 ( )( , ) ( ) ( ( ))T
k k kKA i j KP j BT i= •   

where 
( , )kKA i j : indicates the knowledge association from a requestor i to a part-

ner j, with respect to a certain domain of knowledge k. The 
higher the value is, the stronger association it is. ( , )kKA i j is a 
Bloom taxonomy matrix. 

KPk(j): The knowledge proficiency of the partner j with respect to a certain 
domain of knowledge k. KPk(j) is a Bloom taxonomy matrix. 

( ) ( )kBT i : indicates a requestor i requesting for a specific piece of knowledge 

k with proficiency ( )kBT . ( ) ( )kBT i is a Bloom taxonomy matrix. 
Using the motivation example presented in the Introduction Section, a re-

questor, Steve, requests for partners who have the knowledge proficiency of 
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applying conceptual knowledge of Software Engineering to solve problems. 
Based on the aforementioned equation, we found two colleagues, Albert and 
Chris, whose ( , )SEKA Steve Albert and ( , )SEKA Steve Chris are non-zero, mean-
ing both Albert and Chris conform to Steve’s request in terms of knowledge 
association. The detailed calculation of knowledge association is as follows. 

 Let 

0 0 0 0 0 0
0 0 1 0 0 0

( )
0 0 0 0 0 0
0 0 0 0 0 0

SEBT Steve

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

Let ( )SEKP Albert be the matrix as shown in Figure 12.4(a) and 
( )SEKP Chris be the matrix as shown in Figure 12.4(b): 

 ( )( , ) ( ) ( ( ))T
SE SE SEKA Steve Albert KP Albert BT Steve= •  

( , )SEKA Steve Albert =

0.9 0.8 0.4 0.4 0 0 0 0 0 0 0 0
0.3 0.3 0.2 0.1 0 0 0 0 1 0 0 0
0.6 0.5 0.3 0.2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

T
⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥•
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

 

=

0 0 0 0 0 0
0 0 0.2 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

 
After serialization, ( , )SEKA Steve Albert = 0.2. Similarly, we can compute 

that ( , )SEKA Steve Chris = 1, as shown below. 
 

( , )SEKA Steve Chris =

0.2 0.7 0.7 0.7 0.8 0.8 0 0 0 0 0 0
0.8 0.7 1.0 0.8 0.7 0.7 0 0 1 0 0 0
0.2 0.2 0.3 0.2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

T
⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥•
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦
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=

0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

 
We will now discuss how to calculate social association. The social asso-

ciation indicates how a requestor is associated with her partners described in 
her social profiles. For the requestor and her partner, as denoted by i and j re-
spectively, the social association between them is the product of the social re-
lationship tie and the social reputation: 

 SA(i,j) = ( , ) ( , )SRT i j SR i j×   

where  
SA: social association between requestor i and partner j. 
SRT: social relationship tie indicates how the requestor and her partner 

treat each other. 
SR: social reputation is confidence indicating the degree of trust from re-

questor i to partner j. 
 
Social relationship tie (SRT) indicates how the requestor and her partners 

treat each other. The requestor needs to specify her SRT with each of her part-
ners by filling forms and answering questionnaires. If the requestor does not 
specify SRT with one partner explicitly, the default value of their SRT is zero, 
meaning that there is no relationship between the requestor and the partner. 
SRT can exhibit different levels of social relationships, such as friend, team 
member, organization member, or community member. Meanwhile, SRT can 
be either positive or negative values ranging between [-1,1], indicating the re-
lationship is good or bad. To perform quantitative analysis, we identify nine 
SRTs between the requestor i and her partner j as follows. 

 
SRT(i,j) = 0, if there is no relationship between requestor i and her 

partner j. 
SRT(i,j) = 0.8~1.0, if requestor i treats her partner j as a friend with 

positive relationship  
SRT(i,j) = 0.5~0.7, if requestor i treats her partner j as a team member 

with positive relationship  
SRT(i,j) = 0.3~0.4, if requestor i treats her partner j as an organization 

member with positive relationship  
SRT(i,j) = 0~0.2, if requestor i treats her partner j as a virtual commu-

nity member with positive relationship  
SRT(i,j) = -0.8~-1.0, if requestor i treats her partner j as a friend with 
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negative relationship  
SRT(i,j) = -0.5~-0.7, if requestor i treats her partner j as a team member 

with negative relationship  
SRT(i,j) = -0.3~-0.4, if requestor i treats her partner j as an organiza-

tion member with negative relationship  
SRT(i,j) = 0~-0.2, if requestor i treat her partner j as a virtual commu-

nity member with negative relationship  
 

The social reputation between requestor i and her partner j is denoted by 
SR(i,j), which is confidence indicating the degree of trust from requestor i to 
the requested partner j. SR(i,j) is used to determine whether the requested 
partner conforms to the requestor requirements of trust. The value of SR(i,j) is 
a percentage: the higher the percentage, the higher the confidence. For exam-
ple, if the value of SR(Steve, Albert) is 78%, it means requestor Steve has 78% 
confidence that the requested partner Albert is trustworthy. 

We utilize binomial probability’s sampling to calculate SR(i,j), based on a 
95% confidence interval in terms of probability [23]. Here we first define the 
following terms: 

 S is a set of interaction instances representing the samples of the 
requested partner’s past interactions, { }1 2, ,.... nS s s s= . 

 Tr is a set of trust evaluation values containing past experience in-
stances, and is denoted by { }1 2, ,.... nTr tr tr tr= . 

 :Rating S Tr→ ( )Rating s : The Rating function maps the interac-
tion instance s  to past experience instance tr . In other words, the 
function associates past service instances with past experience in-
stances, both being collected by the requestor’s partners other than 
the requestor. 

 { }: 0,1Accpet Tr →  A requirement hypothesis can be denoted as 
an Accpet  function. 

 
The output of an Accept function is a “1” when past experience instance is 

accepted by the requestor, and a “0” if otherwise: 

 ( ) 1 Accept
 Accept tr

0 otherwise
⎧

≡ ⎨
⎩

 

Based on the usage of Large-Sample of Hypothesis for a Binomial Propor-
tion to evaluate the simple error and true error of a hypothesis [23][24], the re-
sult of the hypothesis assessing the sample is a Boolean value (true or false). 
Thus, we can see that the hypothesis assessing the sample is a Bernoulli trial 
and the distribution of Bernoulli trial is a binomial distribution. The binomial 
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distribution approximates the normal distribution when the number of sample 
is big enough. Simple error refers to correct rate in samples; true error refers to 
correct rate in a population. We can get a confidence interval according to the 
simple error and the area of confidence interval, representing a probability 
whose true error falls in the interval. In a normal distribution, the true error is 
95% probabilities falling within the range of mean 1.96 SD± ×  (Standard De-
viation) in compliance with the experience rule. In other words, we can utilize 
the confidence interval to evaluate the lowest true error of the evaluating hy-
potheses. 

Let Accpet function be the hypothesis and then we can evaluate the possi-
ble true error of the hypothesis based on the past instances S  according to the 
Evaluating Hypotheses theory [23]. Whether tr  ( tr E∈ ) is accepted by 
Accept  is a binomial distribution that approximates the normal distribution 

when the number of samples is large enough. Thus, we can utilize the normal 
distribution to calculate that the sample error closest with the true error. The 
true error is of 95% probabilities falling within a confidence interval, which 
will be approved as a trustworthy partner in the general application. 

For example, let Steve be a requestor, and let Albert is a requested partner. 
We define the confidence symbol as the lowest bound of the true error. The 
trust of service conforms to the request’s requirement when the confidence is 
higher. 

( )
s

1ˆ ( )
S

p = Accpet Rating s
n∑

, 
( )ˆ ˆ1p p

SD
n

× −
= , 95% 1.96z =  

{ }95%ˆmax ,  0Confidence p z SD≡ − ×  
As the number of samples increases, the standard deviation decreases rela-

tively and the confidence will be closer to the true error. For example, assume 
Albert’s past instances is denoted as S, and let S  256= . Steve proposes a 
Requirement Hypothesis Accept . If the result of calculation is ˆ 0.6p = , the 
confidence can be calculated from the following equation: 

( )
s

1ˆ Rating(s) 0.6
256 S

p Accpet
∈

= =∑ , 95% 1.96z =  

( )
95%

ˆ ˆ1
ˆ 0.6 0.060012 0.539987

256
p p

Confidence p z
× −

= − × ≅ − =  

The calculated confidence SR(Steve,Albert) is 53.99%, which means Steve 
has 53.99% confidence that Albert can meet Steve’s trustworthy requirement 
based on 95% confidence interval. In other words, we can assert that the Al-
bert’s degree of trust is 56.83% (53.99% over 95%) conforming to Steve’s re-
quirements. 
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Let Albert is one of Steve’s team members with positive relationship 
(SRT = 0.7), then: 

SA(i,j)  = ( , ) ( , )SRT i j SR i j×  
= 0.7 0.5683×  
= 0.3978 

12.4.3 Context-aware content adaptation for finding right content 
presentation 

In mobile environments, people mostly work with portable devices along 
with limited computing powers, small-size screens and changing conditions. 
Portable devices have distinct capabilities compared with desktop computers, 
which divergence increases the difficulty of presenting friendly contents for all 
kinds of devices universally. Besides, the condition of people’s content access 
is more complicated in mobile environments. For example, people may need 
to access content while they stay outside or on a move. In addition, most cur-
rent Web contents are designed for desktop computers only. The default set-
tings and style-sheets, such as image size, font size, and layout structure, are 
not suitable to be presented on portable devices. As a result, a technique is 
needed to compose and deliver adaptive content from any platform in any 
format to any device through any network at anytime and at anywhere. To 
achieve this ultimate goal, one needs to know people’s computing context 
(environment) and provides content adaptation based on such context. 

Using the motivation example presented in Introduction Section, content 
need to be adapted before it can be delivered and presented to the users when a 
Web meeting switches from PC-based to PDA-based due to the contextual 
changes of device and network. In such a context-aware application to meet 
the changing computing environment, content adaptation is a technique to 
provide the most suitable content presentation according to corresponding 
computing context. Our context-aware content adaptation is designed to auto-
matically adapt Web content to various formats and to enhance Web accessi-
bility based on users’ surrounding context, especially when requestors are us-
ing portable devices in a mobile environment. For example, if a requestor is 
accessing a film while she is in a meeting, then the context-aware content ad-
aptation service should automatically turn off the sound to avoid from making 
noise because it is important to remain quiet in a public situation. For another 
example, if the requestor is accessing a film while driving, then the context-
aware content adaptation service should automatically turn off the video, and 
leave audio only for the reason of safety. In this chapter, we focus on the de-
sign of content adaptation by providing rules for transforming objects’ modal-
ity and fidelity to fit users’ situated environment. 
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A Web page comprises a set of medium objects or simply objects, which 
are characterized with modality indicating their types such as text, video, au-
dio, and image. Each modality is associated with fidelity indicating objects’ 
quality such as image resolution, color depth, and video bit-rate. In order to 
render the same object in various devices, content adaptation needs to perform 
transcoding and changing object’s modality and fidelity. For example, if a 
mobile phone can only play image with low resolution, the fidelity of an im-
age needs to be turned to low. 

We introduce a concept of Unit of Display (UOD) to define a smallest unit 
that can be displayed and adapted in a Web page. Environment profile con-
tains the facts described by user’s current contextual constraints, and the adap-
tation rule base contains the patterns of rules for context-oriented content ad-
aptation. For example, if the context indicating user’s situation is in a public 
situation, UOD with audio and video modality should be adapted by changing 
its fidelity to mute to remain quite. If the context indicating user’s situation is 
driving, then the UOD with image modality should be adapted by changing its 
fidelity to blank for the reason of safety. 

Content adaptation rules can be derived from the environment profiles de-
fined in the context model. The rules are designed as patterns for transforming 
objects’ modality and fidelity. Table 12.2 shows three categories of adaptation 
rules we have derived based on users’ situated environment. For ease of repre-
sentation, we present these rules in a lookup table format. Rows in each table 
are numbered by S, N, and D, which represent Situation, Network, and De-
vice, respectively. As appeared on column head, the original object describes 
object’s modality and fidelity before adaptation, while the adapted object de-
scribes object’s modality and fidelity after adaptation. Object’s fidelity before 
adaptation is defined to be original depending on how the objects are origi-
nally designed. 

Please be noted that the assumed information listed in Table 12.2(a), 1(b), 
1(c) is selected for ease of illustration. The contextual information could be 
much more complicated in a real world. Situation information can be further 
described by when, where, and what activities the person is involved, as well 
as location identified by GPS, sensor networks, RFID, and so on. Network in-
formation can be further described by communication protocols such as 
GPRS, 3G, VoIP, and WiFi. Device information can be further described with 
CC/PP, UAProf, and so on. We also simplified the description of modality and 
fidelity in this chapter. In a real world, modality information can be further 
classified into flash and streaming media, for example. Fidelity information 
can be further described with image types (e.g. BMP, JPEG), image resolution 
(e.g. 24 bit), color depth (e.g. 32bit), video bit-rate, and so on. 

As shown in Table 12.2(a), situation lookup table is based on users’ access 
situation in terms of lighting, noise level, visibility, and access situation. The 
underlying concept of this lookup table is that removing unnecessary medium 
can save transmission time. For example, it is obvious that one cannot read 
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video in a dark situation; nor is allowed to listen to audio in a quiet public 
situation. Therefore, object fidelity can be adapted to blank (by removing 
video and leave audio only) for darkness, or adapted to mute (by removing 
audio and leave video only) for quietness, as shown in S2 and S4 in Table 
12.2(a), respectively. Similarly, when a user’s access situation is “meeting,” 
an object should be adapted by changing its fidelity to mute to remain quiet 
(as shown in S21 and S23). If a user’s access situation is “driving,” an object 
should be adapted by changing its fidelity to blank for preventing the driver 
from browsing content (as shown in S22, S26, and S28). 

Table 12.2(a) Situation lookup table 
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As shown in Table 12.2(b), network lookup table is based upon network 
bandwidth and object size. The idea behind this lookup table is to set up a 
threshold of network bandwidth and object’s size. The object’s fidelity will be 
adapted to lower resolution if the transmission bandwidth is less than 2M bps 
and the object’s size is larger than 2M bytes. For a network with downloading 
bandwidth less than 2M bps, content adaptation needs to be done before any 
object over 2M (as shown in rules N2, N4, N6, and N8 in Table 12.2(b)) can 
be downloaded. We use Network(2M-) to denote the network bandwidth less 
than 2M bps, ObjectSize(2M+) to denote object size greater than 2M bytes. 

Table 12.2(b) Network lookup table 

 
 

As shown in Table 12.2(c), device lookup table is based on the types of 
users’ devices. The idea driving this lookup table is that not every handheld 
device can play all types of rich media; it will save unnecessary transmission 
bandwidth by removing rich medium if it is un-playable on certain devices. 
For example, for some mobile phones with limited computing powers and 
rendering capability, they might not be able to play video clips. Besides, rich 
media take longer time to be delivered over wireless communication. As a re-
sult, if an object’s modality is video, audio, or image, its fidelity will be 
adapted to lower resolution to be played on mobile phones as shown in rules 
D3, D6, and D9 in Table 2(c). 
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Table 12.2(c) Device lookup table 

 
 
The results of context-aware content adaptation are shown in Figure 12.5. 

The left-hand side is Web content shown in a mobile phone without adapta-
tion, where the requestors can only see a part of the content. In contrast, the 
picture shown at the right-hand side is the adapted version through context-
aware content adaptation service, which provides better readability and loses 
no information compared with normal Web browsing. 

 

 
Fig. 12.5 A comparison of Web content access and adaptation 
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In this section, we proposed some practical context-aware application in-
cluding context-aware services discovery for finding right services, context-
aware social collaborators discovery for finding right partners, and context-
aware content adaptation for finding right content presentation. Among the 
service computing, there are some important issues for achieving these goals 
such as OWL-S authoring, Web service discovery, Web service invocation, 
and Web service composition. There are many existing technologies can assist 
in building the foundation. In order to make available OWL-S, some author-
ing tools had been proposed, such as CMU WSDL2OWL-S, KSL OWL-S 
Editor, and Mind-Swap Ontolink. Web service discovery mechanism can help 
users to search services; some popular tools can assist in the building of 
matchmaking, such as CMU OWL-S Broker, CMU OWL-S for P2P, CMU 
OWL-S/UDDI Matchmaker, and KSL Semantic Discovery Service. Efficient 
service invocation ensure the efficiency service process, CMU OWL-S Virtual 
Machine is suggested for this concern. While one service cannot satisfy user’s 
requirements, composition is an alternative way to get specific service for ne-
cessaries. Some existing tools can assist context-aware services in construct-
ing the fundamental components, such as CMU Computer Buyer, KSL Com-
position Tool, and Mind-Swap Composer. 

12.5 Conclusions 

In this chapter, we have presented our context model to formally define 
context description pertaining to service requestors and services. We designed 
a context acquisition mechanism with tailored environment for collecting con-
textual information in three phases: form-filling, context detection, and con-
text extraction. Based on the context model, we have presented three context-
aware applications for demonstrating how to find right services, right partners 
(collaborators), and right information (content presentation). 

For finding right services, our CA-SOA differentiates from the current 
SOA model in several significant ways. First, ontology is enabled to bridge 
between service requestors, service brokers, and services. Second, ontology-
based contextual repository extends the current UDDI mechanism to define 
services in a more comprehensive manner. Third, context-based semantic 
matchmaking enables more precise services discovery and access. The way 
how we implemented our Context Acquisition Engine using Web services 
leads to four major advantages: (1) the engine itself reflects the SOA concept; 
(2) parts or whole of the engine can be reused with flexibility and extensibil-
ity; (3) our engine has potential to be published on the Internet to facilitate 
context-enabled services discovery and integration; and (4) our engine can be 
utilized as an extension to the current UDDI engine for better service match-
making. 
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For finding right partners, we use social profiles in our context model to 
derive personalized social networks. Based on Bloom Taxonomy matrix, we 
proposed the algorithms of calculating knowledge association and social asso-
ciation. From the construction of the context-aware collaborator application, 
we conclude that, (1) the found partners are more relevant and they are more 
willing to share and collaborate because of higher social relationships; and (2) 
they are more likely to collaborate in the same social group. 

For context-aware content adaptation, we use environment profiles in our 
context model to derive content adaptation rules into various content lookup 
tables, such as situation lookup table, network lookup table, and device lookup 
table. From the construction of the context-aware content adaptation applica-
tion, we conclude that when people use PDAs, most of them can correctly ex-
plain the original meaning of an adapted image. When it comes to text and hy-
perlink, we found that most of the users have no difficulties in understanding 
the meaning of adapted images. When people use mobile phones, they have 
difficulties in browsing content due to the smaller screen size and less comput-
ing capability, which result in lower comprehension especially in understand-
ing the meaning of an adapted image. 

In our future research, we plan to enhance our CA-SOA in the categories 
of rule-base truth maintenance [25], request decomposition, service planning, 
services composition and verification. We also plan to conduct more experi-
ments to examine performance metrics including precision and recall ratio of 
services discovery, efficiency of services composition, effectiveness of service 
verification, and reliability of service execution. Finally, we will explore using 
Web Services Agreement Specification (WS-Agreement) [26] from Global 
Grid Forum or Web Service Level Agreement (WSLA) [27] from IBM to 
carry the knowledge. 
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